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Abstract: Vehicle detection in remote sensing imagery is a challenging task because of its inherent
attributes, e.g., dense parking, small sizes, various angles, etc. Prevalent vehicle detectors adopt an
oriented/rotated bounding box as a basic representation, which needs to apply a distance regression
of height, width, and angles of objects. These distance-regression-based detectors suffer from two
challenges: (1) the periodicity of the angle causes a discontinuity of regression values, and (2) small
regression deviations may also cause objects to be missed. To this end, in this paper, we propose
a new vehicle modeling strategy, i.e., regarding each vehicle-rotated bounding box as a saliency
area. Based on the new representation, we propose SR-Net (saliency region representation network),
which transforms the vehicle detection task into a saliency object detection task. The proposed
SR-Net, running in a distance (e.g., height, width, and angle)-regression-free way, can generate
more accurate detection results. Experiments show that SR-Net outperforms prevalent detectors on
multiple benchmark datasets. Specifically, our model yields 52.30%, 62.44%, 68.25%, and 55.81% in
terms of AP on DOTA, UCAS-AOD, DLR 3K Munich, and VEDAI, respectively.

Keywords: vehicle detection; distance-regression-free; remote sensing imagery

1. Introduction

Vehicle detection plays a significant role in optics remote sensing (RS) imagery in-
terpretation, supporting numerous downstream applications, e.g., surveillance, defense,
traffic planning, etc. [1–5]. However, vehicle detection is an extremely challenging task
because vehicles are usually small with varied appearances and directions, and are parked
densely in many scenarios.

In the beginning, researchers used traditional methods for vehicle detection in remote
sensing images. These conventional methods mainly utilized low-level features and some
manual features designed with prior human knowledge. These features include a his-
togram of oriented gradients (HOG) [6], scale-invariant feature transform (SIFT) [7], color
histogram, texture feature, etc. Specifically, Shao et al. incorporate multiple visual features,
a local binary pattern (LBP) [8], HOG, and an opponent histogram for vehicle detection in
high-resolution RS images. Moranduzzo et al. [9] first use SIFT to detect interest points of
vehicles, and then train a support vector machine (SVM) to classify these interest points into
the vehicle target or not into the vehicle target. They later present an approach [10] that
performs filtering operations in horizontal and vertical directions to extract HOG features
and yields vehicle detection after the computation of a similarity measure, using a catalog of
vehicles as a reference. Liu and Mattyus [11] used the AdaBoost classifier and similar Haar
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features to achieve a more robust and fast vehicle detection. Besides, ElMikaty et al. [12]
use a sliding window framework consisting of four stages, namely, window evaluation;
the extraction and encoding of features; classification; and post-processing, to detect cars
in complex urban environments by using a combined feature of the local distributions of
gradients, colors, and texture. In addition, Zhou et al. [13] rotate the sliding window and
then classify the rotated sliding window to accomplish vehicle detection in any direction,
but the detection speed of this method is relatively slow. Later, Kalantar et al. [14] utilize
a region-matching approach to detect vehicles in remote sensing video frames captured
by UAVs.

For almost a decade, neural networks have been experiencing a Renaissance, since
Alexnet [15] won an image classification contest in 2012. Subsequently, ZFnet [16], VG-
Gnet [16], and Resnet [17] appeared one after another, and the convolutional neural network
(CNN) keeps refreshing the records of the classification task [18–20]. Ross and Kaiming
introduce CNN into the detection task and propose a series of effective algorithms, such
as R-CNN [21], Fast R-CNN [22], Faster R-CNN [23], and an improved detector based on
Faster R-CNN [24–26], whose results reach an unprecedented high level.

Of course, the above methods also promote the development of RS vehicle detection.
Recently, a series of advanced vehicle detectors [27,28] place more emphasis on how to
output high-quality rotated bounding boxes due to the flexible representation. Among
these methods, detectors based on anchor and regression occupy the mainstream, and
offer the representation of multi-oriented vehicles by a rotated bounding box (bbox) or
quadrangles. Although these oriented detectors have achieved promising results, they
still suffer from some fundamental problems. Specifically, in the anchor-based detector,
if the vehicle has a large aspect ratio, some issues, as shown in Figure 1a, may occur
when the anchor matches with the ground truth (GT). The intersection-over-union (IoU)
between a detected predicted box and the ground truth box is large enough. However, it is
unreasonable to define the detected predicted box as a positive sample, as it contains only a
tiny amount of object information. If using this method to match the positive and negative
samples, the performance and stability of the models will be seriously affected. RRPN [29]
tries to solve this problem by introducing six angles for each generated anchor on the
vanilla basis, as shown in Figure 1b. In this way, RRPN is more suitable for the oriented
object detection task. However, it introduces multiple anchors, which leads to a large
decrease in terms of speed. More seriously, these angle-guided distance-regression-based
detectors suffer from two problems: (1) discontinuous regression values, which are directly
caused by angular periodicity, and (2) the difficulty of regressing small vehicles. For small
objects, even tiny regression deviations (height, width, or angle) can result in an object miss.

Accordingly, the accuracy of angle prediction is critical for vehicle detectors that use
rotating bounding boxes. Small angular deviations can lead to severe (IoU) degradation,
which, in turn, leads to inaccurate vehicle detection, especially in the case of vehicles with
large aspect ratios. Some recent works try to solve these problems; for example, Yang et al.
propose the IoU-smooth L1 loss [30], which eliminated the mutation of angular regression
by adding boundary constraints. Later, they proposed the circular smooth label (CSL) [31]
to change the angular regression problem to an angular classification problem in order to
avoid the discontinuity of numerical regression. Based on this, they also proposed densely
coded labels (DCL) [32] to use dense angle labels instead of CSL to speed up the angle
classification branch. Zhou et al. [33] migrated the targets in the right-angle coordinate
system to the polar coordinate system using two polar angles and one polar diameter to
represent the targets. Wei et al. [27] modeled a remotely sensed target as two intersecting
centerlines, and Chang et al. [34] modeled a remotely sensed target as nine on the target.
These methods fundamentally solve the regression inaccuracy problem, but such methods
are still not applicable due to the small and intensive nature of vehicle detection. Obviously,
the above methods still employ the distance regression and still suffer from the problems
mentioned above.
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Figure 1. (a) The traditional anchor and ground truth matching. (b) The multi-angle anchor in RRPN.
(c) The SR-Net-proposed center window. (d) The ordinary bbox.

To fundamentally avoid distance regression and considering the above shortcomings
of current models in the vehicle detection task, in this paper, we propose a novel vehicle
instance modeling method that regards each vehicle box as a saliency area. Based on the
new representation, we propose SR-Net, which transforms the vehicle detection task into
a saliency object detection task. This design, without any distance regression, allows our
model to fundamentally avoid the aforementioned problems. Specifically, we first introduce
the concept of the center window for each vehicle object. We define the center window
as a square region and the vehicle’s center point as the center point of the center window.
We divide the center window into two sizes, i.e., large and small. As shown in Figure 1c,
we define all pixels in the oriented vehicle box located in the center of the center window
as the saliency area (salient object). It is worth noting that our saliency region is very
different from binary segmentation, as shown in Figure 2. Besides, we design two networks
to estimate both the center window and the saliency area. We make the center window
detection network focus on global information to estimate all center windows and make
the saliency region detection network only focus on local information to better predict the
saliency area. The overall flow of our approach is shown in the Figure 3. To obtain a more
robust saliency region in the training stage, we add supervision to each side path of the
saliency region estimator network. Finally, an edge capture module is devised to enhance
the boundary information in order to obtain a more accurate saliency region boundary. In
the inference stage, we only take the maximum value on the heatmap of the center window
detection network as the target center window to avoid the post-processing of complex
rotating non-maximum suppression (NMS). Experiments show that the oriented boxes
decoded by the saliency region output by our SR-Net are more accurate. They do not
suffer from the problems of inaccurate and discontinuous angular regression, as shown in
Figure 4. In summary, the main contributions of this paper are four-fold.
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Figure 2. Difference between our saliency area (b) and binary segmentation (a). In our proposed
SR-Net, we define only the vehicles at the center as the saliency area, i.e., the foreground. The saliency
region is properly defined as the core of our SR-Net. Based on this definition, our results will not
have the problem of sticking adjacent vehicle pixels. In contrast, the binary segmentation defines all
vehicles as foreground.

1. We propose a new model, SR-Net, to exploit saliency-area-based representation and
localize the vehicle objects in remote sensing images. To the best of our knowledge,
we are the first to detect vehicles via saliency object detection;

2. Our model can handle the discontinuous problem of angular regression by replacing
vanilla oriented-box-based representation with the proposed distance-regression-free
saliency-area-based representation;

3. To obtain a more accurate boundary of the saliency region and enhance the edge
information of the saliency area, we design a contour-aware module to capture the
object’s edge;

4. To eliminate the divergence of feature construction, we propose a new pipeline that
divides the localization networks and saliency-based representation networks into
two paths.

Extensive ablation studies are conducted to verify the effectiveness of our develop-
ments. Specifically, our method is compared with state-of-the-art (SOTA) methods and
achieves a competitive performance in vehicle detection. Specifically, for the DOTA, UCAS-
AOD, DLR 3K Munich, and VEDAI datasets, the average AP boosting of our model is 2.32
compared to the SOTA.

In the rest of the article, the method is described in detail in Section 1. Then, we
conducted experiments to compare with some of the state-of-the-art methods in Section 2.
Section 3 presents the ablation study, analysis, and discussion. Finally, Section 4 provides a
summary of our approach and an outlook for future work.
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Figure 3. The pipeline of our algorithm. The center window estimator module obtains the center
window of each vehicle. Then, the saliency region detection module detects the saliency region
detection for each center window and decodes final predicted bboxes.
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Figure 4. In the UCAS-AOD dataset, the errors of the angles are statistically obtained in the figure
for the oriented bboxes generated based on regression and the oriented bboxes generated based on
significance, respectively.

2. Method

We first provide an overview of the approach. As shown in Figure 5, SR-Net consists
of two modules, namely, the center window estimator module and the saliency region
detection module. We first generated the center window on the center window estimator
pipeline. With all of the center windows, we then introduced a saliency region detection
algorithm to pursue a high-quality representation of the vehicle and decoded final predicted
bboxes. In this section, we first introduce the detailed structure of the center window
estimator module and the design of loss functions. Then, the saliency region detection
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module and edge capture module are introduced to generate the saliency region with
high precision.

2.1. Center Window Estimator Module

In the center window estimator network, a vehicle is defined as a center point with a
fixed-size window. We used the convolutional neural network (CNN) to predict a series of
heat maps to represent the center of the vehicle. Meanwhile, the network also predicts the
window size (large or small) corresponding to the center of the vehicle and slightly adjusts
the position of the center point by predicting the offset. Upon the predicted vehicle center
point, center window category, and offset, we adopted simple post-processing to obtain
the corresponding center window of each vehicle. Figure 5 provides an overview of the
center window estimator network. An hourglass network [35] was used as the backbone
network, followed by a prediction module. Unlike other detectors, we did not use features
from different scales to solve the scale discrepancy problem.

Backbone Detection 
head

Center window Estimator 

Center window

 Saliency area Detection

Heat
maps

Conv1-2 Conv2-2 Conv3-3 Conv4-3 Conv5-3 Conv6-3

Conv

Conv
Conv

Conv

Conv

U

+ Conv

Detection 
head

Window 
maps

Conv

:Conv layer

U

+

 :Upsample

:Pixel-wise add

:Saliency Spv.

:Edge Spv.

Figure 5. An overview of SR-Net. The model is divided into two main parts: the center window
estimator module and the saliency region detection module. The saliency region detection module is
cascaded behind the center window estimator module. The output of the center window estimator
module is used as the input of the saliency region detection module.

2.1.1. Center Window Estimator

As shown in Figure 5, we refer to the design of Center-Net [36]. The center window
estimator network is a pure convolutional network, and an hourglass network [35] that
introduces introducing channel attention was adopted as the backbone network for the
center point estimator. The detection head consists of two prediction modules to predict
the center point of each vehicle, and the category of the center window. Each prediction
head consists of three layers of convolution. The first two convolution layers use the
ReLU activation function, and the three convolution layers use convolution kernels of sizes
3 × 3 × 128, 3 × 3 × 128, and 1 × 1 × 1. Here, the last channel means that there is only one
output category of SR-Net, i.e., vehicles. In the last output layer, the sigmoid function was
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selected for activation in order to map output values to the range of 0 to 1, as shown in
Figure 6.

3×3
conv

3×3
conv

1×1
conv

BN ReLU

sigmoidBN ReLU

Figure 6. Schematic diagram of the structure of the detection head, where ”3 × 3 conv” represents a
convolutional layer with a convolutional kernel size of 3 × 3, ”BN” represents the batch normalization
layer, ”ReLU” represents the ReLU activation function, and “sigmoid” is the sigmoid activation layer.

2.1.2. Center Estimator Loss Function

Heat map channels were used to predict central points, among which is a binary mask
indicating the locations of the center for an object. For each center, there is one ground
truth positive location, and all other locations are negative. In the training process, not all
negative positions are equivalently penalized, but the penalty for negative positions within
the radius of the positive position is reduced.

The false center detections that are close to the ground truth locations can still produce
the locating centers accurately. Specifically, the radius depends on the size of the vehicle,
and the points within the radius are ensured at least inside the target ground truth bbox.
Meanwhile, the extent of penalty reduction is given by an un-normalized 2D Gaussian

according to the radius, e
x2+y2

2σ2 , in which, σ2 is 1/2 of the radius. pij is denoted as the score
at location (i, j) for object in the predicted heatmaps and yij is denoted as the “groundtruth”
heatmap augmented with the unnormalized Gaussians. Based on the above analysis, we
designed a variation of focal loss :

Ldet =
1
N

H

∑
i=1

W

∑
j=1

{
(1− pij)

α log(pij) i f yij = 1
(1− yij)

β(pij)
α log(1− pij) otherwise

(1)

where N denotes the number of vehicles in the current image, α is the hyperparameter
that controls the weight of difficult samples, and β is the hyperparameter that controls
the imbalance between positive and negative samples. We set α to 2 and β to 3 in all
experiments. The (1− yij) term reduces the penalty around the ground truth locations with
the Gaussian bumps encoded in yij. Downsampling layers are involved in our networks
to gather global information and reduce memory consumption. The size of the output is
usually smaller than the image when fully convolutionally applying them to an image.
Therefore, the position in the original image (x, y) corresponds to the position in the heat

map (
x
n

,
y
n
), where n is the coefficient of downsampling of the heat map with respect to the

original image. Some precision may have been lost when we remapped the locations from
the heatmaps to the input image, which can seriously affect the center-locating accuracy
of small vehicles. To solve this problem, we predicted the offset of the centroid position
and slightly adjusted the centroid position before generating the center window based on
the centroid.

ok = (
xk
n
− [

xk
n
],

yk
n
− [

yk
n
]) (2)
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where ok is the offset and xk and yk are the x and y coordinates for center k. Particularly, we
predicted a set of offsets shared by the centers of all categories. In the training stage, the
smoothL1 loss (Girshick, 2015) was applied at the ground truth center locations:

Lo f f =
1
N

N

∑
k=1

SmoothL1(ok, ôk) (3)

2.1.3. Center Window

Different from other networks, after we obtained the center point of each vehicle, we
did not directly regress the length, width, and angle of the vehicle We predicted a vehicle
size category (large and small) for the center point of each vehicle. The unique center
window was jointly determined by the the center point and size of each vehicle. In this way,
we ensured that the vehicle was not only inside the center window but also in the center
of the center window. Our central window category prediction head was also composed
of three convolutional layers, with convolutional kernels of size 3× 3× 128, 3× 3× 128,
and 1× 1× 2 in each convolutional layer. Here, the last channel implies the classification
result. In the final output layer, we used the softmax function to activate it. For training,
we applied the crossentropy loss.

Lclass(pi, ci) =
1
N

i=N

∑
i=1

{
− log(pi(ci)) i f ci = large
−δ log(pi(ci)) else

(4)

where δ is a parameter used to balance the imbalance of the size vehicle data. We set it to
0.3 In the center window estimator stage, our loss function could be expressed as:

LCE=γLclass + (Lo f f + Ldet) (5)

where LCE denotes the total loss in the center window estimator stage, and γ is the coefficient.

2.2. Saliency Region Detection

The role of the saliency region detection network is to accurately represent a coarse
representation of the vehicle (center window) as an accurate representation at the pixel
level. The design of our saliency region detection network took into account some existing
saliency detection models [37–39]. In the saliency region detection network, we cut the
center window on the input image according to the center window generated by the center
window estimator network. For each center window area, we used the saliency region
detection network to detect its saliency region, which is defined as the central object in this
area. The specific structure of our saliency region detection network is shown in Figure 5.
The effect is shown in Figure 7. In the saliency region detection network, we obtained five
features with high resolution and rich semantic information through multi-level feature
fusion. We supervised each feature map, where four of them were used to obtain the
region of significance and the other to obtain the edge of the area. Finally, we fused the
results from the edge capture module’s features and the saliency region detection module’s
features and obtained a accurate saliency detection.
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Remote Sensing Images

Saliency area probability map

Saliency area mask

Figure 7. The figure shows the visualization of the output probability map of the saliency region
detection stage and the visualization of the saliency region generated from the probability map.

2.2.1. Complementary Information Modeling

Our proposed network architecture is independent of the feature extraction backbone;
here, the architecture is based on VGGNet, like many previous CNN-based methods. The
architecture we proposed can be found in the saliency region detection part of Figure 5.
Following DSS, we discarded the full connection layer in the original network. Six features
called Conv1-2, Conv2-2, Conv3-3, Conv4-3, Conv5-3, and Conv6-3 were generated from
VGGNet; we denoted them as C(1), C(2), C(3), C(4), C(5), and C(6) for simplicity. Then, we
used side paths to obtain corresponding side outputs, except C(1) , because the number of
convolutional layers spaced between C(1) and the inputs was too low and the perceptual
field was too small. Five side paths are denoted by a path set S:

S =
{

S(2) , S(3), S(4), S(5), S(6)
}

(6)

Conv2-2 has the highest resolution of these features while retaining the complete edge
information due to its proximity to the input. We leveraged S(2) to obtain edge output and
other outputs to obtain saliency object output in the later network.

2.2.2. Saliency Object Features Extraction

In order to leverage rich semantic and high-resolution information in multi-level side
outputs, we imitated widely used architecture U-Net [35] for feature fusion. Different from
the original U-Net [35], we added three extra convolutional and ReLU layers (orange Conv
block in Figure 5) on each side path to obtain more robust fused features. For simplicity,
we used H (Table 1) to denote these convolutional layers and ReLU layers in the side path.
Then, we used a convolutional layer which was denoted as O (Table 1) to transit the feature
maps to the single-channel prediction masks. The details of convolutional layers in the side
path can be found in Table 1.
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Table 1. The detailed convolutional structure of the prediction head. H denotes the feature en-
hancement module in each prediction header, each prediction header contains three convolutional
layers—H1, H2, H3—and each convolutional layer is followed by a ReLu activation function. The
table shows the parameters of each convolutional layer; for example, 3, 1, 64 indicates a convolutional
layer with convolutional kernel size of 3, padding of 1, and channel number of 64. O represents the
output layer, which transforms the multi-channel features into a single-channel activation map.

S H1 H2 H3 O

2 3 1 64 3 1 64 3 1 64 3 1 1
3 3 1 128 3 1 128 3 1 128 3 1 1
4 3 1 256 3 1 256 3 2 256 3 1 1
5 5 2 256 5 2 256 5 2 256 3 1 1
6 5 2 256 5 2 256 5 2 256 3 1 1

2.2.3. Saliency Edge and Region Masks Extraction

In this section, our aim is to model the saliency edge information while obtaining
saliency edge features. As mentioned in the previous section, Conv2-2 has the highest
resolution and retains the most complete edge information. Therefore, our local edge
information was extracted from Conv2-2. However, saliency edge features cannot be
obtained with only local edge information. We also needed high-level semantic information.
When the semantic information at the top layer is passed back to the bottom layer from
the top layer, like the U-Net structure, the semantic information at the top layer will be
diluted. Therefore, we designed top-down layer-by-layer information propagation, in
which, supervision is added at each layer.

Our high-level semantic information was propagated to the side path S(2) via a top-
down path to suppress non-saliency edges. The fused saliency edge features CE can be
expressed as:

CE = C(2) + U(ReLU(Conv(Λ̂(6); ϕ)); C(2)) (7)

where Conv(∗; ϕ) is a convolutional layer with trainable weight ϕ and a convolutional
kernel size of 1 ∗ 1. It was intended to have the same number of channels for the features.
The ReLU denotes the ReLU activation function and U(∗; C(2)) denotes the size of the ∗
upsampled to C(2) resolution (using a bilinear interpolation method). Λ̂(6) is the fused
feature in the side path. Λ̂(6) can be denoted as E(C(6); W(6)

T ) and the fused feature Λ̂(3),
Λ̂(4), Λ̂(5) in the same side paths S3, S4, S5 can be denoted as

Λ̂(i) = E(C(i) + U(ReLU(Conv(Λ̂(i+1); θ)); W(i)
H ) (8)

where E(∗; W(i)
H ) denotes the convolution layer and activation function with parameters

W(i)
H . Saliency edge features FE in S(2) could be computed as E(C(2); W(2)

H ). The con-
figuration details could be found in Table 1. We supervised the saliency edge and the
saliency region prediction maps, respectively. For saliency edge supervision, we used the
cross-entropy loss, which could be defined as:

Ledge(FE; W(2)
O ) = − ∑

j∈G+

log Pr(yi = 1|FE; W(2)
O )−

∑
j∈G−

log Pr(yi = 0|FE; W(2)
O )

(9)

where G+ and G− denote the pixels in the saliency edge and the pixels in the background
region, respectively. WO denotes the parameters of the prediction layer, as shown in Table 1,
and Pr(yi = 1|FE; W(2)

O ) denotes the confidence level that the pixel has a saliency edge. In
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addition, for saliency region supervision, we used the cross-entropy loss, which could be
defined as:

Larea(Λ̂(i); W(i)
O ) = − ∑

j∈A+

log Pr(yi = 1|Λ̂(i); W(i)
O )−

∑
j∈A−

log Pr(yi = 0|Λ̂(i); W(i)
O )

(10)

where A+ and A− denote the pixels in the saliency region and the pixels in the background
area, respectively. The total relay supervision LRelay can be expressed as:

LRelay = Ledge(FE; W(2)
O ) +

6

∑
i=3

Larea(Λ̂(i); W(i)
O ) (11)

2.2.4. Saliency Object Detection

After obtaining the saliency edge and saliency areas outputs, our goal is to use edge
output to obtain better segmentation results. Then, we can obtain the detection boxes by
calculating the minimum external rectangle of these segmentation results. Specifically, we
fused FE with edge features and F̂(3) with regional features to obtain the complete feature
FW .

FW = F̂(3) + Up(ReLU(Conv(F̂(3); θ)); FE) (12)

We also supervised the final predicted saliency region, with the loss function expressed
as the following equation.

LSaliency(FW ; WE) = − ∑
j∈Y+

log Pr(yi = 1|FW ; WE)−

∑
j∈Y−

log Pr(yi = 0|FW ; WE)
(13)

The supervision losses of all parts were combined as follows:

Lt = ηLRelay + LSaliency (14)

where η denotes the weight of the relay supervision loss to the total loss, and the effect of η
on the final result is discussed in the next section.

3. Result

In this section, we conduct experiments to evaluate the performance of SR-Net. First,
we introduce some training details of SR-Net, such as dataset, hyperparameters, etc. Then,
we introduce the evaluation metrics. Finally, we present the ablation experiments with some
parameters and structures of our SR-Net and compare them with current state-of-the-art
detectors to derive the effectiveness of our method.

3.1. Data Set

(1) DOTA [40]: DOTA is a standard benchmark for the detection of objects in remote
sensing images.It contains two detection tasks: detection with oriented bounding boxes
and detection with horizontal bounding boxes. Only detection with oriented bounding
boxes is used in our experiments. The DOTA contains 2806 remote sensing images. DOTA
is labelled with 15 categories (e.g., aircraft, small vehicle, large vehicle), and, in this paper,
we only use two categories: small vehicles and large vehicles. In training, we crop the
large-scale images in DOTA into multi-scale remote sensing image slices of size 384 × 384,
512 × 512, and 800 × 800.

(2) UCAS-AOD [41]: The UCAS-AOD dataset contains 510 large-scale remote sensing
images with two types of targets (aircraft and vehicles) in the UCAS-AOD dataset contain-
ing 7114 vehicle targets. We randomly select 400 images for training and the other images
for testing. Similarly, we slice the large-scale remote sensing images to obtain multi-scale
slices of size 384 × 384, 512 × 512, and 800 × 800 for training.
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(3) DLR 3K Munich [11]: In the DLR 3K Munich, vehicles are accurately labeled
by rotatable rectangular boxes. This dataset consists of three categories (car, bus, and
truck), and we consider the three categories as one class.The dataset contains a total of
8268 vehicles, of which, the training set contains 5214 vehicles and the test set contains
3054 vehicles.

(4) VEDAI [42]: VEDAI contains two modal images, RGB and NIR, and four classes
(car, pickup, truck, van), which, again, we still consider as one class. The dataset contains a
total of 5494 vehicles, with a training set of 2792 and a test set of 2702.

3.2. Evaluation Metric

In the detection task, the output of the model can be represented as a rotatable rect-
angular bounding boxes and its corresponding class. For our vehicle detection, since we
use single-category detection, our output is only rotatable rectangular bounding boxes. We
evaluate the accuracy of the detected boxes by using the intersection over union (IoU) met-
ric. The IoU denotes the number of detected boxes and the overlap rate between detected
boxes and ground truth boxes. The formula for IoU is defined as:

IOU = (Sbbox ∩ Sgt)/(Sbbox ∪ Sgt) (15)

where Sbox denotes the region of the detection box and Sgt denotes the region of the
ground truth box. We use average precision (AP) to evaluate the merit of the vehicle
detection method. In order to calculate the AP value, we need to define and calculate the
following values based on the detection results true positives (TPs), false positives (FPs),
true negatives (TNs) , and false negatives (FNs).

In our vehicle detection task, we set the threshold of IoU between the detection box
and the ground truth box. If the IoU between a detection box and ground truth box is
greater than the threshold, this detection box is considered as TP. Conversely, if the IoU
is less than the threshold, this detection box is considered FP (also called false alarm). If
a ground truth box is not detected, this ground truth box is called FN (also called miss
alarm). Based on the above definition, we define the equation of the precision and recall
metrics as:

Precision =
TP

(TP + FP)
(16)

Recall =
TP

(TP + FN)
(17)

The AP is calculated by integrating the P(Precision)-R(Recall) curve. The P-R curve
can be obtained by calculating the recall values corresponding to different precision values
based on the detection results. Based on this definition, it is known that, the higher the AP
value, the better the performance of the model. The AP value can be defined as:

AP =

1∫
0

P(R)d(R) (18)

3.3. Training Details

We implement SR-Net in PyTorch (Paszke et al., 2017). During the center window
forecasting phase, our center window estimator section is trained on an image with an
input resolution of 512 × 512, corresponding to our output of a heat map with a resolution
of 128 × 128. To ensure a diversity of vehicle sizes, our training set was produced with
multiple scales (384 × 384, 512 × 512, and 800 × 800), so we uniformly resized it to a
512 × 512 size using bilinear interpolation, which, in addition, enhanced the robustness of
the model and reduced the risk of overfitting. We also used data enhancement methods,
such as rotation, color transformation, etc. Finally, Adam [43] was used to optimize the
overall objective.
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We train our SR-Net with a batch-size of 32 (on two GPUs), and we train the model
from scratch to 60,000 iterations in order to achieve the best results. The convergence
curve of the model is shown in Figure 8. During the saliency region detection phase, since
the data are labeled in the form of rotating boxes, which do not meet the supervision
information required, we first need to generate the center window for each vehicle based on
the definition of our saliency area. We need to transform the rotating frame annotation into
a pixel-level segmentation annotation by defining the pixels in the target region as saliency
areas. To enhance stability enhancements were also made as shown in Figure 9. In order to
train our edge information enhancement module, we need to label the saliency region to
extract the edges using the edge extraction operator (we use the Canny operator). During
training, we resize each center window to a uniform size of 32 × 32. Again, to ensure
sample diversity and eliminate the risk of overfitting, we use the same data enhancement
as in the center window estimator stage. Again, we use Adam to optimize the parameters.
In this stage, we only need 10,000 iterations to obtain the best results.

0 10000 20000 30000 40000 50000 60000
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1

2

3

4
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8
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ss

loss:Center window estimator
loss:Saliency area Detection

Figure 8. Training loss of SR-Net. The loss of saliency region detection has converged at 10,000
iterations. The loss of the center window estimator requires 60,000 iterations to fully converge.

(a)               (b)               (c)               (d)               

Figure 9. Figure (a) shows the standard saliency region. In order to increase the robustness of
saliency region detection, we translated the saliency region, as shown in (b–d), in the training phase,
and the translation range ensures that the center of the center window is within the saliency area.

3.4. Comparisons with State-of-the-Art Detectors

In this section, we compare SR-Net with other state-of-the-art detectors. We evaluate
our model and other models in a vehicle detection task on four datasets. For SR-Net,
we use two backbone networks (104-Hourglass, ResNet-101). For the other models, we
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follow the authors’ previous backbone networks. We also test the difference in inference
speed between our model and the other models to verify the advantages of our model.
The detection results of our model on DLR 3K Munich and VEDAI datasets are shown
in Figure 10, and the test results on DOTA and UCAS-AOD are shown in Figure 11. In
addition, to verify the generalization ability of our model, we trained our SR-Net on the
ensemble of four datasets and tested our model on a panoramic map of a residential region
from Google Maps. The results are shown in Figure 12.

Figure 10. The figure shows some examples of our proposed SR-Net for vehicle detection in any
direction. The first two rows visualize the test results in the DLR 3K Munich dataset. The second two
rows visualize the test results in the VEDAI dataset (two image modes: RGB and NIR). The effect is
better when viewed in a larger size.

3.5. Qualitative Quantity Analysis

As shown in Table 2, our proposed SR-Net achieved the highest results for AP values
on the DOTA, UCAS-AOD, and DLR 3K Munich datasets, and AP75 still achieved the
best results on the VEDAI dataset despite the fact that AP did not achieve the best results,
again illustrating the advantages of our proposed method in terms of accuracy. The
average results on the four datasets (APm) showed an improvement of 2.32 compared to
the previous method. In terms of speed, since we do not need rotational non-maximal
suppression (RNMS), anchor, etc., our model achieves the highest AP value, while our
speed is approximately twice that of R3-Net.
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Table 2. State-of-the-art comparisons. AP is the average of 10 values of AP taken between iou = 50
and iou = 95. AP1 denotes the AP value obtained in the DOTA validation set, AP2 denotes the AP
value obtained in the UCAS-AOD test set, AP3 denotes the AP value obtained in the DLR 3K Munich
dataset test set, and AP4 denotes the AP value obtained in the VEDAI test set. APm denotes the
average of the AP values obtained in the four datasets. AP50 is the AP value obtained in the IoU = 50,
and AP75 is the AP value obtained at IoU = 75.

Models FPS AP1 AP1
50 AP1

75 AP2 AP2
50 AP2

75 AP3 AP3
50 AP3

75 AP4 AP4
50 AP4

75 AP m

YOLOv2(O) [44] 15.31 4.43 6.70 4.73 11.29 18.21 12.74 12.84 20.32 14.30 12.25 19.80 14.36 10.20
R2CNN [45] 3.81 34.94 57.20 41.64 59.83 87.95 61.88 59.65 87.22 64.54 60.79 64.59 46.31 53.80
RRPN [29] 5.25 34.09 53.19 39.25 59.83 86.17 62.50 58.17 85.43 61.93 51.85 62.34 44.88 50.99

R-DFPN [46] 5.84 34.22 54.33 39.17 60.41 87.37 61.72 55.08 84.35 59.21 54.91 60.57 43.73 51.15
ICN [47] 6.54 45.64 65.77 48.20 58.24 89.24 64.93 54.34 86.12 63.81 56.15 63.22 44.94 53.59

RetinaNet(O) [25] 7.34 42.08 68.26 50.99 62.54 89.65 64.60 54.54 86.30 63.08 53.16 65.41 47.74 53.08
Roi-Transformer [48] 3.92 43.77 70.27 50.31 60.90 90.56 66.69 55.86 88.53 65.15 56.12 66.52 48.82 54.16

P-RSDet [33] 7.82 46.55 71.52 51.70 57.93 90.87 66.19 54.75 88.75 64.96 61.94 70.33 49.58 55.29
SCRDet [30] 6.37 40.17 65.97 47.56 57.27 90.25 64.40 56.58 89.67 63.21 55.77 74.65 54.34 52.44

O2-DNet [28] 7.62 47.09 72.45 51.43 59.42 91.06 67.15 63.08 90.64 67.88 56.01 71.34 52.07 56.40
R3-Net [49] 3.23 49.58 73.24 52.07 60.19 91.22 66.21 63.12 91.48 67.69 56.26 69.23 50.39 57.28
R3-Det [50] 6.53 46.49 75.24 55.15 61.09 91.63 64.85 62.01 90.14 66.34 56.42 70.58 51.02 56.50

SR-Net(ResNet-101) 7.64 50.27 76.40 57.75 61.18 92.03 69.55 64.47 90.68 69.82 53.42 70.53 56.54 57.33
SR-Net(104-Hourglass) 7.43 52.30 80.09 59.03 62.44 93.24 70.55 68.25 91.01 71.89 55.81 72.53 58.16 59.60

Figure 11. The figure shows some examples of our proposed SR-Net for vehicle detection in any
direction. The first two rows visualize the test results of UCAS-AOD in the UCAS-AOD dataset. The
last two rows visualize the test results in the DOTA dataset. As can be seen, vehicles of multiple sizes
parked in multiple directions can be detected, and accurate bboxes are obtained. The effect is better
when viewed in a larger size.
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Figure 12. In order to verify the robustness of the model, we took a remote sensing panorama from
Google Maps, and the selected region contains several scenes, such as densely parked parking lots,
intersections, streets, private garages, etc. We used SR-Net to perform the detection, and this figure
shows the detection results. It is best when viewed zoomed in.

4. Discussion

In this section, we perform detailed ablation experiments on the parameters and
components of SR-Net. Besides, the advantages and disadvantages of the proposed method
are discussed. All ablation experiments are performed using ResNet-101 as the backbone
network and are trained and evaluated on the UCAS-AOD dataset.

Loss weight. We analyze the effect of the γ parameter in Equation (5) on the SR-Net.
As shown in Table 3, the best results were achieved at a γ value of 2. In addition, we
found that a small selection of γ values did not have a great impact on the final results.
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This indicates that the results of the center window prediction are more dependent on the
accuracy of the center point prediction. It also shows that the network can easily predict the
category of the center window. Similarly, we analyze the effect of the loss function of the
relay supervision, i.e., the effect of the size of the parameter η in Equation (14) on the final
results. As shown in Table 4, the best results are obtained when the value of t is 1.2, while it
can be observed that the final result decreases significantly if no relay supervision is added,
and that the final results are affected if the weight of relay supervision is too large.

Table 3. The AP values of the results were obtained by comparing different γ values on the UCAS-
AOD dataset. (AP is the average of 10 values of AP taken between IoU = 50 and IoU = 95).

γ 0.1 1 2 3 5 7

AP 0.602 0.608 0.612 0.610 0.609 0.593

Table 4. The AP values of the results were obtained by comparing different η values on the UCAS-
AOD dataset. (AP is the average of 10 values of AP taken between IoU = 50 and IoU = 95).

η 0 0.1 0.4 0.8 1.2 1.4 1.6

AP 0.574 0.586 0.604 0.609 0.612 0.610 0.608

Edge supervision. Since our method models vehicles at the pixel level, the accuracy
of the saliency region edges directly affects the accuracy of the oriented bboxs generated
from the saliency region decoding. In addition, in remote sensing images, the edges of
vehicles are relatively clear, based on which, we design the edge supervision module to
make the edges of saliency regions more precise. To verify the effectiveness of our edge
supervision module, we perform ablation experiments. As shown in Table 5, equipped
with the area supervision module with the edge supervision module, the resulting AP
value gains a 0.9% improvement, AP50 remains basically the same, and AP75 yields a 1.2%
improvement, proving that the devised edge supervision can achieve finer boundaries.

Table 5. A comparison of the effect of adding edge supervision module and region supervision
module on the results on UCAS-AOD dataset. (AP is the average of 10 values of AP taken between
IoU = 50 and IoU = 95. AP50 is the AP value obtained in the IoU = 50, and AP75 is the AP value
obtained at IoU = 75).

Edge Supervision Area Supervision AP AP50 AP75

X 0.613 0.919 0.683
X 0.612 0.942 0.695

Saliency-based. In this section, we will discuss the advantages of saliency-based over
regression-based detection methods in detail. In the previous regression-based detection
methods, the vehicle detection results are represented by the vehicle center, length, width,
and angle, where length, width, and angle are obtained by distance regression. The
objective function in distance regression is generally L1 loss, L2 loss, or a deformation
based on them, and, in the distance regression, the network needs a clear objective value,
yet, in the definition of an angle, it is periodic without a clear objective value, e.g., 0 degrees
and 360 degrees. In the proposed saliency-based detection method, the detection result
of the vehicle is represented by the center point of the vehicle and the corresponding
saliency region. The saliency region is obtained by modeling the probability that each pixel
belongs to the foreground, and modeling each pixel in the instance foreground is a binary
classification problem, i.e., a logistic regression problem in which the loss function is the
cross-entropy loss, as shown in Equation (14). Therefore, the saliency-based method does
not have distance regression values in principle, and there is no problem with inaccurate
regression values.



Remote Sens. 2022, 14, 1313 18 of 21

To further illustrate the problem, we compared the saliency-based method and the
regression-based method through an experiment. In order to eliminate the influence of
other components on the final results, we only compare the accuracy of the generated
bbox. In particular, we obtain the labeled center directly in order to ensure the consistency
of the vehicle center, assuming that all vehicle centroids are detected correctly. Then,
for each vehicle centroid, regression is used to regress the vehicle’s length, width, and
angle. Similarly, we use a saliency-based approach to generate the saliency region of the
vehicle while keeping the centroids unchanged and decoding the vehicle’s aspect and angle
based on the saliency area. For the angles of the oriented bboxes obtained by the two
methods, we obtain Figure 4. This statistical plot clearly shows the angular error of oriented
bboxes obtained by the two methods. The angle errors obtained by our saliency-based
method are concentrated between −10 degrees and 10 degrees, whereas the angle errors
obtained by the traditional regulation-based method are concentrated between−20 degrees
and 20 degrees, and the angle deviations of some samples reach 90 degrees due to the
unclear angle definitions caused by the angle periodicity. In summary, the bboxes obtained
by the saliency-based method are more accurate than those obtained by the traditional
distance-regression-based method.

Summary. For vehicle detection challenges, such as dense parking, small sizes, and
various angles, our SR-Net can be a good solution. Conventional anchor-based detectors
set a fixed step of anchor arrangement, which may lead to missed vehicle detection once
the density of vehicles is greater than the density of anchors. We estimate the center point
of each vehicle and obtain the corresponding center window to ensure that the dense
arrangement of vehicles is not missed. As described in the Edge supervision section,
our edge-enhanced supervision makes the vehicle edges more accurate and avoids stick-
ing between neighboring vehicles. The Saliency-based section describes the traditional
regression-based approach facing the problem of inaccurate angle regression due to the
periodic nature of angles when facing the problem of variable angles of vehicles. By com-
parison, our saliency-based approach fundamentally solves this problem of various angles.
However, for the problem of small sizes in vehicle detection, our model is not deliberately
designed because this problem has been largely solved in the center-based detector. Our
center window estimator module is designed precisely based on the center-based detector.
Of course, our SR-Net still has some shortcomings; for example, the pipeline is not neat
enough, which may face challenges in future industrial deployment.

5. Conclusions

In this paper, we transform vehicle detection into a saliency region detection task
for the first time and propose SR-Net (saliency region representation network for vehicle
detection in remote sensing images). Our method works in an anchor-free, NMS-free,
and regression-free way via modeling a vehicle instance as a saliency region without the
problems of complex positive and negative sample matching and angular regression discon-
tinuity faced by vanilla models. Besides, compared with existing state-of-the-art detectors
on public vehicle detection datasets, the proposed method achieves competitive results.

We apply our model to other categories of objects, e.g., ships, aircraft, etc. Finally, we
suggest that researchers should think about migrating our detector from vehicle detection
to full class target detection. Of course, our model has its own shortcomings; for example,
the pipeline is complicated, and we will continue to optimize (streamline) our network in
the future.

With the development of remote sensing technology, remote sensing images have
gradually developed from single-frame images to remote sensing videos. In order to meet
the demand of real-time, the speed of vehicle detectors has also been challenged. In the
future, not only is the detection of vehicles needed, but the tracking of vehicles also needs
to be realized.
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