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Abstract: In aircraft feature detection, the difficulty of acquiring Synthetic Aperture Radar (SAR)
images leads to the scarcity of some types of aircraft samples, and the high privacy makes the personal
sample set have the characteristics of data silos. Existing data enhancement methods can alleviate
the problem of data scarcity through feature reuse, but they are still powerless for data that are not
involved in local training. To solve this problem, a new federated learning framework was proposed
to solve the problem of data scarcity and data silos through multi-client joint training and model
aggregation. The commonly used federal average algorithm is not effective for aircraft detection with
unbalanced samples, so a federal distribution average deviation (FedDAD) algorithm, which is more
suitable for aircraft detection in SAR images, was designed. Based on label distribution and client
model quality, the contribution ratio of each client parameter is adaptively adjusted to optimize the
global model. Client models trained through federated cooperation have an advantage in detecting
aircraft with unknown scenarios or attitudes while remaining sensitive to local datasets. Based on
the YOLOVb5s algorithm, the feasibility of federated learning was verified on SAR image aircraft
detection datasets and the portability of the FedDAD algorithm on public datasets. In tests based on
the YOLOV5s algorithm, FedDAD outperformed FedAvg’s mAP0.5-0.95 on the total test set of two
SAR image aircraft detection and far outperformed the local centralized training model.

Keywords: federated learning; synthetic aperture radar (SAR) images; aircraft detection; deep
learning; YOLO

1. Introduction

Synthetic Aperture Radar (SAR) is an active microwave imaging sensor, which can
penetrate clouds, rain, snow, and smoke, and has all-day and all-weather imaging obser-
vation capability, which has been widely used in both military and civilian fields [1-7].
Aircraft detection is an important application of SAR. In the civil field, aircraft detection is
helpful to the effective management of the airport. In the military field, it is of great value
to obtain information such as the number and type of aircraft [8], which has become a hot
spot in the research of SAR image target detection and recognition [9-13].

Due to the irregular distribution of land clutter, there are a large number of back-
ground highlight scattering points during the detection and recognition of aircraft targets
in SAR images. Coupled with the complex imaging mechanism and the variability of
scattering conditions, the aircraft target imaging shows a diversity of features, causing
aircraft detection and recognition to face the problems of morphological dispersion, feature
variability, and the influence of complex background [11]. Diao et al. [14] used a CFAR
detector to locate potential aircraft locations and eventually used the RCNN [15] algorithm
for detection and identification. He et al. [16] designed a component-based multilayer
parallel network structure to pinpoint the location of aircraft in images. An et al. [17] used a
feature pyramid structure to optimize the performance of the model for small targets. Zhao
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et al. [18] designed a fully convolutional attention network that can improve detection ac-
curacy by extracting different levels of contextual information. Chen et al. [19] innovatively
proposed a geospatial converter framework to implement a three-step target detection
neural network. Based on this work, Wang et al. [20] combined an attention mechanism
with weighted feature fusion and airport masks to achieve high-accuracy aircraft detection.
Luo et al. [21] proposed a scalable artificial intelligence (XAI) framework for explaining the
black-box behavior of aircraft detection models.

However, the above research advancements are contingent upon a comprehensive and
well-balanced sample library. Due to the complex SAR imaging mechanism, the discrete
and small size of the target in the image, and the interference of speckle noise, it is very
difficult to obtain a significant quantity of balanced training data in practical applications.
Data enhancement techniques can alleviate this problem, but they cannot eliminate it. Ma
et al. [22] expanded the dataset utilizing flipping, rotating, and random clipping to create
suitable training conditions for the model. Song et al. [23] used translation and flip to
enrich the features of the aircraft dataset, hoping that the model could cope with different
detection angles. Gao et al. [24] proposed a method based on weighted distance and feature
fusion to cope with the small-sample learning of SAR images. Ji et al. [25] still used a simple
data enhancement approach to augment the dataset to solve the problem of insufficient
manually labeled aircraft data. Although feature reuse can enrich the dataset, it does not
guarantee the robustness of the model.

Limited by the special imaging mechanism of SAR image, it is impossible to shoot
all the samples of the required types of aircraft completely, which leads to the scarcity of
some types of samples and the problem of sample imbalance. In addition, available public
datasets of SAR image aircraft detection are scarce, leading to the formation of data silos.
This situation, in which only a certain group has simple access to a particular dataset while
others have difficulty gaining access to it, is referred to as data silos [26], and federated
learning is often used to solve such problems. In this study, data from clients other than a
single client are defined as unknown data because they were not involved in the training of
the local model. The same type of aircraft may appear in different scenes, and the samples
obtained by a single client may only cover a small part of the scenes, resulting in poor
performance of the model trained by the corresponding dataset in the real scene. When
the number of samples from different types of aircraft cannot be collected completely,
sample imbalance will occur. Feature reuse is a common solution to solve this problem, but
distributed training of federated learning is more reliable. In contrast to centralized training
methods, federated learning, which is a distributed training method, enables individual
users in different spatial locations to collaborate with other users to learn machine learning
models and to keep all personal data that may contain sensitive personal information on
the device. With the help of federated learning, individual users can benefit from obtaining
trained machine-learning models without sending their privacy-sensitive personal data to
a central server [27]. Joint learning protects user privacy mainly by exchanging encrypted
processing parameters, while attackers cannot access the source data. All this ensures that
federated learning does not compromise user privacy at the data level and does not violate
GDPR [28] and other acts [29,30]. In federated learning, in contrast to distributed machine
learning, each worker node is the sole owner of its own data and training participant of
the model.

This paper addresses the enhancement of the aggregation algorithm, which is orthog-
onal to the study of the data transfer encryption algorithm. Federal average aggregation
(FedAvg) [31], an algorithm that classifies aggregation proportions based on the number of
client images, is a classic algorithm that is still used by most federated learning projects. On
this basis, researchers have improved it for different application scenarios [32-34]. Sarma
etal. [32] applied federated learning to the training of deep learning models for clinical data
in the medical domain to address the challenge of medical data non-aggregation. Sheller
et al. [33] used federated learning to achieve multi-institutional collaboration without
sharing patient data training. Mohri et al. [34] designed an agnostic federation learning
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framework for learning in large-scale applications in an attempt to find potential spatial
fairness. However, FedAvg is more suitable for these image classification tasks, and its
performance in SAR image aircraft detection tasks with unbalanced samples is not as good
as our designed FedDAD algorithm. FedDAD adaptively adjusts the contribution ratio of
each client in the aggregation process through the distribution of model quality and sample
labels in the training process, thus making the global model more trustworthy.

Federated learning was initially adopted to solve the data scarcity and data silos
phenomena in SAR image aircraft detection tasks. However, due to the problem of sample
imbalance in different categories of aircraft labels in the datasets, the classical FedAvg can
no longer meet our needs. To address this problem, an improved FedDAD algorithm for
SAR image aircraft detection is proposed. After the experiment of self-made datasets and
public datasets, our method has a certain universality and can be extended to other target
detection tasks. The contributions of this paper can be summarized as follows:

1.  Federated learning is adopted for SAR image aircraft detection scenarios to solve the
problem of sample scarcity and derived data silos in SAR images. The successful
application of federated learning has increased the possibility of the diverse use of
SAR image aircraft detection datasets, making it possible to obtain better models
based on data privacy.

2. A federated aggregation algorithm based on model training quality and label distri-
bution is proposed to solve the problem of sample imbalance in SAR image aircraft
detection tasks, and this algorithm is more suitable for target detection tasks than
FedAvg. FedDAD realizes the adaptive balance of detection quality and label distri-
bution among model classes and can automatically adjust the proportion of model
parameters provided by each client in each communication wheel during federated
training to make the weight coefficient more reasonable.

3. Based on YOLOvb5s, experiments were conducted on two self-made datasets and one
open dataset to test the feasibility of the federated learning framework and FedDAD
algorithm, both of which were successful. Moreover, the success of the open datasets
represents that FedDAD is not only suitable for SAR image aircraft detection but also
has good scalability.

2. Materials and Methods

In this study, federal cooperation was compared with centralized training to demon-
strate the feasibility of federated learning in SAR image aircraft detection tasks. Compared
to other algorithms, YOLOv5s was shown to achieve a balance of accuracy and speed when
performing the SAR image aircraft detection tasks [21]. Therefore, YOLOv5s was adopted
as the test algorithm and compared with the two most recent algorithms of the YOLO
family on the self-constructed dataset. If our method is successful on the simple YOLOvb5s,
our method can be applied to other studies.

2.1. Deep Learning Object Detection Algorithm

The algorithm in this paper is a federated learning framework that applies the YOLOv5
6.0 algorithm [35] without model improvement. As shown in Figure 1, the YOLOv5s
network architecture used in this paper consists of roughly three parts: the backbone, the
neck, and the head. The backbone is an optimized CSPDarknet that extracts and generates
five-scale features and then inputs the C3, C4, and C5 feature maps output from the latter
three stages to the neck. The neck is an optimized PANet [36], which has two branches
for top-down and bottom-up multi-scale feature fusion. The detection head part is the
same coupled detection head as YOLOvV3 [37], which detects large-, medium-, and small-
scale objects based on nine predefined anchor frames. The loss functions of the algorithm
include BCE as the target loss and classification loss and CloU as bounding box prediction
regression loss [38].
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Figure 1. YOLOVb5s 6.0 algorithm framework.

2.2. Federated Learning

Federated learning is used to solve the small samples and data silos problems. The
most important characteristic is that cooperative clients can save data locally and train
ideal models by sharing model information, but the model information may also leak
some private information [39]. The common methods to protect the privacy of coalition
are model aggregation [40], homomorphic encryption [41], and differential privacy [42],
and this paper only optimizes for model aggregation and does not involve other privacy
protection methods. Model aggregation trains the global model by aggregating the model
parameters of cooperating clients, thus avoiding the leakage of the raw data during the
training process. Federated average aggregation (FedAvg) [31] is the most common model
aggregation method in federated learning, which averages locally uploaded randomly
descending gradient data and then distributes the updated global model locally. There have
been many improved experiments based on FedAvg [43,44], but the Federated Distribution
Average Deviation algorithm (FedDAD) proposed in this paper is orthogonal to these
methods, and thus FedAvg is used as the baseline for comparison. As shown in Figure 2,
each local client uses the YOLOv5s algorithm and the local datasets to train the SAR image
aircraft detection model and interacts with the central server periodically. The central server
updates the global model using the aggregation algorithms and sends the updated global
model to each client for a new round of training. During the federated learning process, each
client can start training the model in parallel at different times, but each communication
round must wait for all clients to complete training before starting to aggregate and update
the model. Many researchers [45-47] have optimized based on the communication process,
but all clients are assumed to be communicated normally in this paper.

Although model averaging in federated averaging [31] loses some of the model per-
formance, it eliminates SGD, does not have to synchronize data frequently, and allows for
some of the missing updates. Model averaging is more generalized than gradient averaging.
The federated averaging algorithm in this paper refers to model averaging rather than
gradient averaging. Suppose there is a fixed set of K clients, each with a fixed and private
local dataset. At least one and at most K clients are selected for training in each round, and
the central server initializes the model parameters and sends down the clients for initial
updates. Each selected client (a total of four clients were set up in this experiment, and
all participated in training and aggregation update) trained the new model w’tC 1 withits
dataset on the local device according to the epicycle (round t) model w; issued by the server,
and the model wf 11 uploaded back to the server. The server collects the models uploaded
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by each client and aggregates them according to the number of samples of each party in a
weighted average way to obtain the next round of models w;_1:

K Mgk
Wiy Zkzl ?thrl (1)

The amount of client computation is determined by the number of iterations of the
local server before the central server performs model aggregation. The total computation
volume is determined by three factors: the proportion of clients involved in the computation
per communication round (C = 1), the number of iterations that clients put into the local
dataset per communication round (30 iterations in this paper), and the batch-size used for
client updates (the batch-size is 16 in this paper).
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Figure 2. Federated learning framework.

2.3. Distribution Average Deviation Algorithm

The Federated Distribution Average Deviation (FedDAD) algorithm is based on the
Fed Avg algorithm, which combines the client label distribution and the local model per-
formance to optimize the parameter scaling during the model aggregation process. The
FedAvg algorithm is a weighted average algorithm based on the distribution of the number
of client samples, which performs well in image classification tasks in which each sample is
a single label but is not fully adapted to single-sample, multi-label target detection tasks.
Based on this, a distributional mean bias algorithm that performs well in the SAR image
aircraft detection task is designed. Instead of weighting the models based on the number of
samples assigned to the clients, the proportion of parameters involved in the aggregation
process for each client model is determined based on the distribution coefficients and the
mean squared deviation coefficients. The distribution coefficient is the sum of the number
of labels of different categories for each client. The mean-variance coefficient is determined
by the performance of the model at the time each client uploads to the central server.

Assuming that there are K clients participating in this federation training, and the
number of labels in client k is defined as N, and in the corresponding number of labels of
category i is Nj;. For the same category, the more training samples the model obtained, the
more desirable the detection effect of the category will be. «y; is defined as the proportion
of the number of labels of the same category of the client subclass.

K
ari = Nii/ Y, Nui 2)

Each client only needs to upload the number of labels in each category during the first
communication with the central server (without uploading any samples) to determine the
distribution coefficients for the subsequent aggregation process. Assuming that there is
a total of j categories in this joint training and ensuring the reasonableness of the model
aggregation parameter proportions, the distribution coefficients y are defined as follows:
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Since the samples are not shared between each client and the number of labels in each
category is irregularly distributed, defining the contribution ratio using only the distribution
coefficients may not be ideal in the target detection task. The quality of the local dataset
directly determines the performance of the local model. Based on the local model, the
potential relationship between the detection accuracy of each category was explored. Inspired
by Gaussian distribution, the mean deviation coefficient <y is defined. And it is expected to
balance the distribution coefficients through the correlation between the local dataset and the
local model performance yy so that the contribution ratio can be more reasonable.

Assume that the detection accuracy of each client is Py, the detection accuracy of
its corresponding class i is Py;, the detection accuracy of all classes on a single image is
Py Since each client model is trained only concerning its dataset, the mean coefficient
of variance is defined by the test results of the local model on the local test set ;. The
distribution of category labels in the dataset varies, and the user model performs differently
in detecting different categories. We expect the models to have higher category detection
accuracy and smaller fluctuations in detection accuracy between categories. By analogy
to the physical meaning of standard deviation, the fluctuation factor 8y was defined to
reflect the stability of the model between different detection accuracies. The smaller the
fluctuation coefficient, the more stable the performance of the model in detecting different
classes, and the fluctuation coefficient By is defined as follows:

Br = \/Z{-':l(Pki — Pen)?/j 4)

It is well known that the higher the overall detection accuracy of the model and
the smaller the fluctuation of the detection accuracy between categories, the better the
performance of the model. The average detection accuracy of the model on a single
image Py, with the fluctuation coefficient B is constructed to define a negative correlation
between the mean difference base Ry:

1
Ry = Py — E'.Bk )

In the case of limited data, higher Py, and lower By client-side models are pursued,
which corresponds to a high mean-variance base. Conversely, the mean difference base
will be higher due to a lower Py, or higher ;. The local training results of a class are
affected by the difficulty of object detection and the number of labels, so a cross-sectional
normalization of the mean square deviation base for each client is needed to define the
mean difference coefficient 7y;:

Yk = % (Rk/z,lle Rn) (6)

The interconnection between the distribution coefficient and the mean-variance coeffi-
cient is adopted to effectively prevent the emergence of spurious local optima. According
to the actual situation, the model with a larger distribution coefficient and mean square
deviation coefficient is closer to the ideal model. Therefore, there should be a positive
correlation between the two, the distribution mean deviation coefficient factor 6, is defined
according to this effect:

O = %'(l/lk + %) 7)

The above process constitutes Algorithm 1, and the corresponding pseudo-code is
shown as follow.
Pseudo-code 1. Distribution average deviation algorithm.
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Algorithm 1 Federated Averaging algorithm

Input: The number of K clients is k;

1: B, E, 7 indicate the local minibatch size, epochs, and learning rate respectively;
2: The total number of detected categories is j;

3: Py; represents the corresponding precision of class i of client k;

4: Py, represents the detection accuracy of client k on a single image.
Output: Central server executes:

5: Initialize wy;

6: yix < (Client’s sample and labels distribution)

7: for Communication cyclet=1,2,... ,ndo

8: m < max(C ‘K, 1) / /C is the proportional

9: St < (Select four clients A, B, C and D)

10:  for Each client k € S; simultaneously do

11: Wtk+1 <+ Client update(k, W)
12:  end for

13:  Coefficient of fluctuation By < (Py;, Pipy, )
14: Base of mean difference Ry < (P, Br)

15:  Coefficient of mean difference y; < (R, K)
16:  DAD factor 6, = 3-(ux + k)

17: Wi < Tpq 0WE

18: end for

19:

Output: Client update(k, w): > run on client k
20: B <+ (Divide Dy, into batches of size B)

21: / /Dy is the index set of data points on client k
22: for Each local epochs i(1 ~ E) do

23: forbatchb € Bdo

24: w —w—nV l(w;Db)

25: //V is the computed gradient and /(w; b) is the loss function
26: end for

27:  Return w to the central server

28: end for

Finally, at each communication aggregation stage, the number of parameters contributed

by each client model is determined based on the distribution average deviation factor.

As can be seen from Table 1, the distribution average deviation factor is adaptively
adjusted according to the degree of the training of the local model, which is more con-
ducive to improving the performance of the global model than pure average aggregation.
FedDAD's scaling logic is one of the reasons for its success. It prevents low-quality models
from contributing too many parameters. See Pseudo-Code 1 for the specific steps.

Table 1. Distribution average deviation factors for datasets 1 and 2 at each communication round

(30 iterations for one communication round).

Datasets Client\ Epochs 30 90 150 210 270 300
A 0.250360 0.243829 0.243862 0.245097 0.245503 0.245669
Dataset B 0.263772 0.274525 0.270521 0.269338 0.269429 0.268085
atasets one C 0.234626 0.232845 0.235685 0.235364 0.234702 0.237778
D 0.251242 0.247549 0.249931 0.250200 0.250366 0.248468
A 0.294122 0.296408 0.297204 0.297452 0.296886 0.296913
D B 0.301700 0.301686 0.301179 0.301516 0.301283 0.301459
atasets two C 0.173574 0.172263 0.172206 0.171568 0.172187 0.171807
D 0.230604 0.229642 0.229411 0.229464 0.229644 0.229821
A 0.326456 0.304121 0.308971 0.316663 0.318955 0.316743
MSAR0 B 0.226202 0.22743 0.235625 0.246915 0.238561 0.239982
- C 0.23388 0.216403 0.216133 0.217198 0.221301 0.219898
D 0.213462 0.252046 0.239271 0.219223 0.221183 0.223377
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3. Results

An empirical study of FedDAD was conducted on two aircraft detection datasets
and the MSAR-1.0 dataset and compared to the popular FedAvg. Other aggregation
optimization methods are either orthogonal to our method or not suitable for the federated
customer cooperation training set by us, so the performance of FedAvg and FedDAD is
compared based on the YOLOvb5s algorithm. Based on centralized training, comparative
experiments are conducted in this paper on YOLOV7 [48] and YOLOvSs [49] for multi-class
aircraft detection datasets, which Luo et al. [21] failed to investigate.

3.1. Experimental Setup

FedDAD, FedAvg, and baseline testing schemes are implemented in PyTorch. The
empirical study was deployed in a simulated federated learning environment, where
one node in the distributed learning is considered a central server, and the other nodes
are considered local clients. The nodes are deployed on NVIDIA RTX 2080Ti servers
with software environments Python3.8, NVIdia-SMI 470.103.01, Driver version 470.103.01,
CUDA11.4, etc. The model algorithm is YOLOvV5s and the official yolov5s.pt weight file
provided by YOLOVS5 6.0 is used as the pre-trained model in the experiments. The optimizer
for model training is SGD, with a momentum factor size of 0.937, an initial learning rate of
0.01, and a weight decay of 0.0005. learning rate warm-up is performed in the first three
iterations to maintain the desired gradient. Both YOLOv7 and YOLOvSs for centralized
training used the Yolov7.pt and Yolov8s.pt weight files officially provided by the publisher
as pre-training models, and other settings were consistent with YOLOVvS5.

The centralized training of YOLOVS5s is used as the baseline, with a total of 300 iterations
to take the final model that evaluates best on the validation set. For federal training, every
30 iterations is a round of communication, and in each communication round, the central
server aggregates the models sent up from the clients, and finally, the global model is sent
down to each client for updating. Two test sets are built, the local test set for each client and
the total test set (aggregated for all clients), as shown in Tables 2 and 3. All models in the
training process are tested on these two test sets, and the results are displayed graphically.

Table 2. Distribution of Dataset 1 and Dataset 2 after dividing into four client datasets A, B, C, and D.

Datasets Name Client Train Test Boeing 787 A220 Boeing 737-800  Other A320/321 ARJ21 A330 Aircraft
A 1328 332 535 813 450 1590 522 278 60 /
D B 1328 332 582 837 418 1647 428 407 32 /
atasets one C 1328 332 472 871 409 1525 394 274 69 /
D 1328 332 516 774 470 1440 572 319 88 /
A 854 220 / / / / / / / 4484
D B 854 220 / / / / / / / 4406
atasets two C 854 220 / / / / / / / 1168
D 854 220 / / / / / / / 2578
Table 3. Distribution of MSAR-1.0 after dividing into four client datasets A, B, C, and D.
Datasets Name Client Train Test Ship Oil Tank Bridge Aircraft
A 6354 1588 9498 10,971 542 2243
B 6354 1588 10,651 7660 323 1471
MSAR-1.0 C 6354 1588 11,253 3683 949 1379
D 6354 1588 11,347 875 799 1275

The distribution average deviation factor (accurate to six decimal places) generated
by FedDAD in the experiment is listed in Table 1. Due to the width of the table, only
a portion of the communication round data is listed here. The data quality and model
training quality directly affect the size of this factor. It is worth noting that the distribution
average deviation factor will be adjusted adaptively according to a new round of model
quality before each polymerization to expect to obtain a better weight ratio.



Remote Sens. 2023, 15, 3620

9 of 24

3.2. Evaluation Index

To better evaluate the performance of each algorithm for aircraft target detection on
SAR images, some commonly used evaluation metrics for the target detection task [12,50]
are adopted: precision (Precision), recall (Recall), and mean average precision (mAP0.5,
mAP0.5-0.95) to measure the detection performance of the algorithms. Since no model
adjustments are made to the YOLOv5s algorithm, the model parameters (Params), floating
point operations per second (FLOPs), and frames per second (FPS) were fixed at 7.2M,
15.8G, and 55.33.

IoU is the threshold for dividing positive and negative samples in the experimental
evaluation. Precision (P) and recall (R) are defined in Equations (8) and (9), respectively,
where TP, FP, TN, and FN denote true positive, false positive, true negative, and false
negative cases, respectively. P and R are defined as follows:

TP

P= TP + FP ®)
TP

R= TP+ FN ©)

The mean average precision (mAP) is the area of the region between the PR curve and
the coordinate axes, which combines the effects of precision and recall to reflect the quality
of the model. mAPO.5 refers to calculating the AP of all pictures in each category when the
IoU is set to 0.5, and then all categories are averaged. mAP0.5-0.95 indicates the average
mAP over different IoU thresholds (from 0.5 to 0.95, step 0.05) on the average mAP. The
larger the AP value, the better the performance of the model. The AP and mAP are defined
as follows, where j is the number of categories.

AP = /01 p(r)dr (10)

mAP = j I AP, 11)

In the process of federated learning, the common target detection index may not be
able to directly reflect the gap between distributed training and centralized training. To
more directly reflect the advantages of the federated learning model on a larger test dataset,
a new evaluation index, compensation score (CS), was defined. The accuracy difference
between federated training and centralized training on different test sets was quantified to
reflect the advantages and disadvantages of FedDAD and FedAvg. The larger the CS, the
more the federated learning method compensates for the model on a larger test set, which
is want to be seen. It is defined as follows:

all loc
_ P B

CS = (12)

11

Py
PI%U = PIszFed - PI%l_lcen (13)
Ploc _ ploc _ ploc 14
K — tK_ cen K_Fed ( )

where P represents the average detection accuracy of the model, all represents the total
test set, loc represents the local test set, K represents the local client, K_Fed represents the
federated learning training method, K_cen represents the centralized learning training
method, and CS unit is a percentage.
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3.3. Datasets Introduction and Setup

Datasets one (#1): Based on two 1M-resolution SAR airfield images taken by the
GF-3 satellite system. The conventional incidence angle of the system is 20°-50°; it is
C-band and adopts single-polarized slider bunching (SL) imaging mode. The dataset
polarization mode is HH. The dataset was originally in tiff format, with a total of seven
categories. To facilitate model training, slices were sliced and data enhanced into 6640
512 x 512 pixel 24-bit deep JPG images. The ratio of training and test sets is 4:1, where
the training set contains 5312 images and the test set contains 1328 images. This paper
uses the unrevised version of this dataset and the latest revised version (SAR-AIRcraft-1.0)
obtained: https://radars.ac.cn/web/data/getData?dataType=SARDataset (accessed on 1
January 2020).

Datasets two (#2): Eleven 1M-resolution SAR airfield images taken by the GF-3 satellite
system. The technical indicators of the dataset are the same as dataset #1, the original
picture format is tiff, and there is only one category. To facilitate model training, 4296 images
were sliced into 24-bit deep JPG images of 512 x 512 pixels. The training and test sets
were allocated in a 4:1 ratio, with the training set containing 3416 images and the test set
containing 880 images.

MSAR-1.0 [51]: A large-scale multi-class SAR target detection dataset based on
the Hisea-1 satellite and GF-3 satellite system, containing 28,449 detection slices and
four target categories. Dataset polarization modes include HH, HV, VH, and VV. The
slice size is 256 x 256 pixels, some bridge slices are 2048 x 2048 pixels, and the format
is a three-channel grayscale image, 24-bit deep JPG. To facilitate model training, we
sliced all 293 images with the size of 2048 x 2048 pixels into images with the size of
256 x 256 pixels, and the total number of images in the final dataset was 30,180, all of
which were 256 x 256 pixels. The ratio of training and test sets was 4:1, with the training
set containing 25,416 images and the test set containing 4764 images.

In this paper, the experiments related to federated learning are divided into four clients,
each of which is guaranteed to have the same sample size. Since the satellite system is an
imaging system, the number of labels carried by each sample in the dataset cannot be guaranteed.
Therefore, the distribution of the three datasets is fine-tuned when dividing the local datasets to
ensure that there is some sample imbalance among the clients. The configuration of the self-built
dataset and the open MSAR-1.0 datasets after they are divided into four local datasets is shown
in Tables 2 and 3. Sample examples for each dataset are shown in Figure 3.

Boeing787 A220 Boeing737- Other
800

A320/321 ARIJ21 A330 Aircraft
(Datasets two)

Ship Oil tank Bridge Aircraft
(MSAR) (MSAR) (MSAR) (MSAR)

Figure 3. Label samples for all datasets.
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3.4. Experiment and Analysis
3.4.1. Multi-Class Aircraft Detection

All clients use YOLOV5s as the training model and are trained and tested on two
SAR image aircraft detection datasets. As stated in [52], the number of iterations per
communication round should not be too high, so one communication was performed every
30 iterations. The distribution coefficients for the FedDAD process are calculated in Table 2:
A (ug = 0.250803), B (up = 0.262863), C (rc = 0.231434), D (up = 0.254899). As shown
in Figure 4, each time the central server sends down the global model to be updated, the
local client needs roughly 30 iterations to help the model converge to the ideal situation. It
is important to note that while federated learning can help the client-side model perceive
unknown data more strongly; this may degrade performance. As shown in Figure 4, local
centralized training has a better model convergence performance, while both Fed Avg and
FedDAD fluctuate during the convergence process.

4

0.05

Local
FedAvg
FedDAD!

0.05

Local
FedAvg
FedDAD

0.04 0.04

0.03 © 0.03

Loss
Loss

0.02 0.02

0.01 0.01

0.00 0.00

0 30 60 90 120 150 180 210 240 270 300
Epochs(Client B)

0 30 60 90 120 150 180 210 240 270 300
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A

Local
FedAvg 0.05
FedDAD

Local
FedAvg
FedDAD
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©» 0.03 » 0.03
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0.01 0.01

0.00 0.00
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0 30 60 90 120 150 180 210 240 270 300
Epochs(Client C)

Figure 4. Loss functions of clients A, B, C, and D on the multiclass aircraft detection dataset using
three training strategies: centralized, federally averaged, and federally distributed mean difference.

It is worth noting that the fluctuations that occur during the convergence process do not
affect the final performance of the model too much. As shown in Tables 4-6, the test results
of the model on the local dataset after each communication round iteration are compared.
The P(Precision), R(Recall), and mAPO0.5 (area under the PR curve at IoU =0.5) were
illustrated when the model was tested, hoping to analyze the advantages and disadvantages
of centralized and distributed training through more subtle data fluctuations. Combining
the data in Figure 4 and Table 6, the centralized training process turned out to be more
stable and gradually converged to the ideal state as the number of iterations increased.
Distributed training leads to the sporadic performance of the model, and insufficient
communication and iterations may lead to the less-than-optimal performance of the model.
For example, the performance of the federally trained model is prone to large fluctuations
until the eighth communication round (240 iterations) but gradually smooths out and
outperforms centralized training afterward. When IoU = 0.5, the FedDAD-trained model
can achieve higher levels on the local test set, which is shown in Precision, Recall, and
mAPO.5 after model convergence.
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Table 4. The precision of clients A, B, C, and D using three training strategies, centralized, federated
average, and federated distributed mean difference, on the multiclass aircraft detection dataset
corresponding to communication rounds (number of iterations).

Client Epochs 30 60 90 120 150 180 210 240 270 300
Local 93.1 91.5 92.8 92.8 92.1 91.5 89.8 91.8 91.3 91.0

A FedAvg 93.1 92.9 92.5 92.0 92.3 92.9 93.2 92.5 91.4 93.6
FedDAD 93.1 94.2 93.6 92.0 92.8 90.8 92.1 91.8 94.2 94.1

Local 95.0 96.2 96.1 96.8 97.7 97 .4 96.9 97.2 97.3 97.7

B FedAvg 95.0 95.9 97.2 98.1 97.8 97.8 97.6 97.9 98.3 97.9

P FedDAD 95.0 95.6 97.8 97.8 98.0 97.9 97.9 98.0 98.1 98.4
Local 91.0 93.8 95.8 94.4 96.6 96.8 95.3 95.7 95.9 95.3

C FedAvg 91.0 95.3 95.0 92.9 96.7 96.1 96.2 94.2 96.3 96.2
FedDAD 91.0 96.1 96.4 93.8 96.2 96.8 95.5 96.4 96.6 96.7

Local 79.1 91.6 93.8 90.9 92.3 92.7 91.3 92.1 92.0 91.7

D FedAvg 79.1 91.7 93.3 92.2 93.8 94.1 93.8 93.9 94.0 94.6
FedDAD 79.1 91.5 92.6 94.2 93.2 94.2 94.1 94.3 94.5 94.7

Table 5. Recall clients A, B, C, and D using three training strategies, centralized, federated average,
and federated distributed mean difference, on the multiclass aircraft detection dataset corresponding
to communication rounds (number of iterations).

Client Epochs 30 60 90 120 150 180 210 240 270 300
Local 76.5 89.7 93.1 92.7 94.2 95.5 95.6 94.9 94.4 94.3

A FedAvg 76.5 92.6 94.3 95.1 93.9 95.3 93.9 93.8 95.5 95.2
FedDAD 76.5 91.8 93.8 95.5 94.6 95.6 94.9 94.8 949 95.1

Local 78.6 92.1 95.3 93.6 95.6 95.6 95.3 95.8 95.9 95.8

B FedAvg 78.6 95.2 96.5 97.2 98.1 98.4 98.3 98.6 98.8 98.7

R FedDAD 78.6 95.9 96.2 96.4 97.2 98.3 98.2 98.3 98.9 98.8
Local 85.4 88.7 90.8 92.8 90.9 92.1 93.3 93.1 93.0 92.8

C FedAvg 85.4 91.9 93.4 98.5 96.3 96.9 97.6 98.8 98.2 97.3
FedDAD 85.4 91.0 93.9 96.0 95.8 96.1 97.3 98.3 98.7 98.6

Local 83.9 86.7 89.9 914 90.6 90.9 914 91.5 90.2 91.6

D FedAvg 83.9 88.2 94.1 95.2 96.5 96.6 96.7 97.3 97.6 96.8

FedDAD 83.9 89.9 94.5 94.9 96.6 96.9 97.9 97.6 97.3 97.5

Table 6. mAPO0.5 of clients A, B, C, and D using three training strategies, centralized, federated
average, and federated distributed mean difference, on the multiclass aircraft detection dataset
corresponding to communication rounds (number of iterations).

Client Epochs 30 60 90 120 150 180 210 240 270 300
Local 89.1 92.9 94.1 94.0 94.3 94.9 94.9 94.7 94.9 94.9

A FedAvg 89.1 94.6 95.4 95.8 95.9 96.1 95.4 95.9 95.3 95.4
FedDAD 89.1 94.2 96.2 95.5 95.5 96.0 95.8 95.7 96.7 95.8

Local 83.7 95.1 97.6 97.2 97.8 97.3 97.7 97.8 97.7 97.8

B FedAvg 83.7 97.8 98.3 99.1 99.1 99.3 99.2 99.2 99.3 99.3
mAPO0.5 FedDAD 83.7 97.5 98.7 98.8 98.9 99.2 99.2 99.3 99.4 99.4
Local 88.4 93.3 93.4 93.8 93.8 94.0 93.8 93.9 93.8 94.0

C FedAvg 88.4 96.6 97.4 98.7 98.7 98.7 98.4 98.6 98.4 98.6
FedDAD 88.4 96.6 98.8 97.6 98.3 98.6 98.4 98.5 98.7 98.7

Local 87.5 91.3 94.1 93.3 94.5 94.0 93.8 94.2 94.0 94.1

D FedAvg 87.5 93.5 95.9 96.5 96.9 97.4 97.5 97.5 97.7 97.7

FedDAD 87.5 93.5 95.5 96.9 97.1 97.4 97.7 97.6 97.6 97.9
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To further explore the differences between FedDAD (ours), FedAvg, and centralized
training, the mAP0.5-0.95 metric was computed, which provides a more three-dimensional
assessment of the models. As shown in Figure 5, the mAP0.5-0.95 values of the locally
trained model and the aggregated global model on the local test set and the total test set
are shown. In the figure, locally represents the centrally trained local model, which is
the baseline; Pre-Fed Avg and Pre-FedDAD represent the local model trained with federal
average assistance during training; Post-Fed Avg and Post-FedDAD represent the global
model that was trained using the federated aggregation after the training process.

Our proposed FedDAD is more suitable for SAR image aircraft detection, and its
aggregated global model has a more stable and better final performance. It adaptively
adjusts the parameter contribution of each client model according to the number of labels
between different aircraft classes and the specific performance of the local model before
aggregation, thus fitting a more idealized space. The four tables on the left of Figure 5
represent the performance of the client-side model and the global model on the local test
set when corresponding to the communication rounds (number of iterations). Surprisingly,
the local model with the corresponding number of iterations using federated cooperative
training clients performs close to or even slightly better than the centralized training
results on the local test set. This is because federated aggregation may lead to a weakened
connection between the global model and the corresponding client’s local dataset, which is
then compensated with an enhanced connection to the unknown dataset. It is noteworthy
that the final results of the federated training are better than the centralized training for
three of the four clients, and only the centralized training results are slightly better for
Client A. This phenomenon may be related to the random distribution of the sample labels
in Table 3 and suggests that the performance of the aggregated global model is acceptable
after a certain number of iterations of the local model. The performance of the global
model is not satisfactory at the beginning due to uneven data distribution and insufficient
training. When the number of iterations reaches 120 (the fourth aggregated model), the
aggregated model performs close to or even better than the centrally trained results on
all local test sets. We would like to see this happen because the aggregated model will
perform differently on different clients, where fluctuations in model quality may occur.
For example, FedAvg’s global model will produce non-idealized degradation between the
fifth and seventh communication, and its final performance on Client A and B test sets
will suffer.

By comparing Figures 5 and 6, it is found that the federally cooperatively trained
model has better generalization ability, which ensures the ideal recognition rate of the local
dataset and also has stronger unknown data detection ability than the centrally trained
model, which is exactly what the aircraft detection model needs when facing different
scenarios. The four tables on the right in Figure 5 represent the performance of the client-
side model on the total test set for the corresponding number of iterations. Consider (a) and
(b) in Figure 5, which represent the simulation results of client A. The final performance
of the model trained by the federated learning institute in Figure 5a is slightly lower than
that of the centralized training, and the randomness of the FedAvg global model (the
aggregated model) is higher than that of the FedDAD. As can be seen in Figure 5b, the
model trained by federated learning is more capable of detecting unknown data than the
models trained locally and centrally, which is a result that is more easily obtained under
certain requirements. As just analyzed, model aggregation may cause the global model to
lose some performance in detecting specific datasets but compensate in terms of linkage
to unknown datasets. Analyzing the test data for different periods for the four clients,
FedDAD demonstrates better performance than Fed Avg in the middle of federal training,
which helps the model to obtain more stable convergence and higher detection accuracy
(for the whole test set).
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Figure 5. Test results of clients A, B, C, and D on a multiclass aircraft detection dataset using
three training strategies: centralized, federated average, and federated distributed mean difference,
with evaluation metrics of mAP0.5-0.95, all data taken from corresponding communication rounds
(number of iterations). The Pre prefix represents the unaggregated local model, and the Post prefix
represents the aggregated global model. The four left panels (a,c,e,g) show the test results of each
model on the local test set, and the four right panels (b,d,f,h) show the test results of each model on
the total test set.
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Figure 6. Test results of four clients, A, B, C, and D, on a multi-category aircraft detection dataset using
three training strategies, centralized, federated average, and federated distributed mean difference,
with evaluation metrics of mAP0.5-0.95. Data are from the centralized training model and the
aggregated post model on the total test set.

Figure 6 shows the performance of the aggregated model compared to the centrally
trained model on the total test set for the corresponding number of iterations. Before the
third communication (90 iterations), the global model performs poorly due to the uneven
distribution of category labels. In the middle of the federated collaboration, the global
model begins to gradually outperform the centralized training model. Again, FedAvg’s
model quality fluctuated more during this time, while FedDAD was more stable. In the later
stages of federated cooperation, sufficient joint training allows the global model to exhibit
more robust detection performance. The detection accuracy of FedDAD (mAP0.5-0.95) is
2% higher than Fed Avg, and 4-9% higher than the centralized training of the local client.
It cannot be ignored that comparing Figures 5 and 6 shows that the quality of the global
model after aggregation may be lower than the local model for the corresponding number
of iterations, but it does provide a more reasonable initial model for the local iteration
of a new communication round. The above experimental results fully illustrate that our
proposed FedDAD can not only be applied to multiclass aircraft detection from SAR images
but is also more adapted to this task than FedAvg.

Some of the results of the YOLOVS5s global model trained by FedDAD (the tenth
communication round) are shown in Figure 7. The top half of Figure 7 shows the aircraft
labeled by SAR image experts, and the bottom half is the detection results of the model.
The model trained by federation cooperation still has a high sensitivity to most of the labels
in dataset #1 and does not degrade performance too much due to aggregation operations
in the process. On the contrary, the federated cooperatively trained model not only can
identify the original dataset but also has a stronger detection effect on unknown data than
the centralized locally trained model. Admittedly, basic target detection algorithms such
as YOLOV5s are still subject to strong contextual factors, and the trained models are still
suffering from false positives and misclassifications.
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Figure 7. Performance of the global model (300 epochs) aggregated by FedDAD on the test image of
dataset #1. The top is the label sample, and the bottom is the detection effect.

As shown in Table 7, the effect of YOLOvV7 and YOLOvS8s was tested on dataset #1,
where YOLOV? performed similarly to YOLOvV5s, but YOLOv7 had a larger number of
model parameters and longer training and detection time. YOLOv8s has a higher detection
accuracy, and the amount of parameter computation is within the acceptable range. The
results of the comparison experiments suggest that YOLOv8s may be more suitable for SAR
image aircraft detection than YOLOv5s, but this is something we need to explore in the
future and is not the focus of this paper. The results of the comparison experiments are for
reference only, we declare, as we did not further analyze the specific performance metrics
of these three YOLO series models. In other words, our method can be implemented on
top of the YOLOv5s algorithm and, therefore, can be applied in other studies as well. It is
worth affirming that the success of FedDAD on basic target detection models (YOLOv5s)
shows that it has a promising application prospect on other better models.

Table 7. Test results of YOLOv5s, YOLOv7, and YOLOvS8s with 300 rounds of centralized training on
dataset #1.

Model Size (Pixels)  Epochs mAP0.5-0.95 Params (M) FLOPs (B)
YOLOv5s 512 300 89.85 7.2 15.8
YOLOv?7 512 300 89.64 37.23 105.2

YOLOvSs 512 300 92.57 11.13 28.5
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3.4.2. Single-Class Aircraft Detection

Unlike dataset #1, dataset #2 has only one category of labels (‘Aircraft’). FedDAD
is desired not only suitable for multi-category aircraft detection but also to perform well
in single-category aircraft detection. The same training strategy as in dataset #1 was
used to demonstrate the feasibility of our method through comparative experiments. The
distribution coefficients are calculated from Table 2: A (u4 = 0.354859), B (15 = 0.348686),
C(uc = 0.092434), D(up = 0.204021). Since there is only one category, the fluctuation
coefficient f; = 0, the mean difference base Ry is completely determined by the single
image detection accuracy Py, is determined.

The left side of Figure 8 shows the test results of the model on the local test set for
each stage of centralized and federated cooperative training. Unlike the performance on
dataset #1, the aggregated global model loses more performance on the local test set of
dataset #2, both FedAvg and FedDAD. This is similar too, but more pronounced than the
case on dataset 1. It is worth acknowledging that the global model can perform similarly to
the centrally trained model on the local test set after a new iteration for each client. Neither
FedDAD nor FedAvg’s global model shows large performance fluctuations on this dataset,
but the former has a higher detection accuracy (for the client dataset) than the latter, which
lays a good foundation for the later client iterations. This provides a good foundation for
later client-side iterations.

The right side of Figure 8 shows the test results of the local model before centralized
training and federal training without aggregation on the total test set. The success of the
federated cooperation shows that the method does help the local model to improve its abil-
ity to detect unknown data and that FedDAD has a stronger ability to sense unknown data.
Compared with dataset #1, the global model of federated learning after model aggregation
in dataset #2 loses more local performance. Taking Figure 8a,b as an example, after the tenth
communication round (300epochs) iteration, the local model before aggregation is closer to
the result of centralized training than the global model after aggregation, and their ability
to detect unknown data is also better than that of the model trained locally and centrally. So,
using the global model as our final result would defeat the original purpose of federation
training. Although the aggregated global model also possesses stronger performance in
detecting unknown data than the centrally trained model, as shown in Figure 9, there
is some randomness in the performance of the global model compared to the final local
model. We choose the local model before the tenth aggregation (300 epochs) of each client
as the final result, which can guarantee the privacy of the clients to a certain extent and
also obtain an ideal model.

The experimental results for dataset #2, although affected by the quality of labels and
single category, further illustrate that the global model is not suitable as the final model.
For example, in Figure 8c, the global model obtained by aggregating the local models
after iteration degrades the performance on the local dataset by about 30%. The detection
accuracy (mAP0.5-0.95) of the final local model trained by FedDAD is 1-3% higher than
that of the local model trained by FedAvg and 17-20% higher than the performance of the
centrally trained model.
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Figure 8. Test results of clients A, B, C, and D on a single-category aircraft detection dataset using

three training strategies: centralized, federated average, and federated distributed mean difference,

with evaluation metrics of mAP0.5-0.95, all data taken from corresponding communication rounds

(number of iterations). The Pre prefix represents the unaggregated local model, and the Post prefix

represents the aggregated global model. The four left panels (a,c,e,g) show the test results of each

model on the local test set, and the four right panels (b,d,f,h) show the test results of each model on
the total test set.
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Figure 9. Test results of four clients, A, B, C, and D, on a single-category aircraft detection dataset
using three training strategies, centralized, federated average, and federated distributed mean
difference, with evaluation metrics of mAP0.5-0.95. Data are from the centralized training model and
the post-aggregation model on the total test set.

3.4.3. MSAR-1.0

Different from Dataset #1 and Dataset #2, MSAR-1.0 is a large-scale multi-class SAR
image dataset containing four class labels and complex background information. The
same training strategy as Dataset 1 was used to demonstrate the portability of our method
(FedDAD) through comparative experiments. The distribution coefficients are calculated
from Table 3: A(u4 = 0.313737), B(up = 0.233523), C(pc = 0.250449), D(up = 0.202291).

The test results of centralized training and partial federated training are shown in
Figure 10, mainly using customer A as an example. As shown in Figure 10a, we define the
sum of the training sets of all customers in Table 3 as the total training set and the sum of
the test sets as the total test set and perform centralized training. The loss function of the
total dataset converges around 300 epochs, so for the MSAR-1.0 dataset, we still use the
setting mode of one communication wheel every 30 iterations to ensure the reliability of
the convergent data. As shown in Figure 10b, we present the results of centralized training
for four clients on the local dataset and the results of federated training for client A. The
quality of the models trained by the local YOLOvV5s algorithm varies greatly due to the
large difference in the number of sample labels for each client. Among them, Clients A and
D have higher detection accuracy, while Clients B and C have lower detection accuracy.
However, this only represents the model on the local dataset, and the robustness of the
model may not be good due to unbalanced samples. In the federated collaboration, the final
accuracy of client A’s model before and after aggregation is slightly lower than that of its
centralized training. A line chart in Figure 10b is presented to reflect this result. The effect
of aggregation operation on model performance is acceptable because it achieves greater
performance compensation on unknown datasets. As shown in Figure 10c, Customer
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A’s federally trained model performs much better on the total test set than the locally
centralized training model, which is known as performance compensation. It is worth
noting that FedDAD compensates more performance than Fed Avg in the same environment,
which is well illustrated by the high and low CS.

0025

0ss_MSAR-1.0
bss_A_Cen
oss_A_FedDAD
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Figure 10. Experimental results of the MSAR-1.0 dataset. (a): loss of the total training set, Client A
centralized training, and federated cooperative training model; (b): Results of centralized training
for all clients and test results of Client A’s federated cooperative training model on a local test set,
evaluated as mAP0.5(%); (c): Test results of Client A’s centralized training and federated cooperative
training model on the total test set, evaluated as mAP0.5(%).

Based on the data from all previous experiments, the compensation score (CS) corre-
sponding to each client was calculated. As shown in Table 8, since different local datasets
train different models, it is necessary to compare the compensation scores of FedAvg and
FedDAD strategies, all other things being equal. The model aggregation process of fed-
erated learning may cause the model to lose some performance on the local test set but
compensate for the model’s ability to detect a larger dataset. CS is used to quantify the
degree of compensation. As can be seen from Table 8, the CS of FedDAD is higher than
that of Fed Avg, no matter whether it is a multi-class SAR image aircraft detection dataset,
single-class SAR image aircraft detection dataset, or MSAR-1.0 dataset. This suggests that
FedDAD can help the final model to obtain a stronger detection capability for unknown
data under the same environment.

Table 8. Compensation score (CS) for all customers using Fed Avg and FedDAD in federated cooperation.

Datasets Method Client A Client B Client C Client D
Datasets #1 FedAvg 4.69 10.63 14.27 13.11
atasets FedDAD(ours) 5.96 12.65 14.67 15.00
5 o FedAvg 24.87 17.76 35.07 33.20
atasets FedDAD(ours) 30.65 23.45 38.88 39.42
FedAvg 3.04 511 7.49 3.44
MSAR-1.0 FedDAD(ours) 3.79 6.08 8.20 3.61

4. Discussion

The success of federated learning on two SAR image aircraft detection datasets demon-
strates the feasibility of our proposed scheme. First, the final local models participating in
federated training have more reliable performance on a larger dataset than the local model
trained by the clients individually, indicating that the federation cooperation of multiple
and small sample clients can indeed train a more robust SAR image aircraft detection
model. This ameliorates the problem of the SAR image data siloing in some application sce-
narios can be improved to some extent. Second, the two federated aggregation algorithms
(FedDAD and FedAvg) used in the two experiments we simulated affect the local detection
results of the client aggregation models. This slight negative effect is compensated for on
a larger dataset and with better performance compensation using FedDAD aggregation
than using Fed Avg. In the multi-class aircraft detection dataset setup, we make the label
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distribution worse for some classes. In this case, the Fedavg-trained model will show per-
formance fluctuations, while the FedDAD-trained model is more stable. The final federated
models of the two methods have the same test results on the client’s local dataset. Based on
the above analysis, our proposed FedDAD outperforms FedAvg in dealing with uneven
distribution of sample quality across different clients that may occur in SAR image aircraft
detection. Third, object detection is different from image classification. A single sample of
a task dataset may contain multiple labels, so weight balancing based on the number of
samples is undesirable. The success of FedDAD on a single-class aircraft detection dataset
demonstrates that our approach achieves the stated goals even in the presence of uneven
label distribution and fewer detection classes, which is commendable. Finally, each client
in the federated collaboration selects the 300th iteration of the model as the final model
and does not participate in model aggregation. In our experiments, model aggregation
affects the performance of models on local test sets to some extent. Not performing final
model aggregation not only further protects each client’s data privacy but also minimizes
the negative impact of aggregation.

The MSAR-1.0 dataset was used to test the portability of FedDAD, and the experiment
results were successful. Although the accuracy of the YOLOV5s algorithm on MSAR-1.0
is not satisfactory, it does not affect our evaluation results. The preliminary success of
the experimental results demonstrates that federated learning is suitable for training SAR
image aircraft detection models under certain conditions, and FedDAD can be extended to
other multi-class SAR image target detection tasks, such as ship, tank, and bridge detection.
There are still some urgent problems to be solved in our research. For example, whether
our algorithm still maintains good performance when the number of clients increases; and
what kind of quality fluctuation occurs in the aggregated global model when the clients are
out of synchronization during the training process. The application of federated learning in
the field of SAR images is worth exploring, and we will also focus on solving the problems
that still exist in our future work.

5. Conclusions

Our proposed FedDAD has achieved success on two SAR image airplane detection
datasets and the MSAR-1.0 dataset, which solves the problems of sparse SAR image data
and data silos to some extent, and lays a solid foundation for federated training of SAR
image airplane detection. The two homemade datasets used in the experiments are from
the GF-3 system, and the original image format is tif, which is cut into 512 x 512 pixels
suitable for YOLOV5s training. For the MSAR-1.0 dataset, we sliced the samples with the
size of 2048 x 2048 into 256 x 256 pixels to ensure that all samples were of the same size.
To facilitate training on a local device, we used 24-bit depth JPG format as the annotation
format for the three datasets. Four clients and a central server were set up to simulate
the federated cooperative framework and randomly divide the three datasets among the
four clients. The number of sample labels was fine-tuned to be uneven across clients to
better match what might occur. On the total test set of dataset #1, the FedDAD-trained
models are 4-9% higher than the models trained in each client set with mAP0.5-0.95 and
about 2% higher than FedAvg. On the total test set of dataset #2, the compensation for
federated learning performance is even more pronounced, with FedDAD-trained models
being 13-23% higher than the mAP0.5-0.95 of the models trained in each client and about
3% higher than FedAvg. On the MSAR-1.0 dataset, FedDAD-trained models had 3-6%
higher mAP0.5 per client than centrally trained models and 0.5-2% higher than Fed Avg.
FedDAD has a higher CS value than Fed Avg on all three datasets, indicating that FedDAD
can compensate for more performance losses. Based on the experimental results, we choose
the last iteration of the FedDAD model on each client as the final model, which ensures
user privacy and model stability.
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