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Abstract: Digital terrain model (DTM) creation is a modeling process that represents the Earth’s
surface. An aptly designed DTM generation method tailored for intended study can significantly
streamline ensuing processes and assist in managing errors and uncertainties, particularly in large-
area projects. However, existing methods often exhibit inconsistent and inexplicable results, struggle
to clearly define what an object is, and often fail to filter large objects due to their locally confined
operations. We introduce a new DTM generation method that performs object-based ground filtering,
which is particularly beneficial for urban topography. This method defines objects as areas fully
enclosed by steep slopes and grounds as smoothly connected areas, enabling reliable “object-based”
segmentation and filtering, extending beyond the local context. Our primary operation, controlled
by a slope threshold parameter, simplifies tuning and ensures predictable results, thereby reducing
uncertainties in large-area modeling. Uniquely, our method considers surface water bodies in
modeling and treats connected artificial terrains (e.g., overpasses) as ground. This contrasts with
conventional methods, which often create noise near water bodies and behave inconsistently around
overpasses and bridges, making our approach particularly beneficial for large-area 3D urban mapping.
Examined on extensive and diverse datasets, our method offers unique features and high accuracy,
and we have thoroughly assessed potential artifacts to guide potential users.

Keywords: digital terrain model; airborne laser scanning; object-based; ground filtering; LiDAR

1. Introduction

A digital terrain model (DTM) represents a three-dimensional model of the ground sur-
face excluding above-ground features such as buildings and trees. DTM is primarily used
for serving as a basis terrain map for simulating and analyzing events occurring over large
areas of the Earth, such as hydrological simulations [1], landslide monitoring [2,3], urban
object mapping [4–6], glacier monitoring [7], and agricultural and forestry applications [8].

For creating a DTM, light detection and ranging (LiDAR) [9–11], radar [12], and
photogrammetric methods [13–15] are generally used for collecting the three-dimensional
coordinates of the earth. Then, the DTM generation method separates the bare earth from
all other ground-standing objects on the earth’s surface. Among various data sources,
airborne laser scanning (airborne LiDAR data) has been demonstrated to be the most
effective method for creating precise DTMs across extensive areas.

Over the decades, numerous algorithms have been developed to generate DTMs from
airborne LiDAR data [11,16]. However, algorithms and their implementations generally
involve more than one of the following problems:

1. Cannot consider beyond the local context: Algorithms filter the ground based on
locally limited information. Specifically, filtering decisions are made based on either a
local neighborhood (or a window in morphological filtering), a local ground surface
(e.g., cloth simulation), or an image patch (i.e., input for deep learning-based methods).
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Thus, algorithms must make decisions considering only the data within a limited area,
which poses a challenge in filtering large objects.

2. Cannot clearly define what an object is: Algorithms typically analyze geometrical
features to perform filtering on a smaller-than-object basis but cannot clearly define
an object to filter an entire object at once. Alternatively, algorithms try to simulate
the ground surface itself or infer the object through deep learning models without
explicitly defining objects.

3. Require frequent parameter tunings: For the algorithm to work properly, parameters
must be tuned for each local landscape. Parameter settings are sometimes not intuitive
and require a lot of trial and error.

4. Results are unexplainable and unpredictable: Complex filtering rules and intricate
interactions among numerous parameters often obscure the algorithm’s decision-
making process, leading to significant uncertainties in large-area mapping.

5. Ignoring water bodies: The topography includes both terrains and water bodies.
Despite their interaction and influence on each other’s shape, previous literature often
neglects water bodies and their effects on terrain mapping quality.

6. Require high-quality training samples: Deep learning algorithms necessitate numer-
ous training samples, and the resulting DTM quality heavily relies on the reference
DTM used for training.

7. Limited availability/High computation: Few methods are open-source, and most
are computationally expensive, making them unsuitable for large-area mapping.

Notably, DTM generation is a modeling process; therefore, there is no definitive ground
truth or absolute answer. However, researchers strive to find easy-to-use methods that are
suitable for the objectives of follow-up studies and that produce reliable and consistent
results [11,16,17]. Furthermore, as DTM is often created for large areas, quality control can
be challenging, further emphasizing the need for a method with straightforward rules that
yields easy-to-predict and consistent outcomes.

This paper presents an object-based ground filtering DTM generation method that
operates based on connectivity, beyond local constraints. Our method provides a clear
definition of objects as areas that are fully enclosed by steep slopes, while grounds are
defined as areas where all grounds are eventually connected smoothly to each other.
Our primary operation in ground filtering is controlled by a single parameter, “slope
threshold (ST)” that defines the steep slope. The parameter tuning is intuitive, and the
outcomes are easily interpretable. Our method offers several unique features, considering
surface water bodies and treating connected artificial terrains (e.g., overpasses) as ground
surfaces, unlike other methods that produce noises near water bodies and show inconsistent
behaviors in overpasses. The proposed method underwent extensive evaluation in large
areas and was compared to state-of-the-art methods. We confirmed that our method’s
scalability is advantageous for large-area terrain modeling, with its unique feature being
especially beneficial for 3D urban modeling.

2. Related Works

DTM generation methods can be categorized into three main types: (1) local neigh-
borhood (slope)-based, (2) cloth simulation-based, and (3) deep learning-based methods.
Figure 1 illustrates the basic principles of each category. Please refer to [11,16,18] for a
comprehensive review.

Local neighborhood (slope)-based methods [19–33] set a local neighborhood for a
point of interest and then classify whether each point is ground or non-ground based on the
relative coordinates of the points belonging to the local neighborhood. The point and its lo-
cal neighborhood could be other types of point cloud representations such as a triangulated
irregular network (TIN) and a window or kernel in a digital surface model (DSM).
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Figure 1. A graphical illustration of representative DTM generation methods. All methods cannot
explicitly define what an object is, and their filtering decisions are made based on locally limited
information (i.e., local neighborhood, local surface, and an input patch for deep learning models).

Local neighborhood (slope)-based methods assume the ground is planar and non-
ground objects exhibit protruding geometry. Specifically, when the local neighborhood
is defined with a set of points, the typical way is to find a planar surface, calculate geo-
metrical features (e.g., slope or elevation difference), and consider outlying points from
the planar surface as non-ground points [19]. With TIN representation, triangular facets
approximate local surfaces, and non-ground points are filtered based on slope [20]. In DSM
representation, kernel-based morphological operations filter non-ground pixels [21,26,28].

Whatever type of representation is adopted, the question is how large should the local
neighborhood be and how to quantify planarity [11]. For instance, a flat-roofed building
can only be filtered as non-ground if the local neighborhood extends beyond its boundaries;
otherwise, central roof points may be misclassified as ground. Merely expanding the neigh-
borhood radius is not always helpful as it increases the likelihood of including both smooth
and protruding surfaces. This leads to a more complex algorithm, requiring extensive
parameter tuning [18,34], which can ultimately degrade its generalization capability.

Cloth simulation-based methods [34–38] assume that the terrain can be modeled as a
smooth surface placed on an inverted DSM. The method covers a simulated surface over
the inverted DSM and considers the surface cover as an inverted terrain.

The cloth simulation-based filtering method proposed in the study [35] employs a
grid of interconnected particles with mass to represent a cloth plane. This method has four
main user-determined parameters: grid resolution (GR), rigidness (RI), time step (dT), and
a steep slope fit factor (SSFT). GR establishes the spatial resolution, RI determines cloth
rigidity, dT governs particle falling speed, and SSFT serves as a Boolean parameter for
post-processing error mitigation.

While the cloth simulation-based method generally yields satisfactory results and
requires less parameter tuning compared to the typical local neighborhood (slope)-based
methods, it still necessitates iterative tuning for different landscapes [18,34,37]. Addi-
tionally, some parameters, such as rigidness, lack universal measurement units, making
parameter tuning less intuitive.

Deep learning-based methods [39–43] treat DSM as an image and identify ground
pixels using image recognition approaches, such as patch-based classifications [44] and
semantic segmentations [45].

One study [39] employed a convolutional neural network (CNN) to classify the center
pixel of an image patch as ground or non-ground, using DSM-based feature maps and 17
million labeled points. Another study [40] used RGB images and DSM-based feature maps
as input to a deep model and trained it with automatically selected samples for DTM extrac-
tion. Another study [42] proposed a multi-scale DTM fusion strategy to minimize errors
and obtain a seamless DTM surface, using the U.S. Geological Survey (USGS)-provided
DTM for training labels.
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Despite satisfactory results, deep learning-based methods require large labeled training
samples and entail substantial computation costs. In addition, output quality is often
constrained by both the LiDAR data as well as the reference training-DTM data. Moreover,
trained models may not perform well in new environments due to the distribution shift.

3. Proposed DTM Generation Method

The proposed method consists of the following primary operations: (1) break-line de-
lineation over the DSM, (2) (non-ground) object filtering using break-lines, and (3) creating
the final DTM. For better comprehension, please refer to Figures 2 and 3a–f.

Figure 2. A graphical illustration of our proposed method for DTM generation. An object is clearly
defined as a “fully enclosed” area by break-lines, and the parameter (i.e., slope threshold) and the
connectivity control the ground filtering rule. Since the enclosed area extends beyond the local
context, large objects can be filtered robustly. (Figure 3 provides an aerial view of the procedure).

3.1. Break-Line Delineation

A key assumption of our method is that objects are surrounded by steep slopes. Thus,
our process initiates by creating a slope map derived from the DSM. In this slope map,
each pixel corresponds to the slope value in the rasterized DSM, computed using a Sobel
operator [46,47]. Pixels demonstrating a slope exceeding a pre-defined slope threshold (ST)
are classified as break-lines, as shown in step 1 of Figure 2.

Given that the slope can be approximated from any type of DSM, the presence of a DSM
is the only requirement for progressing to the following stages of our method. However,
when a DSM is generated from point clouds, it is advisable to create a high-resolution
DSM by capturing the last return (which corresponds to the lowest elevation point within
the grid). Moreover, prior to the application of the Sobel operator, it is beneficial for this
high-resolution DSM to undergo noise reduction with low-pass filtering. The degree of
noise reduction is dependent on the data’s precision. More comprehensive details about
this process can be referenced in Section 3.4.
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Figure 3. A graphical procedure of the DTM generation using the proposed method. The proposed
method filters objects by taking into account their connectivity based on break-lines, which are
defined by the slope of the terrain. This approach enables object-wise filtering, providing clear
definitions for objects and grounds. It performs effectively for objects of varying sizes, from small to
large, thus facilitating scalable object mapping.

Given an input DSM, DSM(x, y), the horizontal and vertical gradient components are
computed as follows:

Gx(x, y) = DSM(x, y) ∗ Sx (1)

Gy(x, y) = DSM(x, y) ∗ Sy (2)

where the symbol (∗) denotes the convolution operation and (x, y) represents the spa-
tial coordinates of the image. Sx and Sy are the horizontal and vertical Sobel filter
kernels, respectively:



Remote Sens. 2023, 15, 4105 6 of 23

Sx =

1 0 −1
2 0 −2
1 0 −1

 Sy =

 1 2 1
0 0 0
−1 −2 −1

 (3)

Following the computation of Gx and Gy, the Sobel operator calculates M(x, y), which
is the magnitude of the gradient at each pixel (x, y), using the equation:

M(x, y) =
√

Gx(x, y)2 + Gy(x, y)2 (4)

Here, the gradient of the DSM signifies the slope of the terrain.
Subsequently, our method generates a slope map using this gradient magnitude, which

represents the decimal degree of the slope for each pixel (see Figure 3a,b). This calculation
utilizes the arctangent function, as follows:

D(x, y) = tan−1
(

M(x, y)
s× r

)
× 180

π
(5)

In this equation, the value of r represents the spatial resolution of the DSM. The scalar s
is set to 4 to scale the gradient magnitude. This value is derived from the characteristics
of the Sobel operator [46,47]. The Sobel operator utilizes a 3 × 3 kernel with a maximum
element of 2. As such, the factor 4 accounts for both this maximum element and the
application of the two operators Sx and Sy in the computation of the gradient.

Then, the break-line map (Figure 3c) can be delineated using the following equation:

B(x, y) =

{
1 if D(x, y) > ST
0 otherwise

(6)

where ST is the slope threshold. Specifically, we set 45 degrees for ST as a default value.

3.2. Object Filtering

An object is defined as a region surrounded by break-lines. This definition stems from
the observation that geographical features such as hills, plateaus, escarpments, dunes, and
valleys are ultimately connected to smoother surfaces, whereas ground-standing objects
are entirely surrounded by steep slopes.

Note that not all regions “between” break-lines are filtered out, as illustrated in step 2
of Figure 2. Only regions “fully enclosed” by break-lines are considered objects and filtered
out. A connected component algorithm [48] is used for finding fully enclosed regions as
those regions will be disconnected from other regions by surrounding break-lines.

A connected component in the binary image can be defined as a group of adjacent
pixels sharing the same value. With the binary break-line map B(x, y), the algorithm finds
all groups of connected components Ci using the principle of 4-connectivity. Two pixels,
p1 = (x1, y1) and p2 = (x2, y2), are 4-connected if they are adjacent either horizontally or
vertically, but not diagonally, meaning that:

|x1 − x2|+ |y1 − y2| = 1 (7)

Applying this rule iteratively across all pixels allows us to identify distinct con-
nected components, each representing a unique region in the binary image. Although
8-connectivity (which includes diagonal adjacency) can also be employed, our experiments
found no significant difference in the results when using this alternative rule. Hence, we
opted for 4-connectivity for its simplicity.

Among all connected components, the largest connected component becomes the
ground, and other connected components become objects assuming that terrain portions
are always connected eventually and are larger than the largest building in the given input.
In the end, objects and grounds can be expressed as follows (Rule A):
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Cground = arg max
i
|Ci| (8)

Cobjects = {Ci : i 6= ground} (9)

Here, |Ci| denotes the size (number of pixels) of the i-th connected component in the
binary image B.

Note Figure 3c. Objects are enclosed by the break-lines, and all grounds are connected
to each other, forming the largest connected component. Although this definition is valid
for most large-scale airborne scanning projects (e.g., DSMs larger than 1 km2), the largest
connected component could be a building if any building accounts for the largest portion
of the given DSM. Thus, when a wider extent of DSM is not available but the area (T)
of the largest building in the field campaign is known, the ground and objects can be
more precisely defined by setting a threshold or manually identifying connected ground
components, expressed as follows (Rule B):

Cground = {Ci : |Ci| ≥ T} or {Ci : i = ground} (10)

Cobjects = {Ci : i /∈ ground} (11)

Compared to Rule A, Rule B requires additional prior knowledge, specifically the
upper limit of building size in a given field campaign or manual identification, but it
ensures a more robust performance. Through numerous experiments, we confirmed there
is virtually no instance where the largest building occupies more area than the terrain when
processing a large area (at least 1 km2) of a DSM. However, from a theoretical standpoint,
Rule B produces more robust results.

Figure 3d demonstrates the accurate delineation of buildings of various sizes, each
identified as a single connected object, effectively segmenting them for accurate filtering.
Break-lines can extend across the DSM, allowing our method to consider the entire input
DSM or the “global context” of the scene. This implies that our method is not confined to
local or isolated regions, but instead it recognizes and interprets the overall structure and
arrangement of terrain and objects within the entire DSM. This ability to identify objects of
any size or shape in the global context sets our method apart from conventional approaches
that mainly operate within a local context.

3.3. Creating the Final DTM

To create a seamless rasterized DTM, the DSM for Cground is used as the basis to
interpolate ground elevations.

Here, we added two optional refining operations. First, we replaced the DTM with
DSM for areas where the interpolated DTM has a higher elevation than the DSM. Although
it rarely occurs, this reversal can occur in small, pitted terrains. Second, our method incorpo-
rates a water body masking operation to address noisy laser returns over water bodies. The
“ground filtering algorithm” has garnered more focus than the “DTM extraction algorithm”,
particularly with International Society for Photogrammetry and Remote Sensing (ISPRS)
benchmark datasets [49]. However, it is primarily for point classification rather than for full
topographic maps that include grounds and water bodies. Even DTM extraction algorithms
typically overlook water bodies. By adopting a water body masking function from [50],
we ensured that reliable laser points from the ground are used for interpolation. This
function relies on two principles: (1) airborne LiDAR data has low point density over
water bodies [51], and (2) water surfaces are locally flat. This integration also facilitates
hydro-flattened DTM creation [52] in one step, removing the need for post-processing
hydro-flattening.
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To sum up, create masks for the ground, objects, and water bodies, respectively:

Mground(x, y) =

{
1 if (x, y) ∈ Cground

0 otherwise
(12)

Mobjects(x, y) =

{
1 if (x, y) ∈ Cobjects

0 otherwise
(13)

Mwater(x, y) =

{
1 if (x, y) ∈ water body
0 otherwise

(14)

Then, create a filtered DSM, DSMfiltered(x, y), by retaining the elevation values cor-
responding to the ground set and replacing the object and water body set values with a
neutral value or NaN. Next, apply the interpolation function interp(·) to the filtered DSM
to obtain the DTM(x, y):

DSMfiltered(x, y) = DSM(x, y) ·Mground(x, y)

+ Vneutral ·Mobjects(x, y)

+ Vneutral ·Mwater(x, y)

(15)

DTM(x, y) = interp(DSMfiltered(x, y)) (16)

For the experiments, we chose linear interpolation, but other interpolation methods
can be used. Although the elevation of surface water is inherently dynamic, the interpolated
elevation for water bodies can be replaced with a flat value, ensuring that each water body
has the same elevation value. Finally, after addressing the overground DTM issue, the final
refined DTM can be generated as follows:

DTMrefined(x, y) =


DSM(x, y) if DTM(x, y)

> DSM(x, y)
DTM(x, y) otherwise

(17)

3.4. Supplementary Details

Our method uses image-based ground filtering, which requires either an existing
DSM or the creation of a DSM through the rasterization of point clouds. The algorithm’s
performance is not significantly impacted by the DSM’s resolution as filtering is based
on slope and connectivity whose concepts remain unchanged regardless of the spatial
resolution size. However, since rasterization causes data loss, high-resolution DSMs are
preferred if computational resources allow this.

In addition, when a DSM is generated from a high-density airborne point cloud, it is
beneficial to capture the last return (the lowest elevation point) in cases where multiple
points are registered in one cell. This approach increases the likelihood of capturing ground
points while eliminating non-ground points like trees. This aligns with the commonly held
assumption that terrain can be considered a local minimum [11]. In our experiments, we
generated a DSM with 0.5-m resolution from airborne LiDAR data by capturing the last
return where multiple points were allocated to the same grid. Moreover, to reduce the
impact of noise, a low-pass filter (i.e., median filter) was applied.

Potential concerns may arise from the low-pass filtering. Although low-pass filtering
is inherent in most other methods [11], rasterization and smoothing can potentially alter
original elevations. However, by comparing the resulting DTM with the original DSM and
implementing proper elevation replacement, these concerns can be mitigated. Nevertheless,
registration errors up to the DSM resolution size may occur, making our algorithm, like
other image-based methods [24,29,40,42,53], less suitable for evaluation through binary
classification of ground and non-ground points.
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One key feature of our method is its capability to grasp the global context, enabling
it to filter buildings from 1 m2 to 1 km2 without frequent parameter tuning. However,
the input must provide global context. If an object is on the input DSM’s boundary, it
may not be filtered properly due to incomplete context. This is why our algorithm is
ideal for large-area DTM generation and less appropriate for small campaigns (<1 km2)
with insufficient object context. This, along with being image-based, makes our method
unsuitable for cases focusing on ground point classification in small areas, like the ISPRS
benchmark dataset, rather than DTM generation.

Consideration of connectivity is another novelty that distinguishes our method from
other ground filtering methods, enabling clear object definition and object-wise filtering.
This principle treats connected artificial terrains as ground. While unconventional, it is
effective for 3D urban object mapping, detailed in Section 5.4. Also, given the nature
of “modeling”, providing consistent decision behaviors with a clear terrain definition is
paramount. Moreover, we believe offering a new option for terrain models is valuable for
diverse research communities utilizing DTM. If artificial terrains need to be removed, our
algorithm should be supplemented with other techniques [23,35].

Our proposed DTM generation method uniquely considers water bodies, an aspect
that previous literature has overlooked. It addresses their interaction with terrains and
integrates water bodies into the final DTM model. Although this deviates from conventional
DTM models, along with the feature that treats connected artificial terrains as ground, if we
choose to embrace this difference as an option, our DTM can be advantageous depending
on the usage.

Our method is computationally efficient as its primary calculations involve the Sobel
operator, connected-component labeling, and interpolation. Also, our method is based on
very definitive rules, making it easier for users to estimate the impact and magnitude of
errors as the resulting DTM is highly interpretable. Furthermore, our algorithm streamlines
the process of complete topographic mapping, seamlessly transforming raw airborne
LiDAR data into a hydro-flattened DTM through an optional refinement step.

4. Datasets and Evaluation Method

Table 1 presents a summary of all the datasets utilized in this study.

Table 1. Summary of the experimental datasets.

Dataset I Dataset II Dataset III
Micro-Analysis Macro-Analysis Parameter

Analysis

Location Purdue
University, IN

Indianapolis,
IN, USA

Orlando, FL,
USA

Hollywood,
FL, USA

Dallas, TX,
USA

Denver, CO,
USA

Boulder, CO,
USA

Dimension 4.5-km by
4.5-km

4.5-km by
4.5-km

20-km by
20-km

25-km by
2.5-km

35-km by
35-km

25-km by
25-km 9-km by 9-km

Geography Rural area Metropolitan
area

Metropolitan
area Coastal area Metropolitan

area
Metropolitan

area
Mountainous

area

Scanning details Leica ALS 80 Leica ALS 70 Leica ALS 80 Riegl
VG-1560i Leica ALS80 Leica Terrain-

Mapper
Leica Terrain-

Mapper
density:

2.0 pts/m2
density:

2.5 pts/m2
density:

9.8 pts/m2
density:

8.2 pts/m2
density:

3.0 pts/m2
density:

2.4 pts/m2
density:

8.2 pts/m2

AGL: 2400 m AGL: 2000 m AGL: 1400 m AGL: 1300 m AGL: 1800 m AGL: 2850 m AGL: 2400 m
scan angle: 40◦ scan angle: 38◦ scan angle: 40◦ scan angle: 60◦ scan angle: 35◦ scan angle: 40◦ scan angle: 28◦
overlap: 25% overlap: 20% overlap: 60% overlap: 30% overlap: 30% overlap: 20% overlap: 28%

Terrain elevation 151–225 m 203–233 m 14–59 m 0–20 m 110–220 m 1525–1979 m 1575–2480 m

Comparison LAS, CSF, PMF, SMRF, USGS’s USGS’s USGS’s USGS’s USGS’s USGS’s

LiDAR acquisition April 2018
(leaf-off)

March 2016
(leaf-off)

December
2018–March

2019 (leaf-on)
June 2018
(leaf-on)

March
2019–July 2019

(leaf-on)

May
2020–June

2020 (leaf-on)

May 2020
(leaf-on)

For the micro-analysis, we selected two relatively small (≈20 km2 each) but geograph-
ically diverse areas: the Purdue University dataset and the Indianapolis dataset. Figure 4
displays the two datasets, showing their coverage via RGB images with corresponding
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tile indices, our generated DTMs, and the reference USGS DTMs. We will later use these
indexed tiles during the analysis phase in Section 5.1.

Figure 4. Comparative visualization of the (a) Purdue University and the (b) Indianapolis datasets.
Displayed are the RGB images with indexed tiles, the DTMs generated through our method, and the
reference DTMs from USGS.

The Purdue University dataset spans the Greater Lafayette area in Indiana, USA and
is characterized by a diverse range of landscapes and architectural structures. It includes
hilly topographies, rivers, creeks, deep valleys, and a multitude of building types. The
diversity of this dataset enables a thorough evaluation of our method across various terrain
conditions and structural environments. On the other hand, the Indianapolis dataset covers
the center of Indianapolis, the largest city in Indiana. It is characterized by buildings of
varied shapes and sizes. This dataset was chosen because it effectively represents the
complexities often encountered in typical metropolitan areas. Therefore, it provides a good
test case for evaluating the effectiveness of our method in such environments.

The DTM generated by our proposed method, denoted as “OUR”, was benchmarked
against five other DTMs originating from different methods. These include three variants
based on local neighborhood (slope)-based approaches, namely, “LAS” [20], the progressive
morphological filter (“PMF”) [21], and the simple morphological filter (“SMRF”) [26]. The
LAS method, developed and implemented through LASTools, employs TIN approximation
of the ground. The “PMF” and “SMRF”, are morphological filtering-based methods,
proposed in the respective studies [21,26] and were implemented using PDAL [54]. We
tested various parameter combinations to find optimal values for each dataset. In addition,
we compared our model with the cloth simulation filtering approach (“CSF”) proposed
by the study [35]. For the Purdue University dataset, we used the “relief” scenario in
CloudCompare, while the “flat” scenario was adopted for the Indianapolis dataset. These
methods were selected based on their performance, free availability, and widespread use
in large-area terrain modeling projects [11,17,18,42]. Lastly, a DTM provided by the USGS
(“USGS”), created by contracted surveying companies using commercial software and
proprietary methods with guaranteed quality control, was used as a reference. Recognizing
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that a single statistic for the entire area might not provide a comprehensive evaluation of
different methods, we introduced a tile-based assessment. The DTM was divided into small
tiles, each measuring 1.5-km by 1.5-km. For each tile, we computed the mean absolute error
(MAE) and root mean square error (RMSE) between each different DTM and the USGS
DTM. By doing so, we effectively increased the number of samples, thereby ensuring the
results were less affected by outliers and more statistically robust.

For the macro-analysis, we selected four different large-area datasets (≈2400 km2 in
total). These datasets include three metropolitan areas and one coastal area: Orlando, FL;
Hollywood, FL; Dallas, TX; and Denver, CO, all in the USA. Considering the vastness of
these datasets, we benchmarked our method against the USGS DTM. To ensure a more
rigorous assessment, we employed a tile-based evaluation approach similar to the micro-
analysis. We partitioned the DTM into small 2.5-km by 2.5-km tiles and calculated the
tile-wise MAE between our DTM and the USGS DTM.

Lastly, for the parameter analysis, we examined the impact of the slope threshold
parameter (ST) using the Boulder dataset where extremely steep mountains and flat urban
areas coexist. All airborne LiDAR data were obtained from the USGS’s 3D elevation
program (3DEP). We generated all DTMs with a 0.5-m resolution, considering the overall
point density of the airborne LiDAR dataset we used.

5. Experimental Results and Discussion
5.1. Micro-Analysis

Figures 5 and 6 display DTMs generated by six different methods, along with their
corresponding RGB images for three tiles selected from both the Purdue University dataset
and the Indianapolis dataset. You can reference the tile indices in Figure 4. The MAE
and RMSE are also provided, relative to the USGS’s DTM. Some DTMs produced artifacts
near and over water bodies as some methods are not specifically designed to accurately
delineate water bodies and their adjacent terrains. Usually, such issues are addressed in
subsequent post-processing steps. Here, instead of applying post-processing, we simply
excluded the pixels of water bodies and any pixels exhibiting an MAE greater than 10 m in
comparison to the USGS’s DTM. This approach helped prevent errors over and near water
bodies, as well as certain outliers, from skewing the overall error metrics.

Figure 5. Comparison of DTMs from different methods for the Purdue University dataset, featuring
three representative tiles. Each tile shows its corresponding MAE and RMSE values compared to the
USGS’s DTM. The figure shows the reliable performance of our method in geographically complex
areas without parameter tunings, particularly noting its superior ability in accurately handling
large buildings.
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Figure 6. Comparison of DTMs generated by various methods for the Indianapolis dataset. The
figure displays three representative tiles, each with their corresponding MAE and RMSE values when
compared to the USGS’s DTM. The figure showcases the robustness of our method in complex urban
scenarios, and its outstanding capability in maintaining consistent and unique behavior in terrain
modeling, unparalleled by other methods.

As demonstrated in the first row of Figure 5, all DTMs tend to have high RMSEs
and MAEs in rugged mountainous areas with deep valleys. In these challenging terrain
conditions, our method exhibits performance comparable to other methods. The second
row displays areas with relatively flat terrains, where all methods perform reasonably
well, with an MAE of less than 0.2 m, except for the CSF, which struggles with filtering
one large building. In the third row, all DTMs, with the exception of the DTM derived
from our proposed method and the USGS DTM, displayed limited performance in filtering
large buildings, with some portions of buildings remaining after ground filtering. Another
significant point is that our method, unlike any other methods, treats the entire overpasses
as ground, a detail further elaborated upon in Figure 7.

In the first row of Figure 6, an area covering overpasses is displayed. Our method
considers the entire overpass as ground since it is smoothly connected to the terrain, while
all other methods show the inconsistent mapping of these features. When compared to the
USGS’s DTM, which does not categorize overpasses as terrain, our method shows higher
error metrics compared to LAS. However, our method yields better results in terms of
consistency. The second row displays instances where DTMs from other methods produce
artifacts when filtering large objects, whereas our method robustly filters out large buildings.
The third row indicates that our method robustly filters buildings of various shapes and
sizes while maintaining consistency in overpasses. In contrast, other methods display
inconsistency and noise in large building filtering.

Figure 7 zooms into two notable instances observed in the micro-analysis dataset. In
Figure 7a, our DTM considers overpasses as ground, while all other DTMs remove only
some portions of overpasses, showing inconsistency. In Figure 7b, please note a ground-
parking lot of the building marked with a red star. Our DTM recognizes the parking lot as
ground, while other DTMs consider it as non-ground. This unique identification is due to
the smooth connection between the parking lot and the ground via the access road in the
DSM. Although instances like this are rare, it serves as an illustrative example of how our
method’s distinguishing attributes can influence the formation of different terrain shapes,
diverging from conventional methods.
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Figure 7. Notable distinctions of the proposed method: (a) our DTM consistently treats overpasses as
ground, in contrast to other methods that show inconsistency; (b) our DTM uniquely identifies an
above-ground parking lot adjacent to the building with a red star as ground, attributed to its smooth
connection with the access road in the DSM. In contrast, other DTMs classify it as non-ground.

Overall, the proposed method displays consistent and robust performance in gen-
erating DTMs, particularly excelling in filtering large objects and maintaining consistent
behavior in the case of overpasses and bridges. It uniquely considers connected artificial
terrains as ground and is robust in filtering large buildings. Though unconventional, this
approach ensures consistency, a vital property in “modeling”, and offers a valuable op-
tion for DTM users, with advantages in road network mapping and object mapping with
airborne LiDAR data. Notably, it performs well across diverse building sizes and shapes
without the need for parameter tuning, demonstrating scalability for large-area mapping.

Tables 2 and 3 present quantitative error metrics in comparison to the USGS’s DTM
for each of the tiles indexed in Figure 4. Among all methods, LAS shows the lowest errors,
followed closely by our proposed method. It should be noted that our method is somewhat
disadvantaged in these quantitative metrics as it treats overpasses and bridges as ground,
while the reference DTM (USGS’s DTM) does not. Although we tried to obtain reliable
performance through multiple trial and errors of parameter combination for other methods,
we acknowledge that other methods might have yielded lower errors if more extensive
parameter searching was conducted. Nevertheless, considering the fact that we adhered to
the default parameter values for our method for the entirety of the dataset, our method
is scalable and reliable. Also, the primary standing out point of our method among other
many existing methods resides in its unique treatment of overpasses and bridges, and its
robustness in filtering large buildings, aspects not paralleled by other methods.

Table 2. Quantitative comparison of error metrics for the Purdue University dataset.

Mean Absolute Error (m) Root Mean Square Error (m)

Tile OUR a LAS b CSF c PMF d SMRF e OUR a LAS b CSF c PMF d SMRF e

(0, 0) 0.09 0.08 0.11 0.17 0.11 0.19 0.15 0.26 0.38 0.19
(0, 1) 0.32 0.29 0.44 0.75 0.32 0.62 0.49 0.90 1.55 0.53
(0, 2) 0.12 0.13 0.24 0.19 0.10 0.25 0.29 0.76 0.51 0.25
(1, 0) 0.11 0.07 0.26 0.32 0.16 0.45 0.30 0.95 0.89 0.43
(1, 1) 0.10 0.07 0.23 0.36 0.22 0.26 0.17 0.85 0.89 0.47
(1, 2) 0.11 0.11 0.24 0.23 0.15 0.40 0.39 0.82 0.68 0.49
(2, 0) 0.08 0.06 0.22 0.27 0.17 0.21 0.13 0.76 0.66 0.36
(2, 1) 0.13 0.08 0.22 0.33 0.21 0.51 0.18 0.73 0.82 0.50
(2, 2) 0.19 0.16 0.23 0.29 0.20 0.39 0.30 0.64 0.67 0.38

Mean 0.14 0.12 0.24 0.32 0.18 0.36 0.27 0.74 0.78 0.40
Std 0.07 0.07 0.08 0.17 0.07 0.15 0.12 0.20 0.33 0.12

Note: a The proposed method. b [20]. c [35]. d [21]. e [26].
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Table 3. Quantitative comparison of error metrics for the Indianapolis dataset.

Mean Absolute Error (m) Root Mean Square Error (m)

Tile OUR a LAS b CSF c PMF d SMRF e OUR a LAS b CSF c PMF d SMRF e

(0, 0) 0.07 0.02 0.32 0.45 0.95 0.31 0.10 1.19 1.47 1.76
(0, 1) 0.15 0.01 0.31 0.37 0.68 0.80 0.10 1.22 1.42 1.37
(0, 2) 0.13 0.01 0.16 0.20 0.62 0.67 0.10 0.77 0.92 1.31
(1, 0) 0.07 0.04 0.29 0.38 0.50 0.25 0.31 1.15 1.37 0.83
(1, 1) 0.11 0.03 0.30 0.44 0.36 0.42 0.22 1.11 1.57 0.87
(1, 2) 0.31 0.04 0.42 0.49 0.77 1.10 0.27 1.28 1.47 1.57
(2, 0) 0.11 0.01 0.15 0.23 0.65 0.68 0.04 0.73 1.00 1.19
(2, 1) 0.23 0.02 0.41 0.67 0.79 1.10 0.17 1.51 2.08 1.58
(2, 2) 0.29 0.03 0.36 0.42 1.08 1.09 0.16 1.23 1.34 1.93

Mean 0.16 0.02 0.30 0.40 0.71 0.71 0.16 1.13 1.40 1.38
Std 0.09 0.01 0.09 0.14 0.22 0.34 0.09 0.25 0.33 0.37

Note: a The proposed method. b [20]. c [35]. d [21]. e [26].

5.2. Macro-Analysis

The main goal of the macro analysis is to thoroughly identify any unexpected artifacts
from the proposed method. Using extensive datasets, we compared our DTM to the USGS’s
DTM without parameter tuning. The tile-based evaluation was conducted for effective
investigation. This method involved: (1) dividing both our method’s and USGS’s DTMs
into 2.5-km by 2.5-km tiles; (2) calculating the MAE for each tile pair, considering USGS’s
DTMs as a reference; and (3) investigating the tile pair with the largest MAE value. This
strategy allowed us to effectively observe the potential artifacts, evaluate the performance
objectively, and provide more detailed MAE statistics.

Figure 8 displays the MAE statistics for four macro-analysis datasets. The histograms
show tile-based MAE distributions. Most tiles (83% of 370 tiles) had MAEs below 0.15 (m),
and average MAEs for the datasets ranged from 0.06 to 0.12 (m). Considering the USGS’s
requirements, 0.10 (m) for non-vegetated areas and 0.15 (m) for vegetated areas [55], these
results show that our method can produce DTMs with comparable accuracy to USGS
requirements without any parameter tuning. Among the entire tiles, we selected the tile
that recorded the largest MAE for each dataset and investigated the error sources of the
proposed method more in-depth.

Figure 8. Mean absolute error (MAE) statistics for the macro-analysis datasets.
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Figure 9 displays results from the Orlando dataset, covering the metropolitan area
with flat terrain, making artificial objects the main error source. The DTM generated from
our method and the USGS’s DTM are shown in Figure 9b,c. Figure 9d–f highlight the
largest MAE between our DTM and USGS’s DTM in the dataset. The overpass difference
was distinctive, while other differences were minimal. Figure 9g–j, shows zoomed-in
images of the orange box delineated in the second row. USGS’s DTM showed significant
inconsistency, while our DTM considered overpasses constantly, which can greatly reduce
uncertainties in subsequent modeling procedures.

Figure 9. Results of the Orlando dataset: our method demonstrates consistent behavior for overpasses,
unlike the USGS’s DTM, which exhibits inconsistency.

Figure 10 displays results for the Hollywood dataset, a coastal urban area ideal for
evaluating the algorithm’s performance. Comparing two DTMs, the proposed method
produced hardly any noticeable errors, even without any parameter tuning in terrains
adjacent to different types of water bodies. One unique discrepancy was a parking building
mapped as terrain due to a smooth connection via a ramp. This is a rare case where our
algorithm showed artifacts. Overall, when considering that the USGS’s DTM required
a separate hydro-flattening algorithm and manual post-processing for the water body
to be the final DTM output, the proposed method, equipped with the water body map-
ping algorithm, shows a significant advantage in terrain modeling of the coastal urban
area as it can automate the whole topographic mapping procedures without requiring
any post-processing.
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Figure 11 shows the results for the Dallas dataset, an extensive inland metropolitan
area in the US. As shown in Figure 11d–f, bridges across a river became a significant
portion of the difference. Other than the bridges, only one notable difference was observed
in a building whose non-ground floor is connected to the ground by ramps. Except for
this building, the proposed method showed better consistency in terrain modeling and
produced a DTM very similar to the USGS’s DTM.

Figure 10. Results of the Hollywood dataset: only one artifact was found in a unique parking building
whose roof is smoothly connected to the first ground floor.

Figure 12 displays the results for the Denver dataset, which encompasses the Denver
metropolitan areas and adjacent mountainous regions. Notable differences between the two
DTMs were found on overpasses. Figure 12g–j provide zoomed-in images of overpasses and
a baseball stadium area. Our DTM consistently considers overpasses as ground, whereas
the USGS’s DTM showed inconsistent behavior, breaking the middle of overpasses. Another
difference was observed in the baseball stadium. Our method only filtered the built-up
part of the stadium as non-ground, while the USGS’s DTM excessively smoothed out the
surrounding terrain, losing detailed borders between the object and the original terrain.
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Figure 11. Results of the Dallas dataset: our method is consistent in terms of bridges and overpasses,
unlike the USGS’s DTM, but shows an artifact where the building is connected via a ramp.

As a result, our method exhibits 0.06–0.12 (m) MAE in varied, extensive experimental
areas without parameter tuning, showcasing a satisfactory performance considering the
results obtained with a similar type of data as reported in previous studies [42,56]. It is
important to note that the MAE reported here was calculated based on a comparison with
USGS DTMs, which are generated using different methods employed by USGS contractors.
A significant portion of discrepancies can be attributed to differences in DTM properties.
In addition, we observed several instances where overpasses were partially classified as
ground in USGS DTMs, suggesting that errors can persist in the reference DTM as well,
despite the quality control measures implemented by contractors.

We acknowledge that an ideal benchmark would be to compare our results against
DTMs generated from carefully and manually classified point clouds. However, such an
approach is not feasible due to its labor-intensive requirements, impracticality for large
areas, and high costs. Instead, we have employed extensive datasets for a quantitative
evaluation of our results and to identify potential artifacts that our method may generate.
It is important to remember that the DTM is essentially a model of the terrain and therefore
lacks an absolute ground truth. Given this context, our method offers a valuable alternative
by providing explicable and consistent results based on a simple rule. We believe the
robustness and consistency of our method would faciliate and enhance large-scale terrain
modeling projects. Nonetheless, we acknowledge the limitation of not incorporating a
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point-level classification evaluation and recognize the potential benefits of comparing it
against a manually classified point cloud in future studies.

Figure 12. Results of the Denver dataset: our method shows consistent behaviors in overpasses and
precisely delineates the object boundaries without excessively smoothing terrains.

5.3. The Effect of the Slope Threshold

Our method excels in large urban areas, displaying robustness and consistency. How-
ever, the default parameter (ST) may need adjustment in very steep mountainous areas as
some mountain peaks could be enclosed by the default ST.

To examine this, we selected the Boulder dataset, covering extremely steep mountain
peaks in the Rocky Mountains and a flat urban area, ranging from 1570 (m) to 2485 (m)
elevations, making it very difficult to use one single parameter for the entire area.

We created two DTMs with ST = 45 and ST = 75 and compared them to the USGS’s
DTM. Like the macro-analysis, we divided the DTM into 1-km by 1-km tiles, calculated
tile-based MAEs, and examined error distribution. The first row of Figure 13 shows the
aerial RGB image, two heatmaps, and the DSM of the Boulder dataset. The heatmaps at
1 km resolution show the spatial distribution of tile-based MAE between our DTM and the
USGS’s DTM. Comparing heatmaps, errors in mountainous areas with ST = 45 decreased
with ST = 75, but urban area MAEs slightly increased with ST = 75. The second row
shows a tile in urban areas. With ST = 75, the stadium’s upper deck was not filtered as
it is connected to lower terrains with slopes less than 75 degrees. The third row displays
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steep mountainous areas, where ST = 45 smoothed some mountain peaks, while ST = 75
generated steep terrain accurately.

Figure 13. The effect of the slope threshold: a comparison of the DTM with ST = 45 and the DTM
with ST = 75.

The findings recommend segregating and applying a higher ST value to areas marked
by heavily rugged mountainous terrain. Despite not being free from parameter tuning,
our method’s parameter tuning is straightforward, and the results are predictable. This
transparency and simplicity enhance user-friendliness and reduce uncertainties in the mod-
eling process, making our approach suitable for large-area terrain modeling, particularly in
urban areas.

5.4. Advantages and Limitations

Our object-based ground filtering method provides clear object definition, enhanced
scalability, and ease of use for large-area mapping. It is computationally efficient and
generates reliable DTMs with minimal parameter tuning, positioning our algorithm as
highly effective for large-area DTM modeling.

While our method reduces the need for parameter tuning, it is not entirely exempt from
it. Mountainous terrains with peaks may require area division and parameter adjustment.
Future research could focus on automatic adaptive tuning. Our method excels in filtering
various-sized buildings based on connectivity in the image domain, but it is less suitable
for small-area terrain modeling, especially when objects of interest lie on input image
boundaries and when ground point classification is the primary goal. This is why our
algorithm is less appropriate for point cloud classification within small campaigns (<1 km2,
e.g., ISPRS benchmark dataset).
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Our method differs from conventional DTM practices as it can include water bodies
in the output and modeling process and treats connected artificial terrains as ground.
While not always necessary or suitable, these differences facilitate the generation of hydro-
flattened DTMs without supplementary optical imagery and benefit object mapping with
airborne LiDAR data. As demonstrated in Figure 14, our method results in low nDSM
(normalized DSM) values for overpasses and bridges, allowing for the separation of ground-
standing objects using height thresholds alone. This approach significantly improves
3D object mapping accuracy and efficiency compared to other DTMs, providing unique
advantages and making it a valuable option for various research communities.

Figure 14. (L) and (R) depict the exemplary procedures for identifying ground-standing objects using
the proposed DTM and the reference DTM, respectively. The reference DTM is sourced from the USGS.
The equation nDSM = DSM−DTM is used, with ground-standing objects defined as nDSM > 2 m.
Our method consistently treats bridges and overpasses as ground surfaces, enabling straightforward
identification of ground-standing objects. This unique characteristic sets our approach apart from
conventional DTMs, offering substantial benefits for 3D urban modeling. (The figure is adapted from
[5]; refer to the cited work for more details).

6. Conclusions

We present a new DTM generation method that performs object-based ground filtering.
Our method provides a clear definition of objects based on connectivity, allowing for reliable
object segmentation and filtering beyond local constraints. The key operation in ground
filtering is governed by a single parameter, which delineates the break-line based on slope
steepness, and the outcomes of parameter tuning are intuitive and predictable. Unlike
other methods, our approach exhibits consistent behavior with connected artificial terrains
and presents exclusive features that yield remarkable advantages in applications such as
3D urban modeling and hydro-flattened DTM generation. These findings highlight the
potential of our method in delivering reliable DTMs for large-area mapping projects, and
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the unique features of our method will provide a new valuable addition to existing DTMs
for research communities.

Despite these promising results, we acknowledge there are aspects where future work
is needed. First, our method’s key filtering operation begins with the DSM, specifically
sourced from airborne LiDAR data in our experiments. Considering that our approach
can be extended to other sources of airborne point clouds or DSMs, future research could
explore applications to DSMs from Structure from Motion (SfM)-generated point clouds
from UAV images, DSMs derived from point clouds reconstructed from multi-view satellite
images, or DSMs sourced from radar imagery. While our experiments did not cover these
aspects, assessing our method’s performance with varying quality of airborne point clouds
and DSMs represents an intriguing avenue for future research.

Another consideration involves the evaluation of our method. Although we carried
out extensive comparative evaluations and identified potential instances where our method
may generate artifacts, the unique behavior of our approach in certain terrains, such as
overpasses, prevented us from evaluating it against carefully and manually classified point
clouds. However, it is essential to remember that the DTM is essentially a model of the
terrain and does not offer an absolute ground truth. Within this context, our method
provides a valuable alternative by generating explicable and consistent results based on a
simple rule.

We believe the unique, robust, and consistent nature of our method could lead to a
new type of DTM, opening avenues for various applications. The code is made available at
https://github.com/hunsoosong/object-based-dtm-generation, accessed on 27 June 2023,
inviting further examination and improvement.
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