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Abstract: To address the issue that conventional methods cannot recognize unknown patterns
of radar jamming, this study adopts the idea of zero-shot learning (ZSL) and proposes an open
world recognition method, RCAE-OWR, based on residual convolutional autoencoders, which can
implement the classification of known and unknown patterns. In the supervised training phase, a
residual convolutional autoencoder network structure is first constructed to extract the semantic
information from a training set consisting solely of known jamming patterns. By incorporating center
loss and reconstruction loss into the softmax loss function, a joint loss function is constructed to
minimize the intra-class distance and maximize the inter-class distance in the jamming features.
Moving to the unsupervised classification phase, a test set containing both known and unknown
patterns is fed into the trained encoder, and a distance-based recognition method is utilized to classify
the jamming signals. The results demonstrate that the proposed model not only achieves sufficient
learning and representation of known jamming patterns but also effectively identifies and classifies
unknown jamming signals. When the jamming-to-noise ratio (JNR) exceeds 10 dB, the recognition
rate for seven known jamming patterns and two unknown jamming patterns is more than 92%.

Keywords: radar signals; jamming recognition; deep learning; zero-shot learning; convolutional
neural network

1. Introduction

Radar faces increasingly complex electronic countermeasures, with various new types
of radar jamming patterns continuously emerging as challenges [1,2]. The accurate recogni-
tion of radar jamming is a precondition and key to implementing anti-jamming measures,
and automatic recognition of radar jamming patterns can effectively improve the target
detection and tracking performance of radar. Therefore, jamming pattern recognition has
always been a research hotspot in anti-jamming technology [3,4]. Suppression jamming
by emitting high-power noise signals is not only effective for linear frequency modulated
(LFM) radar systems but also for other modulated radar systems, making it the most widely
used [5]. Therefore, this paper focuses on the recognition of suppression jamming. Its main
patterns include amplitude modulation jamming (AMJ), frequency modulation jamming
(FMJ), comb spectrum jamming (CJ), phase modulation jamming (PMJ), swept jamming
(SJ), etc. Conventional jamming pattern detection and classification methods are generally
based on feature engineering. Firstly, multi-dimensional features of signal in time domain,
frequency domain, and transform domain are extracted, including features such as moment
kurtosis, moment skewness, envelope fluctuation, noise factor [6–9], singular spectrum
features [10], bispectrum features [11] and other signal features. Then, with the help of
machine learning-based classifiers, such as support vector machine (SVM ) [12], decision
trees [13], and back propagation (BP) neural networks [12], classifications are accomplished.
However, feature engineering-based classification methods are time-consuming and require
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expert experience, especially when the transform domain features are large, the classifica-
tion performance has limited room for improvement, and the recognition rate is low in
strong noise environment.

With the development of deep learning (DL) technology, the feature extraction capa-
bility of neural networks has been improving, and classification methods based on DL are
emerging. In [14], A novel hybrid framework of optimized deep learning models com-
bined with multi-sensor fusion is developed for condition diagnosis of concrete arch beam,
and the results demonstrate that the method can achieve the classification of structural
damage with limited sensors and high levels of uncertainties.

Convolutional neural networks (CNNs), due to their network architecture which
incorporates weight sharing and small local receptive fields, have significantly reduced the
number of node connections compared to conventional neural networks. This simplification
of network connections has made CNNs widely applied in deep learning models [15–17].
CNNs can train their parameters using jamming signals, eliminating the need for manual
feature extraction and the design of decision trees for classification criteria. As a result,
CNNs have been extensively used in the research of classifying and recognizing radar
jamming signals [18].

In [19], a jamming recognition algorithm based on improved LeNet·CNN network
was designed which extracted one-dimensional radar received signals and adjusted the
network structure parameters to achieve optimal performance for the recognition of jam-
ming signals. Ref. [20] obtained the time-frequency spectrogram of jamming signals by
short-time Fourier transform, combined with the improved VGGNet·16 network model for
feature learning and training, and the simulation verified that the algorithm is still effective
for the identification of six kinds of mixed jamming. Ref. [21] adopted an adaptive cropping
algorithm to crop most of the redundant information of the time-frequency image and kept
the complete information of the jamming in the CNN for training, and finally achieved the
recognition of nine kinds of jamming signals with high accuracy and fast iteration. In [22],
a 1D CNN-based radar jamming signal classification model was proposed to achieve the
classification of 12 typical jamming signals by putting the real and imaginary parts of
jamming signals into the parallel network for training. In [23], a CNN was constructed
using the real and imaginary parts of the signal as inputs. With sufficient training samples,
this method demonstrated excellent recognition capabilities. The mentioned papers pri-
marily address the issue of recognizing jamming when there are sufficient labeled samples.
However, [6,24,25] considered the case of insufficient labeled samples. Ref. [6] proposed
a method based on a time-frequency self-attentive mechanism. The recognition rate for
most of the patterns of jamming reaches 90% when the samples with labels account for 3%.
In [24], Tian et al. inputed features obtained through empirical mode decomposition and
wavelet decomposition into the network. Simulations conducted on a dataset consisting
of only 8400 samples showed that the recognition rates for four types of jamming were
all above 90% when the JNR exceeded 6 dB. In [25], a large number of unlabeled samples
were first used to train an jamming recognition network to extract valuable features. Then,
a small number of labeled samples were used to improve the classification accuracy.

Although the application of deep learning technology in radar jamming recognition
is rapidly developing, the current methods still suffer from the closed-set assumption,
i.e., the existing methods assume that the jamming patterns are included in the training
set. However, in the actual battlefield environment, the enemy may invent new jamming
patterns, making it challenging to collect data for all patterns in the training set, so the
actual radar jamming environment is an open set scenario, i.e., the test environment is likely
to have jamming patterns that do not exist in the training jamming library. In the actual
open set jamming scenario, when a jamming pattern that does not exist in the training
jamming library appears in the test environment, the existing radar jamming identification
methods will incorrectly identify this unknown jamming as one of the known jamming
patterns. In [26], Zhou et al. first investigated the open set recognition problem for radar
jamming; however, the method can only detect or reject the unknown patterns, but cannot
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effectively identify the unknown patterns. How to further classify these unknown pattern
signals remains a challenging task, and it falls under the research domain of open world
recognition (OWR).

Currently, OWR techniques have been applied in target recognition of synthetic aper-
ture radar (SAR) images. In [27], a hierarchical embedding and incremental evolutionary
network (HEIEN) was designed for when there are fewer unknown target training sets
in open scenarios, which requires only a small number of unknown target samples for
effective model training. A more stable feature space was built in [28], which has better
interpretability. In testing, experiments on a dataset containing seven known targets and
one unknown target show that the method improves the reliability of recognizing unknown
targets. In [29], Song et al. used physical EM simulation images of targets at different
azimuths as training data in order to learn the features of unknown targets. An accuracy of
91.93% can be achieved in a recognition task with a dataset containing nine known targets
and one unknown target.

Nevertheless, OWR is just starting in radar jamming pattern recognition. Zero-shot
learning (ZSL) [30,31] is an effective approach to address the challenge of open world
recognition. The most typical implementation of ZSL is based on feature mapping. The goal
of this approach is to learn the mapping relationship between the original signal space and
the semantic feature space using the known jamming patterns. This learned relationship is
then generalized to the unknown pattern dataset, enabling recognition and classification
of unknown patterns using the semantic features. ZSL can be classified into two types:
traditional zero-shot learning (TZSL) and generalized zero-shot learning (GZSL) [32]. TZSL
assumes that the training patterns are known, while the testing patterns are unknown,
and there is mutual exclusion between the training and testing patterns. GZSL assumes
that the training patterns include both known and unknown patterns in the testing phase.
GZSL has a more relaxed experimental setting, which better reflects real-world scenarios.
Therefore, in this paper, we consider the GZSL scenario.

To address the challenge of existing methods being unable to classify unknown jam-
ming patterns specifically, this paper adopts the idea of ZSL and conducts research on
jamming patterns recognition in an open world scenario. We propose a residual convolu-
tional autoencoder-based radar jamming open world recognition algorithm, abbreviated
as RCAE-OWR.

In summary, the main contributions of this paper are as follows:

• In order to address the limitations of existing radar jamming pattern recognition meth-
ods, which are mostly closed-set recognition or simply rejecting unknown patterns, we
propose a zero-shot learning approach based on residual conventional autoencoders.
This method does not require prior information about the patterns of jamming and
can classify both known and unknown patterns using distance-based recognition
methods.

• A hybrid loss function consisting of cross-entropy loss, center loss and reconstruction
loss is introduced to recognize different patterns of jamming signals. Where the cross-
entropy loss makes the features obtained from the mapping network divisible, and to
some extent widens the distance among different patterns, the center loss makes it
easier to delineate the boundaries of the various patterns, and the reconstruction loss
ensures that the most essential characterization of the pattern features is learned from
the known patterns dataset.

• Through extensive experimental simulations, we evaluate the open world recognition
performance of the proposed algorithm and investigate the influence of JNR and the
number of unknown patterns on the algorithm’s performance. The simulation results
demonstrate that the proposed algorithm achieves effective recognition of both known
and unknown patterns, especially in high-JNR environments.
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2. Jamming Signal Modeling

In radar jamming and anti-jamming training, the signals received by the radar receiver
include radar echo signals, jamming signals and noise signals, which can be expressed as
follows:

S(t) = so(t) + J(t) + v(t), (1)

where S(t) denotes the total signal received by the radar, so(t) represents the echo signal,
J(t) means the jamming signal, and v(t) is the noise signal.

2.1. Echo Signal

Typical modulation types of radar echo signals include continuous wave (CW), linear
frequency modulation (LFM), phase shift keying (PSK), frequency shift keying (FSK), etc.
LFM, with its frequency linearly changing over time, is the most widely used. Therefore,
in this paper, we focus on studying the typical echo signal of LFM, which can be expressed
as follows [33]:

so(t) =
N

∑
i=1

rect
(

t− iTr

Tp

)
e
(

j2π
(
( fo− B

2 )(t−iTr)+
KLF

2 (t−iTr)
2
))

(2)

where i denotes the pulse sequence; rect
(

t−iTr
Tp

)
represents the i-th rectangular pulse with

a width of Tp; Tr is the pulse repetition period; Tp is the pulse width; fo is the radar center
frequency; B means the bandwidth; and KLF = B

Tp
is the LFM coefficient.

2.2. Jamming Signal

In this paper, we select nine typical radar active jamming patterns as the research ob-
jects, including: radio noise jamming (RNJ) [26], amplitude modulation jamming (AMJ) [34],
frequency modulation jamming (FMJ) [34], comb spectrum jamming (CJ) [13], phase modu-
lation jamming (PMJ) [34], linear sweep frequency jamming (LSFJ) [34], non-linear sweep
frequency jamming (NLSFJ) [35], hopping frequency jamming (HFJ) [35] and periodic
Gaussian pulse jamming (PGJ) [36].

2.2.1. Radio Noise Jamming

RNJ is a narrowband Gaussian process generated by filtering and then amplifying the
noise signal. Its mathematical model is expressed as:

J(t) = Ur(t)ej(ωt+ϕ) (3)

where Ur(t) obeys a Gaussian distribution, ω is the carrier frequency, and ϕ is the initial
phase, following a uniform distribution on [0, 2π].

2.2.2. Amplitude Modulation Jamming

The model of AMJ is represented as:

J(t) = [U0 + KAMUn(t)]ej(ωt+ϕ) (4)

where Un(t) is zero-mean Gaussian white noise, U0 is the carrier voltage, and KAM is the
amplitude modulation index.

2.2.3. Frequency Modulation Jamming

FMJ is a type of barrage jamming, and its model is expressed as:

J(t) = U0 · e
j
(

ωt+2πKFM
∫ t

0 u(t′)dt′+ϕ
)

. (5)
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where KFM is the frequency modulation index and u(t) is a zero-mean stationary ran-
dom process.

2.2.4. Comb Spectrum Jamming

CJ consists of multiple narrowband noise frequency modulation signals, and ex-
presses as:

J(t) =
m

∑
i=1

Uie
j
[
2π fit+2πKFM

∫ t
0 u(t)dt+ϕ

]
. (6)

where Ui is the amplitude, fi represents the frequency where the comb teeth appear, and m
is the number of frequencies.

2.2.5. Phase Modulation Jamming

The model of PMJ is:

J(t) = U0 · ej(ωt+KPMUu(t)+ϕ) (7)

where KPM is the phase modulation index.

2.2.6. Linear Sweep Frequency Jamming

LSFJ varies linearly with time in a frequency band, and expresses as:

J(t) = U0ej(2π f0t+2πKFMt2+ϕ) (8)

where f0 is the initial frequency.

2.2.7. Non-Linear Sweep Frequency Jamming

NLSFJ is similar to LSFJ, except that the instantaneous frequency magnitude of the
jamming signal varies continuously with the square of time, and expresses as:

J(t) = U0ej(2π f0t+2πKFMt3+ϕ) (9)

2.2.8. Hopping Frequency Jamming

HFJ is a wideband non-stationary signal in which the frequency changes over time.
The model of HFJ can be written as:

J(t) =
N

∑
n=1

Anej(2π fnt+ϕn) · p(t− nTH). (10)

where {An} represents the amplitude sequence, { fn} is the pseudo-random frequency
sequence, ϕn is the random phase sequence, TH is the hop duration, and p(t) is the base
pulse signal with a pulse width of TH .

2.2.9. Periodic Gaussian Pulse Jamming

PGP is a widely used active suppression jamming. The PGP is expressed as:

J(t) =
{

Φ(t), 0 < t < τ
0, τ < t < T

(11)

where Φ(t) represents a Gaussian function with a mean of 0 and a variance of 1, τ denotes
the pulse duration, and T is the pulse period of the jamming.

The time-domain waveforms of the nine patterns are shown in Figure 1. As can be seen
from the figure, there is little difference in the time domain between the various patterns
of suppressed jamming signals, which are more difficult to distinguish manually and are
easily disturbed by noise.
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Figure 1. Time-domain waveforms of nine patterns of radar jamming signals. From (a) to (i): (a) RNJ,
(b) AMJ, (c) FMJ, (d) CJ, (e) PMJ, (f) LSFJ, (g) NLSFJ, (h) HFJ, (i) PGJ.

3. Proposed Method

Assuming that the dataset of jamming signals received by the radar is T , it consists of
Nc+ Nu kinds of patterns of jamming. The subset Tc is composed of samples of Nc kinds of
known patterns, while the subset Tu is composed of samples of Nu kinds of unknown patterns.
The two subsets are complementary, meaning Tc ∪ Tu = T and Tc ∩ Tu = ∅. For the known
patterns set Tc =

{(
xc

i , yc
i , zyc

i

)
| xc

i ∈ X
ns×Nd
c , yc

i ∈ Yc = {1, 2, · · · , Nc}, zyc
i
∈ ZNc×Nk

c

}
con-

taining nc samples of Nc kinds of patterns, where xc
i represents a Nd-dimensional vector of

the i-th sample, yc
i is the label of the sample, and zyi denotes the Nk-dimensional semantic

vector describing the features of the sample’s corresponding pattern to be obtained by
supervised learning. Similarly, for the unknown patterns dataset consisting of nu samples
of Nc kinds of patterns, Tu =

{
xu

i , yu
i , zu

yu
i

}
, where xu

i ∈ X
nu×Nd
u is the Nd-dimensional

feature vector of the i-th sample, yu
i ∈ Yu = {Nc + 1, Nc + 2, . . . , Nc + Nu} represents the

label of the sample, and zyu
i
∈ ZNu×Nk

u denotes the Nk-dimensional semantic information of
the sample’s corresponding pattern.

For the generalized zero-shot learning classification task considered in this paper,
the supervised training phase only allows the utilization of dataset of known patterns Tc.
However, the objective is to ensure that the model trained in the supervised training phase
can accurately classify Xc ∪ Xu into the Nc + Nu-dimensional space Yc ∪ Yu during the
unsupervised classification phase.

Figure 2 illustrates the network framework of the RCAE-OWR algorithm, which
consists of a supervised training phase and an unsupervised classification phase. In the
supervised training phase, the residual convolutional autoencoder (RCAE) network is
used to extract semantic features of known jamming patterns. Meanwhile, the network
is trained using center loss, cross-entropy loss, and reconstruction loss. In [22,37], time-
domain signals are directly used as inputs to the network to extract the deep features
of different signals, and the simulation results prove that the direct time-domain signal-
based recognition methods obtain good recognition performance in terms of accuracy and
speed, demonstrating a huge potential for radar signal processing. Motivated by [22,37],
in this paper, we also directly feed the IQ data of the jamming signals into the model.
Then, after the supervised training, the unsupervised classification phase was entered.
At this phase, the parameters of encoder of the RCAE are kept fixed, and both known and
unknown jamming samples are input to the encoder to obtain their semantic features. Then,



Remote Sens. 2023, 15, 4107 7 of 24

a distance-based discriminative method is employed to achieve open world recognition of
radar jamming signals.

Figure 2. Radar jamming recognition framework of RCAE-OWR.

3.1. Supervised Training

The supervised training phase mainly consists of an autoencoder network (AE) and a
supervised classification network classifier. The autoencoder is divided into two parts: the
encoder and the decoder. In the supervised training phase, the focus is on constructing the
mapping relationship between the time-domain signal and the semantic features.

3.1.1. Residual Convolutional Autoencoder

Due to the simplicity of the traditional AE structure, this study primarily considers
the Residual Convolutional Autoencoder (RCAE). It replaces the fully connected layers
in AE with convolutional layers and pooling layers, inheriting the characteristics of an
autoencoder. This enables better feature learning and improves the efficiency of feature
learning in AE. To prevent degradation in recognition performance, a residual network
structure is employed. The input signals are IQ dual-channel data with a length of 512,
resulting in a dimension of 2 × 512. Additionally, to maintain the vector dimensions after
convolution, we have set the convolution kernel size to 3 × 3, padding = 1 and stride = 1.
RCAE is based on the semantic autoencoder (SAE) architecture [31], and SAE enables
mapping functions learned from known patterns to be better generalized to unknown
patterns, which can effectively resist the domain shift problem [38]. In the encoding
process, convolutional operations are used to extract features from input samples and
obtain semantic vectors. Then, the decoder utilizes transpose convolution to reconstruct
the semantic vectors and restore them to the original inputs.

The basic components of RCAE include the input layer, convolutional layers, semantic
layer, deconvolutional layers, and output layer.

The RCAE designed in this paper is illustrated in Figure 3. It replaces the fully
connected layers (FC) in the AE with convolutional layers and pooling layers, inheriting the
characteristics of the AE for better feature learning. In addition, to prevent degradation of
recognition performance, a residual structure is employed. The encoder uses convolutional
operations to extract features from the input samples to obtain the semantic vector; the
decoder utilizes transposed convolution to reconstruct the semantic vector and reduce it to
the original signal.

The basic components of RCAE include: input layer, convolutional layer, semantic
layer, deconvolutional layer and output layer.
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Figure 3. Residual Convolutional Autoencoder Network Structure.

In the encoding part, the input layer receives the input data xc
i and passes it to the

encoder. The encoder gradually extracts the semantic features of the input data through
multiple convolutional layers and their residual structures, denoted as z = E

(
xc

i
)
, where

E(·) denotes the mapping function of the encoder.
The convolutional layers extract features from the input data xc

i using convolutional
operations. The data processing can be described as follows:

gi = f [conv(x, kconv
i ) + bconv

i ]. (12)

where kconv
i is the i-th convolutional kernel matrix, conv(·) denotes the convolution opera-

tion, bconv
i represents the i-th bias term, f (·) represents the activation function. The feature

layer integrates the diverse features extracted by the convolutional layers and outputs the
semantic vector z.

In the decoding part, the semantic feature z is up-sampled through transpose con-
volutional operations, aiming to reconstruct the original signal x̃c

i based on the semantic
features. This process is denoted as x̃c

i = D(z), where D(·) denotes the mapping function
of the decoder. Finally, the reconstructed results are outputted through the output layer.
The data processing can be described as follows:

qi = f
[
deconv

(
z, kdec

i

)
+ bdec

i

]
(13)

where kdec
i represents the i-th convolutional kernel matrix, deconv (·) denotes the transpose

convolution operation, bdec
i represents the i-th bias term.

The training process of RCAE aims to minimize the reconstruction error, ensuring the
effectiveness of feature extraction. It can be expressed as:

Lre =
1

2M

M

∑
i=1
‖x̃c

i − xc
i ‖

2
2 (14)

where M represents the number of samples in a batch, x̃c
i is the signal reconstructed by xc

i
through the RCAE network.

To encourage the feature vectors of the same patterns to be close to their corresponding
pattern centers and far from centers of different patterns, a center loss is introduced.
During model training, the center loss assigns a center for each jamming pattern. Assuming
the input sample is xc

i with label yc
i , and the center for pattern yi is denoted as zc

yc
i
. The center

loss can be defined as:

Lcl =
1
M

M

∑
i=1

∥∥∥E(xc
i )− zc

yc
i

∥∥∥2

2
(15)
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During the model iteration process, the selection of pattern center zc
yc

i
is an important

issue. Theoretically, the optimal center for pattern yc
i would be the mean of all the feature

vectors in that pattern. However, calculating the mean for all samples in each iteration
would impose additional computational cost and reduce the efficiency of the model. To ad-
dress this, the pattern center are initialized randomly, and then updated separately for each
batch. The update process is as follows:

∆zc
yc

i
=

∑M
m=1 δ

(
yc

i = yc
m
)
·
(

zc
yc

i
− E(xc

m)
)

0.1 + ∑M
m=1 δ

(
yc

i = yc
m
) (16)

Zt+1
yc

i
= Zt

yc
i
− α · ∆Zc

yc
i

(17)

where δ(yi = k) = 1 when yi = k; otherwise, it is 0. zt
yc

i
is the semantic center of yc

i at the
t-th epoch, α is the learning rate.

3.1.2. Supervised Classifier

The encoder, acting as a feature extractor, takes the encoded features and feeds them
into a fully connected layer followed by a softmax classifier, which outputs the predicted
label. The loss function for this process utilizes cross-entropy between the predicted label
and the true label.

Lce = −
1
M

M

∑
i=1

yi log(ŷi) (18)

where yi represents the true label xc
i in one-hot format, and ŷi represents the predicted

probability vector.
The reconstruction loss Lre ensures that the reduced-dimensional semantic features

are representative, the central loss Lcl promotes cohesion among feature vectors of the
same jamming pattern, and the cross-entropy loss Lce enhances the discriminative ability of
feature vectors among different jamming patterns. To achieve both increased inter-class
distance and reduced intra-class distance, a joint loss function is proposed:

L = Lce + λcl Lcl + λreLre (19)

where λcl and λre are constants used to balance the weights of the three loss functions.
The detailed gradient ∇θ L of L is shown in Appendix A.

The network parameters during the supervised training phase are updated as shown
in Algorithm 1.

Algorithm 1 Pseudocode for supervised training of RCAE-OWR

Input: known jamming patterns dataset
{(

xc
1, yc

1
)
, · · · , (xc

n, yc
n)
}

and hyperparameter.
Output: Optimal parameters θ.

1: while epoch = 1, . . . , N do
2: for each batch with size M do
3: Feed in a batch

{(
xc

1, yc
1
)
, · · · ,

(
xc

M, yc
M
)}

.
4: Calculate ∆Zc

yc
i

via Equation (16).

5: Calculate Zt
yc

i
via Equation (17).

6: Calculate Lce via Equation (18).
7: Calculate Lcl via Equation (15).
8: Calculate Lre via Equation (14).
9: Calculate L via Equation (19).

10: Update θ : θ ← θ − η∇θ L.
11: end for
12: end while
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3.2. Unsupervised Classification

After learning the mapping relationship between the original time-domain signals and
the semantic feature space in the supervised training phase, this learned relationship can be
generalized to the unknown jamming patterns dataset. Finally, the unknown patterns can
be recognized and classified using the semantic features. Inspired by [39], a distance-based
classification rule is proposed.

3.2.1. Known Jamming Patterns Classification

Sequentially, the nc known jamming samples from the training set are inputted into
the trained RCAE-OWR model to extract semantic features. The semantic center vector zc

k
corresponding to the k-th known jamming pattern is defined as:

zc
k =

∑nc
i=1 δ(yi = k)zyc

i

∑nc
i=1 δ(yi = k)

, k = 1, 2, . . . , Nc (20)

where zyc
i

denotes the semantic feature extracted from the i-th input sample xc
i . When

a test sample t is input, its semantic features E(t) are extracted by the encoder, and its
Mahalanobis distance to the center vectors of each known jamming pattern is calculated as:

d(E(t), zc
k) =

√(
E(t)− zc

k
)T

Ω−1
k
(
E(t)− zc

k
)

(21)

where Ωk is the diagonal covariance matrix corresponding to zk, and Ω−1
k is its inverse matrix.

Let d1 = mink d
(
E(t), zc

k
)
. If d1 ≤ Θc, then t belongs to the known jamming patterns.

Here, Θc = λc× 3
√

NΩ is a given threshold determined by the 3σ criterion [34], where λc is
a coefficient and NΩ is the dimension of Ωk. In this case, the label yt of t can be determined
as follows:

yt = arg min
k

(d(E(t), zc
k)) (22)

when d1 > Θc, t belongs to the unknown jamming patterns, and its label yt in this case is
described in Section 3.2.2.

3.2.2. Unknown Jamming Patterns Classification

Let TU represent the dataset of unknown jamming patterns. If TU = ∅, then t belongs
to the first sample of a new unknown jamming pattern, and its label is yt = U1. The sample
t is then recorded in the Tu. If TU 6= ∅, the following rules are applied to determine whether
t belongs to a previously recorded unknown jamming pattern or a new unknown jamming
pattern. First, let zu

i represent the semantic center vector of pattern Ui in the TU :

zu
i =

∑k∈Tu δ(yk = Ui)zyu
k

∑k∈Tu δ(yk = Ui)
, i = 1, 2, · · · , N (23)

where N is the number of patterns that already exist in TU . zyu
j

denotes the semantics

extracted from the j-th unknown pattern sample xu
j . Let d2 = minzi d

(
E(t), zu

i
)
. If d2 ≤ Θu,

then t belongs to an existing unknown jamming pattern. Here, Θu = λu max(dc, du) is a
given threshold, where λu is a coefficient, dc and du are defined as follows:

dc = max
z̄c

k

d(E(t), z̄c
k) (24)

du = max
z̄u

i

d(E(t), z̄u
i ) (25)

In this case, the label yt of t can be determined as follows:

yt = arg min
ui

(d(E(t), zu
i )) (26)
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Otherwise, t belongs to a new unknown jamming pattern, and its label is yt = UN+1.
The test sample t is then recorded in the Tu.

In summary, the recognition rules for the unsupervised classification phase are pre-
sented in Algorithm 2.

Algorithm 2 Pseudocode for unsupervised classification of RCAE-OWR

Input: test sample ti and well-trained weight of Encoder, θc.
Output: Jamming pattern yi.

1: for i = 1, . . . , Ntest do
2: Calculate semantic vector zi of ti
3: d1 = mink d

(
E(t), zc

k
)

4: d2 = mini d
(
E(t), zu

i
)

5: dc = max
z̄c

k

d
(
E(t), z̄c

k
)

6: du = max
z̄u

i

d
(
E(t), z̄u

i
)

7: Θu = λu max(dc, du)
8: if d1 ≤ Θc then
9: yi = arg min

k

(
d
(
E(t), z̄c

k
))

10: else if d1 > Θc and TU = ∅ then
11: add t to Tu
12: yi = U1
13: else if d1 > Θc, TU 6= ∅ and d2 ≤ Θu then
14: yi = arg min

Ui

(
d
(
E(t), z̄u

i
))

15: else
16: yi = UN+1
17: add t to Tu.
18: end if
19: end for

4. Performance Evaluation
4.1. Simulation Parameter Settings

The simulations are performed on a PC with an Intel(R) Core(TM) i7-9700 CPU and a
GeForce RTX2070s GPU. The deep learning framework PyTorch is used for training and
testing the neural network. The RCAE-OWR network is initialized with random weights,
and the learning rate is set to 0.001 . The batch size is set to 256, and the number of epochs
is set to 250. The values of λcl , λre, λc, and λu are set to 0.02, 10, 0.5, and 1.5, respectively.
Furthermore, grid search is applied to ascertain the optimal hyperparameters. Specifically,
we train the model for each possible combination among all the candidate parameters by
loop traversal and pick the parameter combination that minimizes the validation set error
as the optimal hyperparameters.

4.2. Original Dataset

The jamming signals are generated using MATLAB. The dataset includes the nine
kinds of radar active jamming signals mentioned in Section 2.2, with detailed parameters
shown in Table 1. The data description is shown in Table 2. Gaussian white noise is added
during the simulation, and the JNR ranges from −4 dB to 18 dB with a step size of 2 dB.
For each JNR, 1000 samples are generated for each type of radar active jamming signal.
In the following experiments, Nc kinds of the jamming patterns will be treated as known
jamming, while the remaining 9−Nc kinds of patterns will be treated as unknown jamming.
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Table 1. Nine kinds of Radar Active Jamming Parameter Settings.

Jamming Pattern Parameter Description

RNJ Carrier frequency: 60∼110 MHz.
AMJ Carrier frequency: 60∼110 MHz, bandwidth: 5∼10 MHz, KAM: 0.1∼0.9
FMJ Carrier frequency: 60∼110 MHz, bandwidth: 5∼10 MHz, KFM: 0.1∼0.9

CJ Carrier frequency: 60∼110 MHz, bandwidth: 5∼10 MHz,
number of bands: 2∼4

PMJ Carrier frequency: 60∼110 MHz, bandwidth: 5∼10 MHz, KPM: 0.1∼0.9
LSFJ Starting frequency: 1∼10 MHz, ending frequency: 50∼100 MHz.

NLSFJ Starting frequency: 1∼10 MHz, ending frequency: 50∼100 MHz.
HFJ N = 20, { fc}: [10, 100] MHz, TH : 32∼64 µs
PGJ Pulse period T: [2.5, 10] µs . Duty cycle: [1/8, 1/2]

Table 2. The original dataset.

Total Samples Samples of Each Pattern Samples Each JNR Feature Dimension Patterns

108,000 12,000 1000 2 × 512 9

patterns

RNJ, AMJ, FMJ, CJ, PMJ, LSFJ, NLSFJ, HFJ, PGJ

number of JNR values JNR values

12 −4, −2, 0, 2, 4, 6, 8, 10, 12, 14, 16, 18

4.3. Training Process

Firstly, Nc patterns are selected from the original dataset as known patterns, and the
remaining 9− Nc patterns are considered unknown patterns. The samples from known pat-
terns are used not only for training the network but also for testing. However, the samples
from unknown patterns are exclusively used for testing purposes. To reduce the impact of
noise on the training results, during the training phase, only the known pattern samples
with a JNR higher than 12dB are used to train the RCAE-OWR network. For each JNR,
700 samples are randomly selected from the known pattern samples to form the training
set, and another 100 samples are randomly chosen to construct the validation set. In the
testing phase, a wider range of JNR values is used, namely, JNR = −4–18 dB. For each of
the nine jamming patterns, 200 samples are randomly selected at each JNR value to form
the test set. It is important to note that the training set, validation set and test set for the
known patterns samples are mutually exclusive and do not overlap with each other.

Figures 4–6 show the curves of cross-entropy loss Lce, central loss Lcl and reconstruc-
tion loss Lre of the proposed RACE-OWR algorithm with the number of iterations. It can
be seen from the figures that the three losses are gradually decreasing and converging
after the epoch exceeds 50, which illustrates the effectiveness and the fast convergence
and low complexity of the algorithm. In the convergence stage, the reconstruction loss
approaches approximately 0.274, which indicates that the features extracted by the network
designed in this paper can effectively represent the original signal and further provide a
guarantee for unsupervised classification. The cross-entropy loss converges to 0.82, which
contributes to the separation of different patterns, while the central loss converges to 0.12,
which contributes to the aggregation of samples from the same pattern.
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Figure 6. Reconstruction loss.

4.4. Impact of Different Combinations of Unknown Patterns on Classification Performance

In order to investigate the influence of different combinations of unknown patterns on
the algorithm’s classification performance, we conducted experiments by randomly select-
ing two jamming patterns from the dataset as unknown patterns. We define two metrics
for evaluation: true known rate (TKR) and true unknown rate (TUR). TKR is calculated
as TK/K, and TUR is calculated as TU/U, where TK and TU represent the number of
correctly identified samples from known and unknown patterns, respectively, while K and
U represent the total number of samples from known and unknown patterns. For ease of
comparison, we ensure that the test set’s JNR is consistent with the training set, ranging
from 12 to 18 dB. The experimental results are summarized in Table 3. From the table, it
can be observed that at higher JNR values, the algorithm effectively distinguishes between
known and unknown patterns, validating the efficacy of our proposed approach. However,
under the three combinations tested, neither TKR nor TUR could reach 1. This indicates
that some samples from the known patterns are misclassified as unknown, and vice versa.

Table 3. Performance with different unknown pattern combinations.

Indicator
Unknown Patterns

RNJ, HFJ AMJ, PGJ RNJ, NLSFJ

Average accuracy 0.957 0.965 0.978

TKR 0.966 0.982 0.994

TUR 0.999 0.999 0.995

4.5. Impact of λc on Algorithm Performance

The value of Θc, which determines the proportion of jamming signal samples classified
as known or unknown patterns, is influenced by the value of λc. In Section 3.2.1, Θc is
defined as Θc = λc × 3

√
NΩ, where NΩ is a constant representing the dimension of the

matrix. Therefore, this section investigates the impact of λc on the algorithm’s performance.
Since TKR and TUR cannot both increase with the increase in λc, a weighted true rate
(WTR) [39] is defined to balance these two metrics, i.e., WTR = ξ × TKR + (1− ξ)× TUR,
where ξ is a balancing factor set to 0.5 , indicating equal importance given to TKR and
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TUR. Figure 7 shows the curves of TKR, TUR, and WTR as λc varies. It can be observed
that as λc increases, TKR increases while TUR decreases. This is because as λc increases,
the value of Θc increases, so more samples are discriminated as known jamming patterns
and fewer samples are discriminated as unknown jamming patterns. The value of WTR
initially increases and then decreases with the increase in λc, reaching its maximum at a
value of approximately 0.5∼0.7.
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Figure 7. The impact of λc on recognition rate.

4.6. Ablation Study

In this research, we conduct an ablation study to comprehend the individual contri-
butions of component loss functions in the context of the RCAE-OWR learning model.
By systematically eliminating specific component loss functions, we investigate their im-
pact on the overall performance. The experimental findings, as summarized in Table 4,
reveal crucial insights into the significance of each loss function. Notably, the removal of
Lce (Cross-Entropy Loss) leads to the most substantial performance degradation, resulting
in an accuracy of 95.1%. These results underscore the paramount role played by the cross-
entropy loss in the learning process, surpassing the influence of the other two component
loss functions, namely, Lre and Lct. Furthermore, we observe that the incorporation of Lre
enhances the accuracy by 3.3%. This improvement can be attributed to the ability of Lre to
preserve essential semantic features, thereby facilitating the differentiation between known
and unknown patterns. Additionally, the utilization of the center loss function, Lct yields a
minor enhancement in our learning model’s performance.

Table 4. Ablation study on RCAE-OWR. Lce: cross entropy loss. Lcl : center loss. Lre: reconstruc-
tion loss.

Variant True Rate

RCAE-OWR(Lce,Lcl and Lre) 0.995
without Lce 0.951
without Lcl 0.982
without Lre 0.962

4.7. Open set Recognition Performance

When Nc is set to 7 as well as PGJ and NLSFJ as unknown patterns, the accuracy of the
RCAE-OWR algorithm for the seven known jamming patterns and the detection rate for
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the two unknown jamming patterns are shown in Figure 8. It can be observed that as the
JNR increases, the recognition rates for various patterns of jamming also increase.This is
because with a higher JNR, the signal becomes cleaner, and the extracted features become
more discriminative. When the JNR is below −2 dB, the various jamming signals are
submerged in the noise, and the extracted semantic features are not sufficient to separate
them. As a result, samples of known jamming patterns are often recognized as samples
of unknown jamming patterns, leading to a higher detection rate for unknown jamming
patterns compared to known jamming patterns.
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Figure 8. Open set recognition of RCAE-OWR.

Table 5 presents the accuracy of the RCAE-OWR algorithm and the supervised-based
algorithm based on seven known jamming patterns when the JNR is set to 10dB. For a fair
comparison, the network structure of the supervised-based algorithm is consistent with
the encoder of the RCAE-OWR network in this paper. The difference lies in the fact that
the supervised-based algorithm directly outputs the probabilities of the seven jamming
patterns as the recognition results, while RCAE-OWR does not have prior knowledge
of the specific number of patterns. Therefore, Algorithm 2 is used for jamming pattern
recognition in RCAE-OWR. As the supervised-based algorithm is designed for closed-
set recognition, it achieves higher detection rates. On the other hand, the RCAE-OWR
algorithm is designed for open-set recognition, which means that known jamming patterns
can be wrongly recognized as unknown jamming patterns, and unknown jamming patterns
can be misclassified as known jamming patterns. As a result, the recognition rate of
RCAE-OWR is lower than that of the supervised-based algorithm.

Table 5. Comparison of detection performance between two algorithms.

Method RNJ AMJ FMJ CJ PMJ LSFJ HFJ

supervised 98% 100% 99% 95% 92% 98% 95%
RCAE-OWR 96% 100% 98.5% 93.5% 89% 97.5% 90.5%

The confusion matrix of RCAE-OWR for known jamming patterns and unknown
jamming patterns is shown in Figure 9 when JNR is set to 18 dB. It can be observed from
the figure that almost all samples are correctly classified into their respective patterns. This
is because with higher levels of jamming, the extracted signal features better represent
the original signal, resulting in increased intra-class cohesion and expanded inter-class
separation. However, it is also evident that there are cases where known jamming patterns
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are recognized as unknown jamming patterns, and vice versa. Therefore, our algorithm
needs to ensure a high detection rate for unknown jamming patterns while minimizing the
impact on the recognition of known jamming patterns.

Figure 9. RCAE-OWR open set recognition results when JNR = 18 dB.

4.8. Analysis of Unknown Jamming Patterns Recognition Performance in RCAE-OWR

To evaluate the recognition performance of RCAE-OWR for unknown jamming pat-
terns, Precision, Recall, and F1 are introduced as performance metrics [6]. Precision repre-
sents the ratio of the number of correctly classified samples to the sum of correctly classified
samples and incorrectly classified samples. Recall represents the ratio of the number of cor-
rectly classified samples to the total number of samples. F1 is defined as the harmonic mean
of Precision and Recall, given by F1 = 2× Precision× Recall/(Precision + Recall) [40].

4.8.1. Performance Comparison of Different Methods

In order to validate the effectiveness of our proposed RCAE-OWR, two other OWR-
based methods, IOmSVM [41] and SNN-OWR [35] are implemented for comparison.
The features extracted in the IOmSVM method are referenced from [12]. We utilize Open-
ness [42] to measure the complexity of the open world task to describe the weight of the
number of unknown patterns. Openness is defined as :

Openness = 1−

√
Ntrain

Ntest
(27)

where Ntrain denotes the number of patterns contained in the training set and Ntest denotes
the number of patterns contained in the test set. When the Openness is 0 , the task will
move to closed-set recognition. In this paper, we set Ntest to 9 and keep changing the value
of Ntrain for experiments; F1 score is used to measure the performance of the algorithm
and the results are shown in Figure 10. From the figure, it can be seen that as the Openness
increases, the classification accuracy of the three methods decreases, which is attributed
to the fact that more information about unknown patterns is fed into the model, posing a
serious challenge to the classification of the model. Meanwhile, RCAE-OWR has the highest
recognition accuracy at the same Openness, e.g., when the Openness is 0.25, the average F1
score of RCAE-OWR is 4.29% and 10.26% higher than that of SNN-OWR and IOmSVM,
respectively.
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Figure 10. F1 scores against varying Openness under different methods.

Figure 11 illustrates the performance of the three methods as the JNR varies, with Nu
set to 3. Notably, the detection performance of all three methods exhibits improvement as
JNR increases, and the differences in F1 scores diminish with higher JNR values. Among the
three OWR-based methods, RCAE-OWR stands out with the highest classification accuracy,
particularly at low JNR. For instance, when the JNR is 8 dB, the average F1 score of
RCAE-OWR surpasses that of SNN-OWR and IOmSVM by 6.85% and 12.23%, respectively.
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Figure 11. F1 scores against JNR under different methods.

Table 6 presents the offline training time and online recognition time of the three
methods. It can be observed from the table that the IOmSVM method has the shortest
training time, and likewise the recognition accuracy is the worst within the three methods.
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Both SNN-OWR and RCAE-OWR require longer training times; however, once the models
are trained effectively, they still achieve real-time jamming recognition.

Table 6. Runtime (in seconds) of different methods.

Method Offline Training Online Recognition

IOmSVM 753 0.0075
SNN-OWR 1506 0.0071

RCAE-OWR 1427 0.0062

4.8.2. Impact of Unknown Patterns on RCAE-OWR Performance

To investigate the influence of the number of unknown jamming patterns on the
algorithm’s recognition performance, we randomly selected two, three, four, five and six
kinds of patterns out of the nine kinds of jamming patterns as unknown jamming patterns,
while the remaining patterns were considered known jamming patterns. The experimental
results are presented in Table 7, with JNR set to 12 dB. From the table, it can be observed
that as the number of unknown jamming patterns decreases, the algorithm’s detection
performance improves, as indicated by an increase in the F1 score. For example, when the
number of unknown jamming patterns is reduced from four to two, the average F1 score
increases by 0.070. However, when the number of unknown patterns surpasses the number
of known patterns, it poses a challenge to the algorithm’s detection performance. For ex-
ample, when increasing the number of unknown patterns from four to five, the average
F1 score decreases by 0.174.

Table 7. Effect of Unknown jamming patterns on RCAE-OWR Performance.

Number of Patterns Pattern Precision Recall F1

2 Pattern 1 0.941 0.964 0.952
Pattern 2 0.979 0.940 0.959

3
Pattern 1 0.916 0.940 0.927
Pattern 2 0.929 0.928 0.928
Pattern 3 0.922 0.900 0.910

4

Pattern 1 0.861 0.930 0.894
Pattern 2 0.907 0.920 0.913
Pattern 3 0.912 0.820 0.863
Pattern 4 0.909 0.841 0.873

5

Pattern 1 0.841 0.724 0.778
Pattern 2 0.781 0.696 0736
Pattern 3 0.701 0.680 0.690
Pattern 4 0.623 0.713 0.663
Pattern 5 0.542 0.692 0.692

6

Pattern 1 0.779 0.598 0.677
Pattern 2 0.712 0.545 0.613
Pattern 3 0.603 0.536 0.567
Pattern 4 0.481 0.533 0.505
Pattern 5 0.365 0.452 0.402
Pattern 6 0.243 0.405 0.301

4.8.3. Recognition Performance of RCAE-OWR for Unknown Jamming Patterns

The recognition rates of RCAE-OWR for unknown jamming patterns with JNR of
4∼14 dB are shown in Figure 12. It can be observed from the graph that when the number
of unknown jamming patterns is fixed, the average F1 score increases with the increase in
JNR. This is because at lower JNR levels, a large number of known jamming patterns are
incorrectly classified as unknown, resulting in poor classification performance. As the JNR
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increases, the characteristics of different jamming signals become more distinct, and the
samples of known patterns wrongly classified as unknown patterns decrease, leading
to improved performance in classifying unknown patterns. Additionally, at lower JNR
levels, there is a significant difference in the average F1 score among the three different
jamming patterns. However, as the JNR increases, this difference decreases. For example, at
JNR = 4 dB, the average F1 score for two unknown patterns is 0.3 and 0.65 higher than that
for three and four unknown patterns, respectively. At JNR = 10 dB, the average F1 score
for two unknown patterns is 0.08 and 0.15 higher than that for three and four unknown
patterns, respectively. This also highlights the importance of improving the JNR of the
dataset as a prerequisite and guarantee for open world recognition of radar jamming signals.

4 5 6 7 8 9 10 11 12 13 14

JNR/dB

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

A
v
e
ra

g
e
 F

1
/%

N
u
=2

N
u
=3

N
u
=4

Figure 12. Recognition performance of RCAE-OWR for different unknown jamming patterns.

4.8.4. Performance of RCAE-OWR for Unknown Patterns under Different Combinations

To investigate the influence of JNR on the algorithm’s performance with varying
combinations of unknown patterns, we randomly extract three or four kinds of signals from
the dataset to form the unknown patterns set, while the remaining are considered as known
patterns for experimental evaluation. The results of these experiments are presented in
Figure 13. From the figure, it can be seen that as the JNR increases, the overall classification
accuracy also improves; this is because as the JNR increases, the signal is less affected by
noise and is more discriminative. Notably, when the number of unknown patterns is fixed,
the classification accuracy consistently increases with higher JNR values. Additionally,
regardless of the specific combination of unknown patterns data sets, the classification accu-
racy exhibits minimal variation under the same JNR condition, highlighting the robustness
of the RCAE-OWR algorithm.
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Figure 13. Performance under different unknown patterns.

5. Conclusions

In this study, we addressed the problem of open world recognition for radar jamming
signals. Leveraging the idea of zero-shot learning, we proposed an open world recognition
method called RCAE-OWR based on residual autoencoders. This method utilizes the
features extracted by the encoder network to form the semantic centers of known jamming
patterns. Then, a distance-based approach is proposed to classify known and unknown
jamming patterns. Experimental results demonstrate that the RCAE-OWR algorithm can
effectively recognize unknown jamming patterns, especially under high JNR. Although the
proposed RCAE-OWR algorithm has demonstrated excellent classification performance in
suppression jamming signals, there are still some limitations and drawbacks to address.
For instance, this paper focused only on common jamming signals, while there are other
jamming patterns, such as agile noise jamming and deceptive jamming. In the future, these
patterns should be incorporated into our method. Additionally, deep learning has been
widely applied to intelligent radar jamming signal recognition with a balanced training set.
However, in most cases, an imbalanced training set is inevitable. Therefore, considering
open world recognition of radar jamming under class-imbalanced conditions will be a
challenging yet valuable task in future research.
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Appendix A

Appendix A.1

Lemma A1. Assuming the∇θ Lce,∇θ Lcl and∇θ Lle are gradients of Lce, Lcl and Leε, respectively,
then there is:

∇θ L = ∇θ Lce + λcl∇θ Lcl + λre∇θ Lre

=
1
M

(
∑

i
(S(E(xc

i ))− yc
i ) + ∑

i
E(xc

i )− zc
yc

i
+ ∑

i
x̃c

i − xc
i

)
(A1)

Proof. because L = Lce + λcl Lcl + λreLre,∴ ∇eL can be notated as:

∇θ Lt = ∇θ Lce + λrl∇θ Lkl + λct∇θ Lct (A2)

Notice that Lce = − 1
M

M
∑

i=1
Lce(yi, ŷi), where Lce(yi, ŷi) =

Nc
∑

j=1
yc

i,j log(ŷc
i,j), Let

u = [u1, u2, . . . , uNc ] denote the output vector of the last layer of the network. After softmax

operation, u yields ŷi. That is, ŷj
i = S

(
E
(
xc

i
))

j =
euj

∑k euk . where S(·) represents the soft-

max operation, and S(E(xi))j and uj are the j-th elements of S
(
E
(
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i
))

and u, respectively.
According to the chain derivative rule:
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We have:
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Hence, ∂Lce
∂u can be rewritten as:
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therefore, ∂Lce
∂u = S

(
E
(
xc

i
))
− yc

i , according to Lce = − 1
M ∑M

i=1 Lce(yi, ŷi), we have:

∂Lce

∂u
=

1
M ∑

i
S(E(xc

i ))− yc
i (A5)

Similarly, ∂Lcl
∂u = ∂Lcl

∂E(xc
i )

, and Lcl =
1
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2
, we have:
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Similarly,
∂Lre

∂u
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(
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In summary, it can be concluded that:

∇θ L = ∇θ Lce + λcl∇θ Lcl + λre∇θ Lre

=
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