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Abstract: Coal-fired power plants, as major anthropogenic CO2 emission sources, constitute one of the
largest contributors to global greenhouse gas emissions. Accurately calculating the dispersion process
of CO2 emissions from these point sources is crucial, as it will aid in quantifying CO2 emissions
using remote sensing measurements. Employing the Lagrangian Particle Dispersion Theory Model
(LPDTM), our study involves modeling CO2 diffusion from point sources. Firstly, we incorporated
high-resolution DEM (Digital Elevation Model) and artificial building elements obtained through
the Adaptive Deep Learning Location Matching Method, which is involved in CO2 simulation.
The accuracy of the results was verified using meteorological stations and aircraft measurements.
Additionally, we quantitatively analyzed the influence of terrain and artificial building characteristics
on high spatial resolution atmospheric CO2 diffusion simulations, revealing the significance of surface
characteristics in dispersion modeling. To validate the accuracy of the LPDTM in high-resolution
CO2 diffusion simulation, a comparative experiment was conducted at a power plant in Yangzhou,
Jiangsu Province, China. The simulated result was compared with observation from aerial flights,
yielding the R2 (Correlation Coefficient) of 0.76, the RMSE (Root Mean Square Error) of 0.267 ppm,
and the MAE (Mean Absolute Error) of 0.2315 ppm for the comparison of 73 pixels where the
plume intersected with flight trajectories. The findings demonstrate a high level of consistency
between the modeled CO2 point source plume morphology and concentration quantification and
the actual observed outcomes. This study carried out a quantitative assessment of the influence of
surface features on high-resolution atmospheric CO2 point source diffusion simulations, resulting
in an enhanced accuracy of the simulated CO2 concentration field. It offers essential technological
and theoretical foundations for the accurate quantification of anthropogenic CO2 emissions using
top-down approaches.

Keywords: CO2 point source; the Lagrangian Particle Dispersion Theory Model; the Adaptive Deep
Learning Location Matching Method; high-resolution DEM and artificial building elements; wind
field distribution; CO2 plume morphology; aerial flight observations

1. Introduction

Atmospheric CO2, as the primary anthropogenic greenhouse gas, exhibits the highest
concentration and emissions in the atmosphere, constituting about 76% of the total green-
house gas emissions. It serves as a major driving force behind global climate change [1].
According to the 2018 compilation of sectoral greenhouse gas emissions, approximately 34%
of global anthropogenic CO2 emissions originate from the energy sector, while 24% come
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from the industrial sector. These emissions in these sectors mainly result from power plants
and industrial combustion facilities [2,3]. Effectively dealing with the environmental issues
resulting from major emitting industries is crucial for achieving sustainable development
and mitigating global climate change. Therefore, accurately quantifying CO2 point source
emissions from enterprises will directly impact the quality and reliability of greenhouse gas
emission inventories. It will also contribute to a better understanding of human activities’
impact on the climate and provide scientific evidence for the development of effective CO2
emission reduction strategies at the national and regional levels.

Satellite remote sensing has become a principal technique for acquiring global atmo-
spheric CO2 concentration data. Currently, Japan, the United States, and China have each
launched satellites equipped with the capability to observe atmospheric CO2, making sig-
nificant contributions to the global scientific community [4–8]. During the column-averaged
dry-air mole fractions of CO2 (XCO2) retrieval, the accuracy and reliability of the results
are affected by factors such as the spectrometer’s resolution and signal-to-noise ratio, as
well as atmospheric aerosols, clouds, and surface reflection characteristics [9,10]. Incorpo-
rating known a priori knowledge can improve the precision and reliability of the retrieval
results. Nevertheless, improper initialization can lead to inaccurate retrieval results, or
the iterative algorithm failing to converge [11]. Laughner et al. [12] demonstrated that
the prior CO2 profile in the GGG (applied to Bruker 125HR in Total Column Observing
Network) retrieval algorithm has a significant impact on the retrieval results. Compared to
the AirCore observation profile, based on the newly constructed GGG2020 prior profile
relative to the GGG2014 version, participating in the TCCON gas retrieval calculation, the
XCO2 retrieval accuracy has achieved a 54.5% improvement. Achieving a 1% increase in
XCO2 retrieval accuracy requires that the initial atmospheric CO2 data accuracy be at least
2% higher [13]. With the continuous improvement of atmospheric CO2 satellite observation
technology, greenhouse gas monitoring satellites are progressively contributing to global
carbon inventory verification, carbon flux monitoring, and the precise quantification of
anthropogenic carbon emissions. To fulfill these objectives, satellite payload systems are
required to provide wide-swath imaging, high-resolution, and high-precision observa-
tion and retrieval capabilities, including the ability to provide surface-distributed initial
values. Landgraf et al. [14] and Malina et al. [15] achieved a 40~45% improvement in
retrieval accuracy by incorporating detailed emission information and diffusion distri-
bution related to CH4 emission sources, highlighting the critical role and significance of
surface-distributed initial values. Thus, adequately considering the spatial distribution of
emission sources, such as coal-fired power plants and cement factories, during the retrieval
process contributes to enhancing the accuracy of remote sensing greenhouse gas retrievals.
The availability of surface-distributed initial values depends on CO2 emission simulations.

The atmospheric diffusion model is a physical and mathematical model used to
study the transportation, diffusion, and deposition processes of atmospheric emissions,
simulating the atmospheric environment and estimating changes in the concentration of
pollutants during propagation. Considering the fluid reference system, the Lagrangian and
Eulerian reference frames are two commonly used methods to describe fluid movement and
are widely applied in box models, Gaussian plume models, and puff models. Holmes and
Morawska [16] compared various types of box models, Gaussian models, Lagrangian, and
Eulerian in the atmospheric aerosol particle diffusion results, pointing out that each model
has its unique application scenario, depending on the scale of the study, the complexity of
the environment, and the required gas pollutant concentration parameters. Box models
such as AURORA (Air Quality Modelling in Urban Regions using an Optimal Resolution
Approach) and CPB (Canyon Plume Box) are suitable for simplified scenarios, while more
complex CFD (Computational Fluid Dynamics) models such as ARIA Local and MISKAM
(Microscale flow and dispersion model) are better suited for intricate environments. Some
models also integrate aerosol dynamics to simulate particle behavior more accurately in the
atmosphere. In general, selecting an appropriate model depends on the specific research
requirements and conditions. Oettl et al. [17] and Stohl et al. [18], by comparing Eulerian
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and Lagrangian models, found that the Eulerian model is more suitable for simulating wind
fields, while the Lagrangian model is more suited for tracing the diffusion and trajectory of
atmospheric pollutants. This distinction is closely related to the spatial reference frame each
uses, with the Eulerian model using a fixed frame to describe fluid properties, focusing
on fluid changes at specific spatial points, while the Lagrangian model employs a moving
frame to track changes in fluid particle properties over time. In recent years, due to
the advancement of carbon assessments in various countries mentioned in the United
Nations Framework Convention on Climate Change (UNFCCC), research on atmospheric
greenhouse gas CO2 diffusion simulations has been on the rise. Models such as GEOS-
Chem (the Goddard Earth Observing System with chemistry), WRF-Chem (the Weather
Research and Forecasting model coupled with Chemistry), FLEXPART (FLEXible PARTicle
dispersion model), STILT (the Stochastic Time-Inverted Lagrangian Transport model), LES
(Large-Eddy Simulation), HYSPLIT (The Hybrid Single-Particle Lagrangian Integrated
Trajectory model), and CALPUFF (California Puff Model) are extensively applied at global,
regional, and factory scales, with varying capabilities and scopes [19–25]. Callewaert
et al. [20], using the WRF-Chem model, analyzed atmospheric observation data on Réunion
Island in the Indian Ocean, delving deeply into the factors influencing observed CO2,
CH4, and CO concentration changes in the region. WRF-Chem accurately simulated local
meteorological data, especially temperature data, and the apparent CO2 diurnal cycle
observed in Saint-Denis was mainly influenced by local assumed emissions, boundary
layer dynamics, and nighttime wind speed patterns, with WRF-Chem’s overestimation of
wind speeds leading to an underestimation of nighttime CO2 accumulation. Hu et al. [22],
applying WRF-STILT to simulate CO2 concentrations over cornfields in the U.S. in 2008,
found that the model captured CO2′s strong seasonality and diurnal variations. Comparing
simulation results with the EDGAR emission inventory and Carbon Tracker NEE flux data,
they identified WRF-STILT’s overestimation of fossil fuel emissions and underestimation of
NEE. Brunner et al. [26] conducted a comparative analysis of six atmospheric CO2 transport
models. Their findings revealed that Large Eddy Simulation (LES), mesoscale numerical
weather prediction (NWP), and Lagrangian Particle Dispersion Model (LPDM) can simulate
CO2 at various spatial resolutions ranging from >50 km to 0.2–2 km. While LES and NWP
demonstrated good consistency in kilometer-level simulations, their agreement with CO2M
simulation data deteriorated at meter-level resolutions. In contrast, LPDM showed higher
agreement with simulated CO2M data, particularly for higher spatial resolutions, and
exhibited lower emission intensity errors compared to the other five models, underscoring
the necessity of careful model selection in the simulation process. Choosing the appropriate
atmospheric CO2 diffusion model will contribute to higher precision in CO2 simulations
and fully harness the model’s capabilities. Among them, the Lagrangian model is more
suitable for simulations under high-resolution conditions.

Atmospheric CO2 transport models can be used to simulate and quantify the disper-
sion patterns of CO2 emissions from enterprises. However, due to factors such as wind
variability, emission fluctuations, or other unpredictable elements, there can be uncertain-
ties in the simulation results. Cusworth et al. [27] and Guanter et al. [28] conducted CO2
emission measurements of 17 thermal power plants using PRISMA (PRecursore IperSpet-
trale della Missione Applicativa) airborne observations, achieving a spatial resolution of
30 m. Through quantitative CO2 emission estimation, they obtained an average discrepancy
in carbon emission intensity estimation ranging from 21% to 75% for these power plants.
The analysis revealed that the discrepancies in estimation primarily stem from wind direc-
tion, wind speed, prior emission factors, and CO2 dispersion models. The experimental
results indicated that the average error introduced by CO2 diffusion and transport itself is
21%. Wind direction, wind speed, prior emission factors, terrain, and surface characteristics
are closely interrelated with atmospheric CO2 diffusion simulations. These factors exert
a considerable influence on the precision of model simulation results. Based on Euro-
pean CO2M (Copernicus Anthropogenic CO2 Monitoring) mission, Zheng et al. [29] and
O’Brien et al. [30] used WRF-Chem to perform spatial distribution simulations of CO2 and



Remote Sens. 2023, 15, 4518 4 of 32

CH4. They compared the simulation results with observations from the GOSAT (Green-
house gases Observing SATellite) and OCO-2 (Orbiting Carbon Observatory-2) satellites
and found that wind speed errors are directly related to the differences in CO2 and CH4
simulation results. Furthermore, their quantitative investigation of the influence of wind
direction and speed on the diffusion process indicated that a 1% wind speed bias, when the
wind speed exceeds 10 m/s, can cause a 2.8% difference in emission intensity estimation.
Conversely, when the actual wind speed is below 5 m/s, a 1% wind speed bias results in
a 0.7% emission estimation discrepancy, underscoring the particular importance of wind
speed data accuracy for simulation precision. Under high spatial resolution conditions,
the variations in terrain elevations and surface architecture introduce complexity into the
surface morphology, thereby altering the spatial distribution of the wind field [31,32]. As
this changed wind field distribution serves as the driving force for dispersion, it inevitably
leads to variations in the spatial distribution and CO2 intensity. Consequently, this impacts
the estimation of CO2 plume distribution and further influences its utility as an initial value
or in other carbon emission estimation activities during remote sensing retrievals. The
complexity of surface features in high spatial resolution scenarios necessitates the use of
simplified methods in current CO2 diffusion simulations, inevitably resulting in a decline
in simulation accuracy. Considering the growing demand for carbon emission estimation
and the technological trend towards high-resolution approaches, a comprehensive consid-
eration of surface effects and an enhancement in simulation accuracy become indispensable
prerequisites for future remote sensing and other monitoring technologies.

With the increasing demand for higher precision XCO2 retrieval and accurate es-
timation of carbon dioxide emissions from industrial point sources, driven by the new
generation of greenhouse gas detection satellites, this study explores high spatial resolution
simulation of atmospheric CO2 diffusion. Considering the significant role of wind fields
as reflected in the application example and considering the influence of surface features
on the wind field, we based our research on the Lagrangian particle dispersion theory. We
incorporated high-resolution topographic and urban artificial buildings feature data using
a deep learning-based adaptive location matching algorithm. Our primary focus was on
exploring the relationship between surface features and wind fields under high spatial reso-
lution conditions and their impact on atmospheric CO2 diffusion. To validate the precision
of the location matching method and high spatial resolution simulation of atmospheric
CO2 emissions, this research conducted experimental observations using ground-based
measurements from the photoacoustic spectroscopy multi-gas analyzer (Gasera One, Duke
technology Co., Ltd., Wuhan, China) at Anhui Wanneng Power Plant in Hefei, Anhui
Province, China, and airborne observations from SHIS (Spatial Heterodyne Imaging Spec-
troscopy) at China Huadian Power Plant in Yangzhou, Jiangsu Province, China. These
experiments served to further assess the accuracy of the location matching method and
model simulations.

2. The Lagrangian Particle Dispersion Model

Gas emissions involve the dispersion of emitted substances in the atmosphere, consid-
ering both temporal and spatial aspects. The diffusion process of emissions is influenced
by multiple factors, including atmospheric environmental conditions, the properties of
the emitted substances, and the terrain and topography. Currently, the commonly utilized
models to understand atmospheric dispersion patterns encompass the Lagrangian model,
Gaussian model, three-dimensional numerical simulation model, and box model [33–36].
The Lagrangian model, as an atmospheric dispersion model, is based on the Lagrangian
method, which involves simulating and tracking the trajectories of gas particles to cal-
culate their time and spatial probability distributions for predicting gas dispersion and
transport behavior. It possesses unique features, such as the ability to simulate concen-
tration variations in non-uniform and non-steady meteorological conditions, and is not
constrained by assumptions of homogeneity, steadiness, or terrain limitations. The model
can handle both advection and turbulence effects, accurately describing the fine variations
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in emission processes. In this study, which primarily focuses on high spatial resolution
CO2 point source diffusion patterns, the Lagrangian model is deemed to be highly suitable
as a simulation tool [37].

The Lagrangian atmospheric dispersion model is based on several fundamental hy-
potheses. Firstly, the model assumes that the atmosphere consists of gases composed of
countless tiny particles that adhere to Newton’s laws of motion. Secondly, it postulates
that the flow and mixing in the atmosphere are predominantly driven by turbulent vor-
tices. Lastly, the model assumes that the CO2 transport in the atmosphere is influenced
by various factors, such as turbulence, atmospheric stability, and surface characteristics.
Mathematically, the model represents the motion of gas molecules using a system of dif-
ferential equations and utilizes their solutions to calculate the positions and velocities of
gas particles. While performing calculations, the model considers elements such as wind
speed, wind direction, terrain, land use types, and other factors to predict the behavior of
gas dispersion and transport in the atmosphere [38,39].

In the Lagrangian atmospheric dispersion model, the basic concentration equation for
each receptor point is given by:

C =
Q

2πσxσy
g exp

(
− d2

a
2σ2

x

)
exp

(
− d2

c
2σ2

y

)
(1)

g =
2

σz
√

2π
∑∞
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[
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2σ2
z

]
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where C represents ground-level gas concentration in units of g/m2, Q stands for the source
emission rate, σx, σy, and σz are the dispersion coefficients, da is the downwind distance,
dc is the crosswind distance, He denotes the effective height, h represents the mixing layer
height, and g is the Gaussian plume vertical term, addressing multiple reflections between
the mixing layer and the ground. Furthermore, during the dispersion simulation, it is
necessary to consider both the horizontal and vertical dispersion coefficients, i.e., σy and σz,
which are given by:

σ2
yn
(
∆ξy

)
= σ2

yt
(
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)
+ σ2

ys + σ2
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σ2
zn(∆ξz) = σ2

zt(∆ξzn + ∆ξz) + σ2
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where ξyn and ∆ξzn represent the virtual source parameters when ∆ξ = 0, σyn and σzn
are the horizontal and vertical dispersion coefficients at a specified location during atmo-
spheric dispersion process, σyt and σzt are the dispersion coefficients formed by atmospheric
turbulence represented by σy and σz, σyb and σzb are the horizontal and vertical disper-
sion components generated by buoyancy-included lift during the dispersion process, and
σys represents the lateral dispersion component produced by lateral diffusion from the
surface source.

The Lagrangian atmospheric dispersion model requires the simulation of numerous
gas particle trajectories, and it does not restrict the distribution of particle positions to grid
cells. Consequently, it can capture fine distributions that are beyond the capabilities of
grid-based transport models. When computational resources are abundant, the model can
achieve high spatial resolution for simulating the atmospheric CO2 dispersion. Additionally,
it can simulate the non-uniform CO2 spatial distribution, including both horizontal and
vertical diffusion, and can produce dispersion results for CO2 plumes within intermediate
scales, ranging from a few dozen to several hundred kilometers [40]. Furthermore, the
model considers non-steady-state conditions, including low wind speeds, circulation,
topography, and coastal effects, and provides accurate simulation parameters.

The complexity of the underlying surface has always been one of the main challenges
in numerical simulations. Mesoscale models often use terrain-following coordinates to
describe complex terrain. However, most mesoscale models have limited capabilities in
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handling complex terrain, especially when the terrain is too steep (e.g., slope greater than
60◦), resulting in difficulties in achieving stable and convergent numerical solutions [41,42].
In urban areas, the complexity of the underlying surface is even more pronounced due
to the presence of artificial buildings, which adds further intricacies to the geometric
characteristics of the underlying surface.

The Lagrangian atmospheric dispersion model based on complex terrain diffusion
model utilizes grid nesting to simulate the impact of small-scale complex terrain on the
ground-level CO2 concentrations [43,44]. It mainly involves the following three steps:

1. Adjusting the wind field based on large-scale terrain.
2. Precisely simulating the interaction between CO2 plume and terrain under conditions

where the large-scale wind field has minimal impact.
3. Simplifying the interaction between CO2 plume and terrain (including both large and

small-scale terrain features). This involves employing streamline-layering estimation
for plume deviation caused by complex subgrid-scale terrain, using plume trajectory
coefficient adjustment method and stress-adjustment method to simplify parameter
adjustments for plume height changes due to terrain, plume collision with mountains,
and the effect of increased diffusion coefficients.

The ground-level concentration (GLC) at the mountain receptor points above streamline-
layering height (Hd) is related as follows:

GLCH =
Q

t2 − t1

Fy(tR)Fz(tR)

4πµσzeσye

{
er f

(
t2 − t1√
2σye/µ

)
− er f

(
t1 − tR√
2σye/µ

)}
(5)

where Q represents the total mass of emissions in the CO2 plume from time t1 to t2, tR
is the diffusion time from the source to the receptor point, Fy and Fz are the vertical and
horizontal dispersion functions, respectively, µ is the mean wind speed at the plume center
height, and σze and σye are the vertical and horizontal dispersion coefficients influenced by
the complex terrain at time tR.

The concentration at the receptor points below the directional-layering height (Hd) is
given by the following relationship:

GLCL =
Q

t2 − t1

Fy(tR)Fz(tR)

4πµσzσy

{
er f

(
t2 − tR√

2σy/µ

)
− er f

(
t1 − tR√

2σy/µ

)}
(6)

where the vertical (σz) and horizontal (σy) dispersion coefficients at time tR are different
from the formula above Hd. Below Hd, the variation in dispersion rates caused by the
terrain is relatively small.

Surface characteristics play an important role in the simulation of atmospheric CO2
dispersion. Variations in terrain height and the distribution of artificial building directly
influence the airflow patterns, thus significantly impacting CO2 dispersion. Accurately
assessing the sensitivity of surface characteristics is of great significance for optimizing
model parameterization, improving prediction accuracy, and gaining a deeper understand-
ing of CO2 transport mechanisms. Therefore, this study combines the capabilities of the
Lagrangian particle dispersion theory for high spatial resolution and complex surface
feature simulations. Through parameter sensitivity analysis and perturbation methods, we
quantify the contributions of surface characteristics in the model and further elucidate their
importance in the simulation.

3. Sensitivity Analysis of Surface Characteristics for CO2 Dispersion

In the process of atmospheric CO2 dispersion, it is primarily influenced by factors such
as wind speed, wind direction, and surface characteristics [45], where surface characteristics
mainly include variations in terrain features and changes in land use types. Surface
undulations contribute to the alterations in driving wind speed and wind direction, jointly
affecting the CO2 transport and distribution in the atmosphere. While land use types alter
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CO2 distribution through source-sink effects [46], they can be neglected in this study, which
focuses on short-term processes of CO2 point source dispersion.

The characteristics of surface undulations vary under different spatial resolutions.
Figure 1 illustrates the changes in the digital elevation model (DEM) of the surface under
different spatial resolutions. The data were obtained by analyzing six different resolutions,
including 1 km, 500 m, 100 m, 50 m, 30 m, and 10 m, along the blue line in Figure 1a. It
is evident that as the spatial resolution increases, the differences in surface undulations
become more pronounced, with neighboring pixels exhibiting larger variations in surface
elevations. This significant variation in surface elevations at higher spatial resolutions
indicates a stronger influence of surface undulations on wind speed and wind direction.
On the other hand, at lower resolutions, the impact of terrain is less prominent due to the
region’s average effect.
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In the high-resolution Lagrangian particle dispersion model, the DEM data were used
as the sole input parameter for surface elevation variation. However, since the DEM data
only represent natural surface elevation changes and does not account for man-made struc-
tures above the surface, its ability to capture the influence of surface roughness, especially
in urban areas, is limited. Figure 2a displays the 10 m DEM data for the Paris region in
France, with its topography being represented by the green line in Figure 2c. Figure 2b
shows the building distribution in the same region, represented by the blue line in Figure 2c.
It can be observed that under high spatial resolution conditions, the influence of buildings
on surface roughness is more pronounced, leading to a larger impact on wind speed and di-
rection within the region. Therefore, in this study, since considering topography, particular
emphasis is placed on incorporating information on artificial buildings into the Lagrangian
particle dispersion model through the surface. This ensures the accuracy of both urban
surface wind fields and atmospheric CO2 diffusion simulations.

For studying the influence of artificial buildings on the wind field, three typical distri-
bution patterns were designed in this study, as shown in Figure 3a–c. All three building
layouts are designed as multi-story buildings with dimensions of 40 m × 20 m × 20 m
(length × width × height). The street canyon width and spacing between adjacent build-
ings are set at 20 m. Figure 3a corresponds to a regular 3 × 3 arrangement of buildings,
while layouts Figure 3b,c represent the second-row obstruction and the first-row obstruc-
tion, respectively, aiming to analyze CO2 diffusion paths encountering direct building
obstructions or experiencing secondary strong obstructions after entering the area. With a
westerly wind direction and a surface wind speed of 2 m/s, the vertical wind speed profiles
are derived from the typical curves provided by the National Centers for Environmental Infor-
mation (NOAA) Profiler Network (NPN) wind profile dataset, as presented in Figure 4. For
visualizing the wind field and CO2 diffusion distribution in the three layout scenarios, we
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have selected two cross-sections (profiles), labeled as A and B. Cross-section A corresponds
to the position below the building layout, while cross-section B is placed in the middle
of the building arrangement. Furthermore, we have utilized a top-down perspective and
selected three height levels at 5 m, 15 m, and 25 m.
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In Figure 5, the airflow velocity vector maps for the three layout scenarios (a–c) in
Figure 3 are displayed, observed from profiles A and B, presented in the upper and lower
rows, respectively. The surface elevation variation has a profound impact on wind speed
and direction, especially near buildings, leading to the formation of airflow vortices. The
simulation results reveal that the centers of these vortices exhibit lower flow velocities, with
an average wind speed below 1 m/s. Overall, the influence of buildings on the wind field
varies with height. With increased height, structures have less impact on the wind field,
especially outside the height of the buildings. However, within the height range of the
buildings, the wind field is significantly affected. In Figure 5, a noticeable difference in wind
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speed and direction within the wind field can be observed when comparing three layouts
(a–c) at the same height, primarily attributed to the varying obstruction patterns. The wind
field, which acts as the driving force for CO2 dispersion, shows significant changes when
impacted by the undulating terrain. Therefore, to achieve high-precision CO2 diffusion
simulation, accurate representation of the surface characteristics within the height range of
buildings is essential.
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in Figure 3c.

From a top-down perspective, Figure 6 displays the airflow velocity variations at
three heights: 5 m, 15 m, and 25 m. In the overhead perspectives (Figure 6(a1,b1,c1)
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to 5 m and Figure 6(a2,b2,c2) to 15 m) at heights below the 20 m buildings, significant
fluctuations in wind speed and direction occur around the buildings. As one moves away
from the buildings, the airflow gradually converges, and the wind direction gradually
diverges. The simulation results show that there is a significant decrease in wind speed
behind the building obstacles, with an average wind speed below 1 m/s. At different
heights, the converged airflow exhibits varying initial wind speeds, reaching a maximum
of 2.4 m/s at 5 m height and 3.0 m/s at 15 m height. When the height is increased to 25 m
in Figure 6(a3,b3,c3), which is above the designated height of the 20 m buildings, the wind
field is no longer directly influenced by the buildings. However, turbulence occurs near the
top of the buildings due to the updraft caused by the obstruction. The wind field variations
at heights of 5 m, 15 m, and 25 m show that buildings have a significant impact on the wind
field, both horizontally and vertically. Moving away from the buildings, the wind speed
and directions gradually converge and become more consistent.
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(a1,b1,c1) are the airflow velocity results at a height of 5 m for layouts (a–c), respectively; (a2,b2,c2) to
15 m height; (a3,b3,c3) to 25 m height.

Under the high-resolution modeling setting, the simulations clearly depict the distinct
effects of terrain and artificial building variations, causing substantial changes in the
spatial distribution of wind direction and speed within the airflow. The variations in
wind field, as the dominant force driving CO2 dispersion, will directly affect the changes
in the spatial distribution of CO2 plumes. Therefore, in the actual simulation process,
providing high-precision surface height feature datasets becomes a crucial technical aspect
for high-resolution CO2 point source dispersion modeling. However, due to disparities in
data sources and resolution, issues such as misalignment of geographic features often arise
during data conversion, which can adversely affect the accuracy of the CO2 simulations.

4. Data Selection and Processing

Through the earlier chapters, we performed a sensitivity analysis to explore the effects
of two surface height feature datasets, i.e., DEM and artificial buildings, on the dispersion
of atmospheric CO2 from point sources. We found that under high spatial resolution
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conditions, the variations and spatial distribution of surface height significantly influence
the changes in surface wind fields, leading to distinct differences in the spatial extent
and concentration variations of CO2 plumes. Simultaneously, we introduced the adaptive
position matching method based on deep learning framework to accurately align the
surface height information with real geographical locations, ensuring the model’s precision
and consistency.

In Figure 7, the operational process of our proposed high-resolution atmospheric CO2
dispersion model based on the Lagrangian particle diffusion theory is presented. The pro-
cess begins with input data, including the CO2 emissions inventory, surface characteristics,
and initial meteorological dataset for the simulation area. Subsequently, the model goes
through intermediate processing steps, leading to the final CO2 spatial distribution. This
result is then compared and validated against actual measurements to assess the model’s
accuracy and to validate the applicability of the surface dataset within the model.
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Figure 7. Flowchart of atmospheric CO2 dispersion simulation based on the Lagrangian particle
dispersion theory. The used Data is presented in Section 4.1, while the data processing Method is
described in Section 4.2.

Compared to existing atmospheric CO2 dispersion models based on the Lagrangian
particle dispersion theory, as illustrated in Figure 7, the surface height feature datasets
highlighted in red font in the flowchart represent the adjustments made in this study relative
to the original model. These adjustments include dataset updates and corresponding
data processing methods, corresponding to the blue and pink dashed boxes, respectively.
Specifically, Sections 4.1 and 4.2 will provide detailed explanations on the selection of the
surface data setting, data characteristics, and data processing methods.
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4.1. Data Selection
4.1.1. DEM

DEM is a digital depiction of the Earth’s surface elevation, presented in a two-
dimensional matrix format. It is obtained using technologies such as LiDAR, InSAR, and
Doppler radar, with the primary sources being the SRTM3 (Shuttle Radar Topography Mis-
sion), ASTER GDEM (Advanced Spaceborne Thermal Emission and Reflection Radiometer
Global Digital Elevation Model), and ALOS (Advanced Land Observing Satellite) datasets.

Within the process of atmospheric CO2 dispersion, the undulating terrain along the
transport path can locally affect CO2 dispersion, causing variations in CO2 concentration
distribution due to factors such as valleys and canyons, terrain-induced changes in wind
direction, and airflow alterations caused by elevation differences. DEM data can effectively
represent local terrain features at a specific resolution, enabling the extraction of abun-
dant surface morphology information, which can be utilized as topographic data in the
simulation of atmospheric CO2 dispersion. High spatial resolution terrain data are vital
in high-resolution settings, as they ensure the accurate representation of the real ground
surface. The ability of these data to provide detailed information on ground elevation
changes, mountainous areas, canyons, and other features greatly enhances the precision in
determining variations in airflow pathways, velocities, and directions. Consequently, it
better captures the complexities of atmospheric CO2 transport and dispersion dynamics.

The ALOS is a satellite developed and launched by the Japan Aerospace Exploration
Agency (JAXA) on 24 January 2006. It carries three sensors: the Panchromatic Remote-
sensing Instrument for Stereo Mapping (PRISM) for digital elevation mapping, the Ad-
vanced Visible and Near-Infrared Radiometer-2 (AVNIR-2) for precise land observation,
and the Phased Array type L-band Synthetic Aperture Radar (PALSAR) for all-weather and
all-day land observation [47]. ALOS DEM, with a horizontal and vertical spatial resolution
of up to 12.5 m, is collected by the PALSAR sensor onboard ALOS. This sensor is equipped
with high resolution and three observation modes: ScanSAR (Scan Synthetic Aperture
Radar), Fine Beam, and Polarimetric modes. Considering that the highest spatial resolution
provided by the atmospheric CO2 diffusion simulation in this study is 10 m, the 12.5 m
ALOS DEM is resampled to a pixel size of 10 m to maintain consistency with the simulation
settings [48]. The mathematical basis employs the 2000 National Geodetic Coordinate
System (CGCS2000) and the Albers projection. The data pixels record the elevation of each
point, and the elevation values are measured in meters.

4.1.2. Artificial Buildings

Artificially altering the topography, specifically referring to urban buildings, involves
human activities that modify the shape and features of the Earth’s surface. It typically
exhibits characteristics such as being localized, limited in scale, and being relatively small
in scope. Artificial buildings obstruct air flow, leading to the formation of localized airflow
patterns. Factors such as tall buildings, urban building clusters, and the arrangement of
structures can modify the direction and velocity of nearby airflows, potentially causing
CO2 to accumulate in certain areas or altering its flow trajectory. When dealing with high
spatial resolutions, apart from the topographic variations that affect the atmospheric CO2
dispersion, the influence of building heights and layouts will further exacerbate the impact.
Neglecting to consider these factors can significantly reduce the accuracy of atmospheric
CO2 point source diffusion modeling.

Artificial building characteristics mainly consist of their outline and height information.
The building outline data are essentially the vector data representing the boundaries of the
buildings. In this study, we utilized the Microsoft Bing Maps, which publicly released the
global building outline data (MLBuilding Footprints) on 17 May 2022. The dataset contains
776,712,641 building outline data and is continually updated and iterated, primarily relying
on a combination of deep neural networks, ResNet34, and RefineNet’s upsampling layers
to accurately monitor the building coverage areas on the map. The coordinate reference
system used is EPSG 4326 (WGS-84). The building height dataset is mainly sourced from
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the China 10 m Building Height (CNBH) dataset published by the National Earth System
Science Data Center [49]. This dataset is obtained using a combination of multi-source
Earth observation data and machine learning techniques. The data are in raster format with
a spatial resolution of 10 m, covering entire geographical extent of China. The dataset is
projected in the WGS_1984_UTM_zone_51N coordinate reference system. By integrating
the datasets of building outline and height, we can obtain detailed surface characteristics
of artificial buildings. Adding the information of artificial building features allows us to
further enrich the terrain information, providing vital information for analyzing the effects
of surface terrain features on the atmospheric CO2 diffusion from point sources.

4.2. Adaptive Deep Learning Location Matching Method
4.2.1. Method Construct

Surface dataset encompasses information about terrain and topographic features,
including elevation, terrain variation, and urban buildings. Nevertheless, the complex
surface morphology alters the distribution of meteorological wind fields, especially the
distribution of wind speed and direction. As the major driving force of CO2 dispersion,
changes in wind speed and direction alter the paths and distribution patterns of the
dispersion process. Therefore, accurately inputting surface morphology characteristics
in the dispersion model is crucial for obtaining precise simulation results. Traditional
approaches lack feedback between feature extraction and feature matching, resulting
in feature extraction algorithms being unable to adaptively adjust based on the image
being matched. In this study, a deep learning-based data location matching approach is
proposed, which combines feature extraction and feature matching within a single end-
to-end framework. It directly learns the mapping function from various data blocks to
their corresponding matching labels. Considering the strong learning capacity of deep
neural networks and the need for a large amount of labeled training data, we introduce
a self-supervised remote sensing image matching approach, named the Adaptive Deep
Learning Location Matching (ADLLM). This method automatically acquires numerous
labeled training samples from the unregistered surface data.

The ADLLM method differs from traditional feature-based image matching methods
in that we unify feature extraction and feature matching within a deep learning framework.
This enables us to directly learn the mapping between data blocks and their corresponding
matching labels. In our network architecture, we feed two data blocks as input, and the
network predicts their matching labels as output. Firstly, we use a deep neural network to
learn the mapping from data block pairs to matching labels. Next, we employ the trained
neural network to predict the matching relationship between data block pairs in the target
image. Finally, we filter out incorrect matching point pairs, calculate the transformation
matrix between the source and target images, and perform the matching of the DEM and
artificial building datasets, as illustrated in Figure 8.
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The purpose of the ADLLM method is to obtain corresponding image pairs with simi-
lar features of moderate size from the source and target images for subsequent estimation.
Cropping image blocks instead of using sampled images as input allows for maximum
retention of image details, and the additional coordinate information attached to the image
blocks reduces the impact of severe geometric distortions between images. Simultaneously,
during the matching process, it becomes easy to exclude regions with significant differences,
thus enhancing the position matching accuracy. The proposed convolutional network is
capable of associating features from two sub-images and predicting their similarity to
identify matching pairs correctly.

Considering that the data source involves remote sensing images captured from a
considerable distance, we opt for a normalized affine transformation characterized by the 6
degrees of freedom. This choice is better suited for near-range projections. The normalized
transformation matrix, denoted as MA, is generated by the Enhanced Transformation
Procedure (ETP) as opposed to using the original affine matrix M. Two variations of pixel
transformation between the source and target images are indicated:
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where the parameter values of MA in the normalized transformation have magnitude with
[−2.5, 2.5], making the conversion process easier. Meanwhile, the transformation matrix
M varies greatly with the size of the image, which is not favorable for training.

The training process utilizes the grid loss [50], where we evaluate the discrepancy
between the estimated transformation (M̂A) and the actual ground truth transformation
(MtR). The loss function is defined as follows:

L
(

M̂A, MtR
)
=

1
N ∑N

a, b=1 ||TM̂A
(Xa, Yb), TMtR(Xa, Yb)||2 (11)

where (Xa, Yb) represents the normalized point coordinates, N is the count of grid points,
and T is the transformation operator that converts coordinates.

However, the traditional techniques for feature extraction precisely identifies corre-
sponding points, while the matching of corresponding sub-images is area-based rather
than point-based. In this approach, regions within a specific vicinity can be considered as
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valid correspondences. During the creation of training samples, rectangular regions are
transformed from the source sub-images into quadrilateral areas. These areas often possess
bounding windows that may not align exactly with the dimensions of the target sub-image
windows. When extracting positive samples from target images, these windows can either
fit within the bounding rectangles or entirely contain them, as depicted in Figure 9c,d. As a
result, in order to address this, we introduce a method to enhance training by augmenting
target sub-images [51]. Instead of relying on exact centers transformed from the source sub-
images, random cropping within this predefined scope is employed. This augmentation
strategy is employed during both Matching Sub-image (MSI) and ETP training stages. It
serves to prevent overfitting by avoiding fixed coordinates and neglecting image features.
Additionally, this approach simulates sub-image offsets during the matching process, as
illustrated in Figure 9a,b.

Remote Sens. 2023, 15, x FOR PEER REVIEW 15 of 32 
 

 

where the parameter values of ��  in the normalized transformation have magnitude 

with [−2.5, 2.5] , making the conversion process easier. Meanwhile, the transformation 

matrix � varies greatly with the size of the image, which is not favorable for training. 

The training process utilizes the grid loss [50], where we evaluate the discrepancy 

between the estimated transformation (���) and the actual ground truth transformation 

(���). The loss function is defined as follows: 

ℒ����, ���� =
�

�
∑ ���� �

(��, ��), ����
(��, ��)�

��
�,���   (11)

where (��, ��)  represents the normalized point coordinates, �  is the count of grid 

points, and � is the transformation operator that converts coordinates. 

However, the traditional techniques for feature extraction precisely identifies corre-

sponding points, while the matching of corresponding sub-images is area-based rather 

than point-based. In this approach, regions within a specific vicinity can be considered as 

valid correspondences. During the creation of training samples, rectangular regions are 

transformed from the source sub-images into quadrilateral areas. These areas often pos-

sess bounding windows that may not align exactly with the dimensions of the target sub-

image windows. When extracting positive samples from target images, these windows 

can either fit within the bounding rectangles or entirely contain them, as depicted in Fig-

ure 9c,d. As a result, in order to address this, we introduce a method to enhance training 

by augmenting target sub-images [51]. Instead of relying on exact centers transformed 

from the source sub-images, random cropping within this predefined scope is employed. 

This augmentation strategy is employed during both Matching Sub-image (MSI) and ETP 

training stages. It serves to prevent overfi�ing by avoiding fixed coordinates and neglect-

ing image features. Additionally, this approach simulates sub-image offsets during the 

matching process, as illustrated in Figure 9a,b. 

 

Figure 9. Illustration of source and target sub-image matching. (a) The distribution characteristics 

of sub-images and their central points in source image. (b) The target sub-images and their central 

points’ distribution characteristics. (c,d) are two conditions of training samples with varying sizes 

of boundary rectangles. In (d), the dashed bounding box represents a scenario where complete 

alignment between the target and source sub-images is not achieved. Consequently, the rectangular 

bounding box is extended outward to adjust the window size. 

Figure 9. Illustration of source and target sub-image matching. (a) The distribution characteristics
of sub-images and their central points in source image. (b) The target sub-images and their central
points’ distribution characteristics. (c,d) are two conditions of training samples with varying sizes
of boundary rectangles. In (d), the dashed bounding box represents a scenario where complete
alignment between the target and source sub-images is not achieved. Consequently, the rectangular
bounding box is extended outward to adjust the window size.

4.2.2. Position Matching Accuracy Evaluation

We conducted a comprehensive comparison between the ADLLM method and six
traditional techniques, namely feature point matching [52], correlation matching [53,54],
spatial interpolation [55], support vector machine (SVM) [56], random forest [57], and
topological matching [58–60] (specified in Table 1). The evaluation was carried out using
GPS location values as the reference [61], and the results are shown in Figure 10. The GPS
position values were obtained through the GNSS (the Global Navigation Satellite System)
Real-Time Kinematic (RTK)/UWB/DBA Fusion Positioning Method, which can achieve a
positioning error of less than 5 cm under a 50-degree elevation mask angle [62].
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Table 1. Different image location matching methods.

Location Matching Method References

Feature Points Matching (M1) 1 Pun et al. [52]
Correlation Matching (M2) 1 Zhao et al. [53] and Heo et al. [54]
Spatial Interpolation (M3) 1 Gao. [55]

SVM (M4) 1 Nagata et al. [56]
Random Forest (M5) 1 Lindner et al. [57]

Topological Matching (M6) 1 Poulenard et al. [58], Velaga et al. [59], and Li et al. [60]
ADLLM (M7) 1 This method used in this paper.

GPS Matching (M8) 1 Bolkas et al. [61]
1 M1–M8, respectively, correspond to the eight location matching methods that need to be compared in this paper,
and correspond to the result numbers given in Figure 10b one by one.
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Figure 10. Location matching results of the DEM and artificial buildings using the seven methods. 
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Figure 10. Location matching results of the DEM and artificial buildings using the seven methods.
The matching results of the seven methods are displayed in (M1–M7), while (M8) corresponds to the
results obtained from GPS localization matching. (a) The artificial building height characteristics for
the entire selected area; (b1–b3) the local amplification results for Regions A–C.

Figure 10 showed the study area situated in the vicinity of the Wanneng (WN) Power
Plant in Luyang District, Hefei, Anhui Province, China. We compared the results of seven
different location matching methods, denoted as (M1–M7), and (M1–M6) correspond to the
six traditional methods listed in Table 1. The images are labeled with (M1–M7) in sequential
order, corresponding to the six methods listed in Table 1, and the ADLLM method proposed
in this study. Label (M8) corresponds to the reference results obtained through GPS location
matching. Additionally, Figure 10a represents the overall matching results of artificial
buildings in the entire area, and Figure 10b corresponds to the zoomed-in matching results
for Regions A–C, which were selected from Figure 10a.

By observing the location matching results of DEM and artificial buildings in Figure 10,
it becomes apparent that the ADLLM method (M7) presented in this research demonstrates
a strong agreement and minimal positional deviation with the results in Regions A–C and
the GPS-based positioning reference (M8). When comparing the results in (M1), (M2),
and (M3) with (M7), it is evident that the feature point matching, correlation matching,
and spatial interpolation methods exhibit significant lower-left positional deviation of the
artificial buildings relative to DEM. Particularly, they fail to align accurately along the river
boundaries in the DEM. This indicates that commonly used position matching methods
may lead to noticeable positional discrepancies when dealing with fine-grained image data.
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In Figure 10 (M4) and (M5) for all regions, corresponding to the SVM and random forest
methods, there is a noticeable improvement in the accuracy of the location matching results
compared to the three methods (M1–M3). However, there is still an apparent upward and
rightward positional deviation concerning the GPS reference results. Among them, the
random forest method outperforms the SVM method in this data matching, which can
be attributed to its superior noise resistance and ability to handle complex relationships
between non-linear features using kernel functions. These advantages are not present in
the SVM method. The topological matching method in Figure 10 (M6) shows an additional
enhancement in the accuracy of the location matching compared to the five previous
methods. Nevertheless, there is still a clear positional offset concerning the GPS-based
reference results. Particularly, the artificial buildings exhibit a noticeable upper-right corner
shift concerning the DEM results, though the offset is smaller than the location matching
results of the previous five methods.

To illustrate the accuracy of the artificial building location matching results further
quantitatively, this study introduces the distance calculation method based on the following
Formula (12). This method involves computing the distance between all artificial building
location points and the corresponding points in the GPS-based reference results. The
calculated distances are then used to analyze the deviation of the seven methods mentioned
above from the true corresponding positions after location matching.

Di =
√
(Latγ − Lat0)

2 + (Lonγ − Lon0)
2 × DN (12)

where Latγ and Lonγ represent the latitude and longitude, respectively, of a point obtained
after using one of the mentioned methods. Lat0 and Lon0 correspond to the latitude and
longitude of the GPS-based matching result, with only degree (◦) values considered as the
reference. DN = 111.31955 km/◦ is constant, which represents the conversion factor of
degrees to distance length at the equator. Di represents the distance difference between the
result obtained from the method and the GPS-based matching result. Figure 11 presents the
results obtained from the calculation using Equation (12). The distance differences between the
seven methods in both the entire area Figure 11a and the three local magnified areas (Regions
A–C, Figure 11b) are compared and displayed. Notably, significant variations in the distance
differences from the true positions exist among the seven methods, and the dispersion of
points also varies. The ADLLM method exhibits the most favorable performance.

By comparing the distance deviations point-to-point, it is evident that the seven
methods exhibit varying degrees of differences when matched with the GPS-based po-
sitioning results, both in the entire area and the three local zoomed-in regions (Regions
A–C). Among them, the traditional feature point matching method exhibits the largest
positional deviation, with actual distance differences reaching up to ±15 m. In contrast,
the proposed ADLLM method demonstrates a significantly smaller and more tightly clus-
tered distribution of distance deviations, centered around the Y = 0 axis. The quantitative
comparison and analysis of the Di values (in meters) mainly fall within the range of [−1,1],
indicating a very close agreement with the GPS-based matching results. The traditional
positioning matching methods, particularly the SVM and Random Forest, representing
early deep learning algorithms, exhibit significant improvements in reducing the dispersion
of distance deviations compared to direct spatial positioning matching or interpolation
methods. This highlights the superior performance of the deep learning-based method
proposed in this study for high spatial resolution location matching. Furthermore, this
study introduces three metrics—the correlation coefficient (R2), mean absolute error (MAE),
and root mean square error (RMSE) (listed in Table 2)—to analyze the spatial relationship
between the latitude and longitude of the artificial buildings in the matched images and the
GPS positioning reference points. The results indicate that the proposed ADLLM method
outperforms the other six methods, exhibiting higher correlation and smaller position
deviation relative to the reference location. Specifically, the R2 value is 0.962, the MAE is
0.14 m, and the RMSE is 0.167 m.



Remote Sens. 2023, 15, 4518 18 of 32Remote Sens. 2023, 15, x FOR PEER REVIEW 18 of 32 
 

 

 

 

Figure 11. Sca�er plot of distance differences (��) between the seven methods and GPS-based match-

ing results. (a) The location matching results of different methods for the entire area in Figure 10a; 

(b) results derived from different matching methods for Regions A–C in Figure 10b. In (b), TopoM 

(Topological Matching), RFM (Random Forest Matching), SIM (Spatial Interpolation Matching), 

CorrM (Correlation Matching), and FPM (Feature Points Matching). 

By comparing the distance deviations point-to-point, it is evident that the seven 

methods exhibit varying degrees of differences when matched with the GPS-based posi-

tioning results, both in the entire area and the three local zoomed-in regions (Regions A–

C). Among them, the traditional feature point matching method exhibits the largest posi-

tional deviation, with actual distance differences reaching up to ±15 m. In contrast, the 

proposed ADLLM method demonstrates a significantly smaller and more tightly clus-

tered distribution of distance deviations, centered around the Y = 0 axis. The quantitative 

comparison and analysis of the �� values (in meters) mainly fall within the range of [−1,1], 

indicating a very close agreement with the GPS-based matching results. The traditional 

positioning matching methods, particularly the SVM and Random Forest, representing 

early deep learning algorithms, exhibit significant improvements in reducing the disper-

sion of distance deviations compared to direct spatial positioning matching or interpola-

tion methods. This highlights the superior performance of the deep learning-based 

method proposed in this study for high spatial resolution location matching. Furthermore, 

this study introduces three metrics—the correlation coefficient (R2), mean absolute error 

(MAE), and root mean square error (RMSE) (listed in Table 2)—to analyze the spatial re-

lationship between the latitude and longitude of the artificial buildings in the matched 

images and the GPS positioning reference points. The results indicate that the proposed 

ADLLM method outperforms the other six methods, exhibiting higher correlation and 

smaller position deviation relative to the reference location. Specifically, the R2 value is 

0.962, the MAE is 0.14 m, and the RMSE is 0.167 m. 

Table 2. Comparison of seven methods with GPS-based position matching results. 

Location Matching Method R2 MAE 1 RMSE 1 

Feature Points Matching 0.412 0.715 0.85 

Correlation Matching 0.46 0.75 0.817 

Spatial Interpolation 0.637 0.519 0.636 

Figure 11. Scatter plot of distance differences (Di) between the seven methods and GPS-based
matching results. (a) The location matching results of different methods for the entire area in
Figure 10a; (b) results derived from different matching methods for Regions A–C in Figure 10b. In
(b), TopoM (Topological Matching), RFM (Random Forest Matching), SIM (Spatial Interpolation
Matching), CorrM (Correlation Matching), and FPM (Feature Points Matching).

Table 2. Comparison of seven methods with GPS-based position matching results.

Location Matching Method R2 MAE 1 RMSE 1

Feature Points Matching 0.412 0.715 0.85
Correlation Matching 0.46 0.75 0.817
Spatial Interpolation 0.637 0.519 0.636

SVM 0.79 0.394 0.462
Random Forest 0.815 0.35 0.41

Topological Matching 0.861 0.276 0.353
ADLLM 0.962 0.14 0.167

1 The units of MAE and RMSE are meters (m).

The study area around the WN Power Plant in Luyang District, Hefei City, Anhui
Province, China, was chosen as the simulated object. The CO2 concentration was con-
tinuously measured using the photoacoustic spectroscopy multi-gas analyzer (Gasera
One, Duke Technology Co., Ltd.) and was used for validating plume simulations. This
instrument offers several advantages, such as high measurement accuracy, low detection
limit, real-time monitoring capability, on-site and online measurements, and high efficiency.
Specifically, the Gasera One can provide ppb sensitivity for reliable measurement of back-
ground levels of greenhouse gases, allowing it to detect minute changes in concentration
with almost no time delay [63–65]. Figure 12 shows the spatial layout of the measurement
experiment, which includes three observation points labeled as A, B, and C. The Gasera One
was mounted on the rooftop of a building for data collection. Meanwhile, the straight-line
distances from the emission source of the power plant to the three observation points A–C
are 3.17 km, 8.96 km, and 18.75 km, respectively.
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Figure 12. Spatial layout of Gasera One instrument setup. The yellow–red circle marker represents
the location of WN Power Plant, and the red triangle with a yellow center represents the positions of
the selected A–C observation points.

This experiment was carried out on 2 April 2022. The objective at that time was to
collect ground-based observational data for subsequent CO2 emission estimation from
the WN Power Plant. In Figure 13a,b, we present the variations in wind direction and
speed for three points, A–C, from 11:00 to 13:25 on 2 April 2022. Considering the irregular
variations in wind direction and speed might increase the uncertainty of the CO2 simulation
comparison, we filtered the available observational data temporally. We selected data that
had a stable wind direction and small wind speed gradient variations over time. Only
the time period from 11:25–12:05 on 2 April 2022 met these conditions, indicating that
such weather conditions are quite rare. Using the stable variation conditions of wind
direction and speed, we also selected a corresponding period for CO2 mole fraction results
from ground-based Gasera One photoacoustic spectrometer observations, as illustrated
in Figure 13c. It can be observed that CO2 exhibits significant stability within the selected
time period. Compared to the unselected area, the CO2 trend is notably steady, and the
deviation for each time point is relatively small.

Meanwhile, we also compared the standard deviations between the measured values
and the calculated average values of wind speed, direction, and CO2 mole fraction at each
time point within the selected period from 11:25 to 12:05, as shown in Table 3. It is evident
that the wind speed deviations for Points A–C are generally less than 0.05 m/s, with Point B
having the smallest deviation. The deviations for wind direction are less than 2.67◦ overall,
with Point B again having the smallest deviation and Point C having a larger one. The CO2
deviations are generally less than 0.48 ppm, with Point A having a deviation of 0.4785 ppm,
the largest among the three points. This indicates that using the average values of the
three points as the measurement values for validation in Figure 14c can satisfy the actual
verification requirements, reflecting the magnitude of the values within the selected time
range with relatively small deviations.
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Figure 13. Wind speed, direction, and CO2 variation over time. (a) Wind speed, (b) wind direction,
and (c) measured CO2 mole fraction. The yellow shaded region indicates the selected time range
used for the validation experiment.

Table 3. The standard deviations of wind speed, direction, and measured CO2 mole fraction.

STD_WS 1 STD_WD 1 STD_CO2
1

Point A 0.0474 2.0245 0.4785
Point B 0.0227 1.2472 0.2136
Point C 0.0485 2.6663 0.3687

1 STD_WS (Standard Deviations of Wind Speed), STD_WD (Standard Deviations of Wind Direction), and STD_CO2
(Standard Deviations of measured CO2 mole fraction), and their units correspond to m/s, degrees (◦), and
ppm, respectively.

We utilized the position-matched surface feature datasets generated by these two
methods as inputs for the point source CO2 diffusion simulation. The simulation was
conducted for WN Power Plant, with coordinates at (31.9168◦N, 117.2657◦E), CO2 emission
rate of 79.8 Mt/yr, and gas exit velocity of 7.82 m/s. During the simulation process,
all parameters were kept constant, except for the surface elevation dataset, which was
processed using two different methods. The CO2 mole fraction results obtained from
Gasera One observation were used as the verification dataset, and the atmospheric CO2
dispersion simulation outcomes are illustrated in Figure 14.

By comparing the results of atmospheric CO2 diffusion simulation between the tra-
ditional location matching and ADLLM methods, as shown in Figure 14, we can observe
significant differences in plume morphology. The CO2 distribution in different positions of
the CO2 plume varies notably between the two methods, and the extent of the diffusion is
also different. The traditional location matching method exhibits a smoother CO2 simula-
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tion result compared to the ADLLM method because of the positional discrepancies, which
fail to accurately represent the height variations of different surface objects. As a result,
the CO2 simulation results using the traditional method do not show the true variations in
surface elevation and are less affected by surface features.
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Figure 14. Comparison of atmospheric CO2 simulation results between the topological matching
and ADLLM method and validation results. (a,b), respectively, illustrate the simulated CO2 plume
(column averaged CO2 mole fractions, XCO2) using the ADLLM and Topological Matching methods;
(c) represents the comparative results of simulated CO2 plumes (CO2 mole fractions at points A, B,
and C are, respectively, at heights of 68.5 m, 72.1 m, and 78.3 m) using the ADLLM and Topological
Matching methods against measurements from Gasera One instrument.

Furthermore, we compared the simulation results of both methods with the Gasera
One observation, specifically for three actual measurement locations, points A, B, and C. In
Figure 14c, the simulated CO2 mole fraction results at three specific heights (the heights
corresponding to points A, B, and C are 68.5 m, 72.1 m, and 78.3 m, respectively) for these
points using the ADLLM method exhibit minimal differences compared to the Gasera One
observation, with an average difference of 1.43 ppm. On the other hand, the traditional
location-matching method, represented by the topological matching method, shows more
significant differences, with an average difference of 5.35 ppm compared to the Gasera
One observation.

During the same time period of 11:25 to 12:05, we compared the average CO2 measure-
ment values with our simulation results. The standard deviations between CO2 simulation
results based on the ADLLM method and the topological matching method and the mea-
sured CO2 mole fraction results are shown in Table 4. The CO2 simulation results based on
the ADLLM method have an overall deviation of less than 0.65 ppm when compared to the
actual measurements, with Point A having the smallest standard deviation of 0.3187 ppm.
However, the CO2 simulation results based on the topological matching method show a
greater deviation when compared to the actual measurements than those based on ADLLM,
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with an average standard deviation of 2.4531 ppm. The smallest deviation is at Point A,
while the largest is at Point C.

Table 4. The standard deviations between simulated CO2 mole fraction results based on the ADLLM
method and the topological matching method and the measured CO2 mole fraction results.

Point A 1 Point B 1 Point C 1

ADLLM Method 0.3187 0.4076 0.6463
Topological Matching Method 2.047 2.5352 2.7772

1 The standard deviations for Points A, B, and C are in units of ppm.

Through the verification and analysis of the direct location matching results of six
traditional location matching methods and the ADLLM method, along with the corre-
sponding CO2 diffusion simulation results, it can be concluded that the ADLLM method,
when applied to the artificial building dataset, significantly improves the accuracy of CO2
dispersion simulation. The ADLLM method shows higher consistency with GPS-based
positioning results and exhibits smaller location deviations. Consequently, it provides
more reliable CO2 simulation results at observation points A–C compared to the traditional
location matching methods. The ADLLM method’s ability to accurately match the artificial
building dataset plays a crucial role in enhancing the overall accuracy of CO2 dispersion
simulation. To further validate the point source CO2 diffusion simulation results, a sub-
sequent aerial flight experiment was conducted for the Yangzhou Power Plant in Jiangsu
Province, China, using aerial remote sensing observations.

5. Aircraft Measurement Validation
5.1. Aircraft Measurement of Power Plant Plumes
5.1.1. Instruments and Experimental Subject

The experiment employed an atmospheric major greenhouse gas monitoring instru-
ment that utilizes spatial heterodyne imaging spectroscopy (SHIS) technology [66]. This
instrument can acquire both the image and spectral information of the target. Its main
components include a far-field imaging mirror group, interference components, a rear
imaging mirror group, and a detector. The physical appearance is shown in Figure 15. Due
to the use of interferometric spectroscopy measurement technology, this instrument can
achieve extremely high-resolution and high-quality spectral data.
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The SHIS instrument includes three observation bands—visible, near-infrared, and
shortwave infrared—with center wavelengths of 0.76 µm, 1.56 µm, and 2.04 µm, respec-
tively. The main technical parameters of each channel imaging spectrometer are shown in
Table 5 below. The SHIS observational data employ the optimal estimation algorithm in the
physical retrieval method, achieving an XCO2 retrieval accuracy better than 2.7 ppm [7,67].

Table 5. Main technical parameters of the spatial heterodyne interferometric imaging spectrometer.

Parameters Visible NIR SWIR

Center Wavelength (µm) 0.7561 1.5647 2.0407
Spectral Resolution (nm) 0.029 0.076 0.157

Spectral Dimension Half Field of View (◦) 1.02 0.85 0.668
System Focal Length (mm) 372.8 436.05 421.6

Detector Size 1024 × 1024@13 µm 640 × 512@20 µm 320 × 256@30 µm
Integration Time (ms) 35 80 35

The experiment selected the aerial flight plan over the Huadian Power Plant (see
Figure 16). The power plant is a coal-fired power plant located in Jiangdu District, Yangzhou
City, with a total installed capacity of 1610 megawatts (MW), comprising two units of
330 MW coal-fired generators and two units of 475 MW coal-fired generators. According
to public data, the annual CO2 emissions of Huadian Power Plant in Yangzhou City were
approximately 53.02 million tons in 2019. The location information (a) and an on-site
photograph (b) of the Huadian Power Plant are shown in the figure below (Figure 16).
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Figure 16. Location map (a) and on-site photograph (b) of Huadian Power Plant in Yangzhou City,
Jiangsu Province, China. In (a), the KODIAK-100 aircraft flight route was shown during the validation
experiment, and the blue arrow indicates that the predominant wind direction was southwest (SW).

On 6–7 August 2022, two flight missions were conducted for aerial observation. The
flight on August 6 was primarily used for aircraft and instrument calibration, as shown in
Figure 16. The aerial observation test route was conducted on 7 August using a Kodiak
KODIAK-100 aircraft, flying at 1500 m height and a speed of 200 km/h. The flight pattern
allowed for a swath width of 89 m and a single pixel spatial resolution of 0.139 m in the
cross-track direction. Considering the stability of the instrument during flight and the low
signal-to-noise ratio of single pixels, the acquired aerial data were merged into 70 pixels in
the cross-track direction. Along the track, channels at 0.76 µm and 2.04 µm were merged
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every 5 pixels, while the 1.56 µm channel was merged every 2 pixels. After pixel merging,
the spatial resolution of a single pixel in both along-track and cross-track directions was
9.73 m, which is consistent with the high spatial resolution CO2 dispersion model simulated
in this study.

5.1.2. Ground Meteorological Observation

Meteorological parameters, especially wind speed, are critical factors that drive the dif-
fusion of emitted gases and determine the shape and concentration distribution of emissions.
To validate the accuracy of the simulation based on the complex surface wind field, this study
selected data from five meteorological stations in Yangzhou City, including international
cooperation station, national meteorological reference station, and provincial/municipal
meteorological stations. To address the issue of data gaps in the dataset, where certain
hourly observations of wind direction, wind speed, temperature, and other parameters were
missing, linear interpolation was employed to fill in the missing values [68].

Through the theoretical simulation and analysis presented earlier, it was found that
the high-resolution DEM and artificial building features directly influence the near-surface
wind field characteristics, thereby causing differences in the spatial distribution of CO2
diffusion simulation. We matched the output meteorological variables from the simulation
process with the ground meteorological stations within the region and obtained the results
shown in Figure 17. In Figure 17a, the wind direction and speed around the power plant on
7 August 2022 were simulated using the high-resolution CO2 dispersion model, showing
a predominant south-southwest (SSW) wind direction with an average wind speed of
2.3 m/s.
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Figure 17. Simulation results of wind direction and speed around the power plant (a) and comparison
with ground meteorological station measurements (b). In (b), the wind speed and direction results
for the five ground stations (S1–S5) over time correspond to the positions of the yellow triangles in (a).
The observations within the purple rectangular box in (a) match the simulation time and serve as the
dataset for the comparison experiment.

Figure 17b shows the real-time wind direction and wind speed results from five ground
stations (S1 to S5) at hourly intervals over a 24-h period. Since the meteorological stations
are located close to each other, there were minimal differences in wind direction and wind
speed among the five stations over time. The purple rectangular box in Figure 17b highlights
the area with wind direction and wind speed results corresponding to the same time as in
Figure 17a. A direct comparison shows that the simulated wind direction and wind speed
results are in excellent agreement with the ground monitoring results from the five stations,
with no significant differences observed between simulation and measurement.
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The comparison analysis between the wind speed and wind direction simulated by
the model and the observations from the five ground meteorological stations showed
high correlation. The R2 values for wind speed and wind direction are 0.837 and 0.853,
respectively. These results indicate a good agreement between the simulations and the
actual observations, with small deviations.

However, the wind speed simulation showed relatively larger deviations compared to
the wind direction simulation and actual observations. This discrepancy may be attributed
to differences in the height at which the ground meteorological stations are installed and
the output height of the simulation, even though both provide near-surface results.

5.2. Model Parameters Setting

The study area selected with dimensions of 10 km × 10 km centered around the
Huadian Power Plant. The initial meteorological field data used in the simulation was
obtained from the Weather Research and Forecasting Model (WRF), which was developed
by research institutions such as the National Centers for Environmental Prediction (NCEP)
and the National Center for Atmospheric Research (NCAR) in the United States. The
surface dataset used in the simulation consists of the high spatial resolution DEM and the
artificial buildings dataset proposed in this paper, as shown in Figure 18.
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Figure 18. The DEM and artificial building data used in the Huadian power plant CO2 diffusion
simulation. (a) The geographical location map of the study area; (b) the DEM result of the study area;
(c) the artificial building spatial distribution characteristics of the study area.

From the terrain data presented in Figure 18 around the Huadian Power Plant, it can
be observed that there is a noticeable terrain elevation on the west side of the power plant,
which is higher compared to the other three directions. Additionally, according to the land
use type data, the power plant is surrounded by artificial buildings with a spatial resolution
of 10 m.
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The object of simulation is the Yangzhou Huadian (CHD) Power Plant in Yangzhou
City. Its main greenhouse gas emissions include CO2, CO, CH4, and H2O. This thermal
power plant is a state-controlled pollution source. For this study, CO2, representing the
most representative greenhouse gas emission, was selected as the subject for diffusion
simulation. The emission intensity was obtained from real-time monitoring data provided
by the National Key State-Controlled Pollution Monitoring Platform. The main parameters
for the emission source are shown in Table 6.

Table 6. CO2 emission source parameters of the Yangzhou Huadian Power Plant.

Power Plant Latitude (◦N) Longitude (◦E) Stack Height
(m)

Stack
Radius (m)

Velocity
(m/s)

Temperature
(K)

Emission
Intensity (Mt/yr)

CO2

Yangzhou
CHD 32.4312 119.4853 180 7 6.56 323 53.02

5.3. Quantitative Comparison and Analysis

For the specific location and time of the experiment centered around the Yangzhou
Huadian Power Plant, the data preprocessing was conducted based on the obtained initial
meteorological field data, high-resolution DEM data, artificial building data, and CO2
emission parameters from the power plant chimney. Using the ADLLM data processing
methods described in this paper, the CO2 plume from the power plant was simulated. The
simulated plume is stratified, and for verification and comparison with experimental results,
the stratified results were integrated into spatial distributions of column concentration. The
simulated CO2 column concentration results were then compared with the results obtained
from the airborne remote sensing experiment.

The spatial distribution of atmospheric carbon dioxide column concentration, i.e., XCO2,
and its dispersion pattern are shown in Figure 19. In Figure 18a, the flight trajectory
includes a segment over the power plant area with a length of 10 km. Figure 19b presents
the intersection of the XCO2 simulation results and the flight experiment results. Figure 19c
displays the XCO2 retrieval results based on the airborne remote sensing measurement
data. It shows that within the flight trajectory over the power plant area, the XCO2 values
are significantly elevated, reaching a maximum of 425 ppm. The XCO2 gradually decrease
in the north–south direction. Gaussian fitting analysis reveals that the power plant region
corresponds to the peak of the Gaussian fit curve (maximum XCO2 value).

The simulation results were verified for accuracy against the airborne observation data
on a point-by-point basis (represented by the intersecting pixels in Figure 19b), and the
validation results are presented in Figure 20 and Table 7. A total of 73 intersecting pixels
were identified between the simulation and observation results. By comparing these values,
the maximum XCO2 values were found to be 428 ppm and 425 ppm for the simulation and
airborne observation, respectively, with a difference of 3 ppm. The minimum values were
412 ppm and 410 ppm, with a difference of 2 ppm. The average values were 418 ppm and
416.3 ppm, with a difference of 1.7 ppm. It was observed that the simulation results slightly
overestimated the XCO2 values compared to the airborne observation, but the differences
were small.

Additionally, the quantitative comparison between the simulation and observation
revealed the R2 of 0.76, the RMSE of 0.267 ppm, and the MAE of 0.2315 ppm. These results
indicate a high correlation and small deviations between the simulated and observed
XCO2 values, signifying the high accuracy of the XCO2 simulation results. Moreover, the
simulated CO2 plume distribution exhibited good agreement with the airborne observation
results at the intersecting pixel locations, indicating accurate representation of the CO2
plume’s diffusion pattern.
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Figure 19. Simulation and airborne observation CO2 spatial distribution results of Huadian power
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based observations. (c) XCO2 data points (blue) along the airborne track and Gaussian background
fit line (black), and filtered data points (red) within the flight trajectory in (a).
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Figure 20. Comparison between Huadian power plant CO2 plume simulation and airborne remote
sensing measurements.

Table 7. Comparison between CO2 diffusion simulation and airborne observation results at Huadian
Power Plant.

Power Plant Pixel Number 1 Max Value 2

(ppm)
Min Value 2

(ppm)
Mean Value 2

(ppm) R2 MAE 3 RMSE 3

Yangzhou
CHD 73 428/425 412/410 418/416.3 0.76 0.2315 0.267

1 Count of pixels where CO2 plume from Yangzhou CHD power plant overlaps with airborne observa-
tion results. 2 Comparison of XCO2 results where the CO2 plume intersects with airborne observation
(Left—simulation/Right—airborne observation), corresponding to Max Value—Maximum XCO2 value in in-
tersection area, Min Value—Minimum XCO2 value in intersection area, and Mean Value—Mean XCO2 value in
intersection area. 3 The units of MAE and RMSE are ppm.
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Through the precision validation of the XCO2 simulation results, it was found that the
use of high-resolution surface models based on deep learning position matching algorithms
(high-resolution DEM and refined artificial building features) significantly improved the
accuracy of CO2 plume simulation. This approach also reduced the deviation from airborne
observation results and provided an important numerical simulation tool for high-precision
CO2 diffusion and transport simulations in the future.

6. Conclusions

To accurately quantify the diffusion characteristics of CO2 emissions from high-
emission point sources, this study conducted research on the atmospheric CO2 dispersion
model under high spatial resolution. Using the Lagrangian particle diffusion as the theoret-
ical basis, the impact of surface topography and artificial building features on atmospheric
CO2 diffusion under high spatial resolution conditions was analyzed. Ground-based and
airborne observation experiments were also conducted to verify the capabilities of the deep
learning-based position matching method and the accuracy of the high spatial resolution
point source atmospheric CO2 dispersion model.

Under high spatial resolution conditions, the surface features have a significant impact
on the atmospheric CO2 dispersion, including the variations in DEM and artificial building
features, which in turn affect the speed and direction of atmospheric CO2 diffusion by
altering the distribution of meteorological fields. Therefore, the development of a high-
precision surface terrain feature processing method is crucial to improving the accuracy of
diffusion simulations. In this study, simulations of typical building distributions showed
complex variations in wind fields as they passed through buildings. Based on this, the
ADLLM method was proposed for the positioning of surface datasets, addressing the errors
in the transformation and processing of surface terrain data. Through the comparative
analysis of the ADLLM and six traditional location matching algorithms, and validation
with ground-based Gasera One photoacoustic spectrometer observations, the average dif-
ference in measured CO2 mole fraction was 1.43 ppm, much lower than other traditional
matching methods, verifying the good performance of ADLLM in high-resolution point
source CO2 simulations. Furthermore, verification was conducted through airborne remote
sensing experiments at a power plant in Yangzhou, Jiangsu Province, China. The com-
parison between simulated wind fields and ground meteorological station data revealed
an average R2 of 0.837 for wind speed and 0.853 for wind direction, respectively. In com-
parison with airborne observations, 73 overlapping pixels were found, and the R2 and
RMSE for XCO2 were 0.76 and 0.267 ppm, respectively. The actual comparison showed
high consistency between the model simulation and the observed XCO2 results, as well as
the wind speed results, confirming the accuracy of the high spatial resolution atmospheric
CO2 dispersion model.

This study quantitatively analyzed the impact of surface features on high-resolution
point source atmospheric CO2 diffusion simulations and accurately incorporated this
factor into a high-resolution CO2 dispersion model, thereby improving the accuracy of
atmospheric CO2 concentration field simulations. This research provides essential technical
support for the accurate quantification of anthropogenic CO2 emissions in future top-down
methods. Meanwhile, in order to be more widely applied to the study of other greenhouse
gas emissions such as CH4 and CO [69], expanding the application of the improved point
source diffusion model described in this paper to different types of gases will be the next
research direction. This will further enhance the reliability and applicability of the model
presented in this article.
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