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Abstract: Forests are one of the most important natural resources for humans, and understanding
the regeneration probability of undergrowth in forests is very important for future forest spatial
structure and forest management. In addition, the regeneration of understory saplings is a key
process in the restoration of forest ecosystems. By studying the probability of sapling regeneration in
forests, we can understand the impact of different stand factors and environmental factors on sapling
regeneration. This could help provide a scientific basis for the restoration and protection of forest
ecosystems. The Liangshui Nature Reserve of Yichun City, Heilongjiang Province, is a coniferous and
broadleaved mixed forest. In this study, we assess the regeneration probability of coniferous saplings
(CRP) in natural forests in 665 temporary plots in the Liangshui Nature Reserve. Using Sentinel-1 and
Sentinel-2 images provided by the European Space Agency, as well as digital elevation model (DEM)
data, we calculated the vegetation index, microwave vegetation index (RVI S1), VV, VH, texture
features, slope, and DEM and combined them with field survey data to construct a logistic regression
(LR) model, geographically weighted logistic regression (GWLR) model, random forest (RF) model,
and multilayer perceptron (MLP) model to predict and analyze the CRP value of each pixel in the
study area. The accuracy of the models was evaluated with the average values of the area under the
ROC curve (AUC), kappa coefficient (KAPPA), root mean square error (RMSE), and mean absolute
error (MAE) verified by five-fold cross-validation. The results showed that the RF model had the
highest accuracy. The variable factor with the greatest impact on CRP was the DEM. The construction
of the GWLR model considered more spatial factors and had a lower residual Moran index value.
The four models had higher CRP prediction results in the low-latitude and low-longitude regions of
the study area, and in the high-latitude and high-longitude regions of the study area, most pixels had
a CRP value of 0 (i.e., no coniferous sapling regeneration occurred).

Keywords: regeneration probability; Sentinel-1 and Sentinel-2 images; logistic regression (LR) model;
geographically weighted logistic regression (GWLR) model; random forest (RF) model; multilayer
perceptron (MLP) model

1. Introduction

Forests represent an important resource for human beings [1] and have great social,
economic, and ecological value [2–4]. With the continuous development and progress of so-
ciety, people’s awareness of protecting their ecological environment is constantly increasing.
An understanding of the status of forest regeneration is essential for protecting the ecologi-
cal environment [5]. Forest regeneration is an important ecological process and has always
been one of the main fields of research related to dynamic changes in forest ecosystems [6].
The status of forest regeneration is mainly determined by the composition and structure of
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saplings, which determine the future structure of a forest. Therefore, a study of the laws
of forest regeneration via saplings can effectively capture forest ecosystem dynamics. In
addition, good regeneration plays a crucial role in the restoration of secondary forests and
is one of the prerequisites for ensuring sustainable forest management.

Sapling regeneration refers to the use of saplings in a forest to supplement or replace
existing old trees, which can maintain the health and stability of the forest [7]. Some
scholars have conducted detailed research on sapling regeneration. Angela E. Boag et al. [8]
used a logistic regression (LR) model and a generalized linear mixed effects model to
determine the factors driving sapling regeneration. Feng Liu et al. [9] analyzed the impact
of microenvironmental variables on the biomass accumulation of saplings in forests by
using a nonlinear mixed model. Other scholars have explored the factors influencing
sapling regeneration and concluded the following: human activities affect the regeneration
of understory saplings in pine oak forests [7]; expanding gap afforestation (i.e., reducing
forest density) is beneficial for the regeneration of saplings in secondary forests [7,9]; soil
temperature and soil permeability affect understory regeneration in secondary forests [9];
and stand type influences biomass accumulation in oak secondary forests [10]. Few scholars
have analyzed a specific tree species when studying the law of sapling regeneration. We
believe this may have led to inaccuracies because the sapling regeneration law of different
tree species cannot be generalized. There has been very little research on the regeneration of
coniferous saplings. Many scholars have studied only the law of sapling regeneration
without making detailed predictions about the probability of sapling regeneration at
each specific location in the study area. In addition, most scholars have conducted little
research on combining remote sensing variables in analyzing the regeneration patterns
of saplings. The main purpose of this study was to use understory coniferous saplings
as the research object and combine the measured data of the sample plots with remote
sensing variables extracted from Sentinel-1, Sentinel-2, and DEM to construct four models
to predict the CRP size at each specific location in the study area. We also analyzed the
factors that had the greatest impact on the regeneration of coniferous saplings based on the
four constructed models.

Remote sensing has simplified data acquisition [11]. Some scholars have used remote
sensing methods to obtain data for analyzing vegetation [12–14]. Compared to traditional
methods of obtaining data, remote sensing has the following advantages: the efficiency
of obtaining data has greatly increased [15]; more diversified data sources [16] can be
used to more fully describe forest stand characteristics [17]; and more variable factors can
be obtained to improve the accuracy and interpretability of models [15]. In this study,
we combined field survey data with Sentinel-1 and Sentinel-2 images provided by the
European Space Agency, as well as DEM data, to calculate the vegetation index, texture
features, slope, and DEM variables to analyze the size and spatial distribution of the CRP
in the study area.

In previous studies, most scholars used the method of constructing models to analyze
and study the spatial distribution and factors influencing CRP [8,9]. The LR model is a
binary classification model that can be used to predict the probability of positive samples
with good accuracy [18]. The LR model has been widely used for predicting the probability
of events and has also been widely applied in forestry. The premise for constructing the
LR model is to assume the stability of space, but in forestry research, this is an ideal state,
and the environmental factors in different spatial locations vary [19]. This suggests that the
factors affecting the regeneration of saplings in different geographical locations in a forest
may differ. In this case, the accuracy of the LR model for CRP prediction would not be
sufficient. Therefore, some scholars have proposed the geographically weighted regression
(GWR) model, incorporating a spatial variation function [20,21]. The GWR model can be
used effectively for spatial nonstationary analysis in dynamic environments and has been
widely used in multiple fields [22–24]. However, LR models and GWR models need to
be constructed after screening variables, and forest regeneration is an extremely complex
ecological process that is constantly influenced by various factors. Clearly, based on these
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selected variables, an accurate analysis of understory sapling regeneration is challenging.
As shown in previous research, the implementation of machine learning algorithms does
not limit the number of variables [25,26], and machine learning has many advantages
over traditional models [26]: (I) there are no prerequisite requirements for data types and
formats in machine learning and (II) machine learning can be used to effectively handle the
complex relationships between independent and dependent variables and to delve deeper
into the connections between data. Two types of machine learning algorithms, RF and MLP,
have been widely used [27–32]. RF is a classification or regression model [33] built based
on decision trees, and the MLP model is based on the construction of multilayer hidden
layers and the mapping output of its results through the activation function.

The Liangshui National Nature Reserve was the study area. We established a relation-
ship model between the CRP and forest variables and analyzed the spatial distribution of
the CRP. The basic outline of this study was the following: (I) acquire field survey data
and remote sensing data; (II) analyze the distribution patterns of the CRP in different
forest types and different latitudes and longitudes; (III) build RF, MLP, GWLR, and LR
models; (IV) determine the spatial autocorrelation of model residuals; and (V) utilize the
four constructed models for predicting and analyzing the CRP size of each pixel in the
Liangshui Nature Reserve.

2. Materials and Methods
2.1. Overview of the Study Area

The study area is in Dailing District, Yichun City, Heilongjiang Province, with geo-
graphical coordinates of 128◦47′8′′ to 128◦57′19′′E and 47◦6′49′′ to 47◦16′10′′N. The zonal
vegetation in the study area is a temperate coniferous broadleaved mixed forest mainly
composed of Korean pine. The vegetation in the whole area can be divided into 11 forma-
tions and 19 associations of 6 vegetation types, including cold temperate coniferous forest,
temperate mixed coniferous and broadleaved forest, deciduous broadleaved forest, shrub,
meadow, and swamp. The study area is mainly composed of natural forests and the forest
structure is predominantly multilayered forests. In addition, the study area belongs to a
low mountainous and hilly zone, with rounded mountain tops and asymmetrical slopes
on both sides of the mountains. Generally, the southern slopes are short and steep, while
the northern slopes are gentle and long. The average slope gradient ranges from 10 to
15 degrees, with some areas having steep slopes of over 20 to 40 degrees. The geographical
location of the study area is shown in Figure 1a. Figure 1b presents the subcompartment
boundaries (indicated by yellow lines) and the specific distribution of 665 sample points
(indicated by blue dots) during the field forest resource survey of Liangshui Nature Reserve
in Yichun City, Heilongjiang Province, from May to September 2022, within the subcom-
partments in the study area, using a preprocessed Sentinel-2 remote sensing image as the
base map.

2.2. Data Acquisition
2.2.1. Ground Standard Land Survey

In the Liangshui Nature Reserve of Yichun City, Heilongjiang Province, from May to
September 2022, we surveyed a total of 665 sample plots. We used a random sampling
method to determine the sample plots [34], and the area of each sample plot was 0.06 ha [34].
After the sample plot was identified, the stand type, diameter breast height (DBH, cm), and
maximum tree height (MTH, m) were recorded. The single wood volume was calculated
based on the one-dimensional volume table of the Liangshui Nature Reserve (the volume
table formula is shown in Table 1). At the same time, we conducted a survey of the CRP
under the forest in these 665 sample plots. For this survey, coniferous saplings were
defined as coniferous tree species with a height greater than 30 cm [34] and a DBH less than
5 cm [34]. In addition, measurements were required for coniferous saplings of sample plots,
including the height (H, cm), basal diameter (BD, cm), age, and DBH for saplings with a
height greater than 130 cm [34] (the basic statistics of the saplings are shown in Table 2).
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Figure 1. Distribution diagram of the study area and sample plots. (a) The specific location of the
Liangshui Nature Reserve in China and (b) the distribution of ground sample plots in subcompartments.

Table 1. Formulas for tree species volumes.

Tree Species Type Volume Formula

Korean pine 0.00010339412 × (−0.005162178 + 0.975389083 × DBH)ˆ (2.5550714)

Spruce 0.000097559294 × (−0.023269474 + 0.979033877 × DBH)ˆ (2.6082001)

Fir 0.00012553802 × (−0.14050637 + 0.976669654 × DBH)ˆ (2.5301655)

Camphor pine 0.0002380777 × (−0.1661345 + 0.983825482 × DBH)ˆ (2.3888099)

Larch
0.00005016824 × (−0.1661345 + 0.983825482 × DBH)ˆ1.7582894 × (1.6504613 + 0.78031609
× (−0.1661345 + 0.983825482 × DBH) −0.0076188678 × (−0.1661345 +
0.983825482×DBH)ˆ2)ˆ (1.1496653)

Pinus densiflora 0.00016773252 × (0.1539054215 + 0.981705489 × DBH)ˆ (2.2855543)

Fraxinus mandshurica Rupr.
0.000041960698 × (−0.0283700973 + 0.969811198 ×DBH)ˆ (1.9094595) × (5.6382753 +
0.64085 × (−0.0283700973 + 0.969811198 × DBH) −0.0056371339 × (−0.0283700973 +
0.969811198 ×DBH)ˆ2)ˆ (1.0413892)

Juglans mandshurica
0.000041960698 × (−0.1068104174 + 0.975403018×DBH)ˆ (1.9094595) × (6.5706028 +
0.51071923 × (−0.1068104174 + 0.975403018 × DBH) −0.0034904923 × (−0.1068104174 +
0.975403018 × DBH)ˆ2)ˆ (1.0413892)

Phellodendron 0.00018200258 × (−0.2516967596 + 0.972900665 × DBH)ˆ (2.3187749)

Linden tree
0.000041960698 × (0.2250730369 + 0.964592149 × DBH)ˆ (1.9094595) × (5.2592429 +
0.5670384 × (0.2250730369 + 0.964592149 × DBH) −0.0038177352 × (0.2250730369 +
0.964592149 × DBH)ˆ2)ˆ (1.0413892)

Oak 0.00025462482 × (0.1751205585 + 0.986711062 × DBH)ˆ (2.1935242)

Elm 0.00013344177 × (−0.120162996 + 0.971592141 × DBH)ˆ (2.4489629)
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Table 1. Cont.

Tree Species Type Volume Formula

Maple birch
0.000041960698 × (0.040314124 + 0.957532468 × DBH)ˆ (1.9094595) × (7.0086039 + 0.6791334
× (0.040314124 + 0.957532468 × DBH) −0.0063965703 × (0.040314124 + 0.957532468 ×
DBH)ˆ (2))ˆ (1.0413892)

Black birch
0.000052786451 × (−0.4899312906 + 0.995171441 × DBH)ˆ (1.7947313) × (6.2804214 +
0.46824315 × (−0.4899312906 + 0.995171441 × DBH) −0.0046635886 × (−0.4899312906 +
0.995171441 × DBH)ˆ2)ˆ (1.0712623)

Table 2. The basic statistics of coniferous saplings.

Sapling Height Min SD Mean Max

<130 cm

Basal diameter (BD, cm) 0.5 0.645 1.476 3.963
Diameter breast height (DBH, cm) – – – –

Age 5 2.796 9.411 16
Height (H, cm) 5 28.204 84.263 129

≥130 cm

Basal diameter (BD, cm) 0.7 1.522 3.635 7.512
Diameter breast height (DBH, cm) 0.1 1.080 0.532 2.360

Age 10 2.274 14.115 17
Height (H, cm) 132 97.831 286.825 610

2.2.2. Remote Sensing Data Acquisition

This study obtained field survey data during the summer of 2022 from May to Septem-
ber. Based on the timing of the field survey data, we acquired Sentinel-2 imagery from
11 June 2022, which was of good quality during the summer. As there were no Sentinel-1
data available for the entire year of 2022, we selected Sentinel-1 imagery from 15 July 2021,
which was also of good quality during the summer. Additionally, we utilized the ASTER
GDEM 30 m resolution digital elevation dataset. We set each sample plot area to 0.06 ha
(approximately 25 m× 25 m), and we uniformly resampled the Sentinel-2, Sentinel-1, and
DEM images to a spatial resolution of 25 m.

Sentinel-1 is an Earth observation satellite in the Copernicus Programme (i.e., GMES)
of the European Space Agency. It is composed of two satellites and carries C band synthetic
aperture radar, which can provide continuous images (day, night, and various weather) [35].
While the 5.5 cm wavelength of Sentinel-1 cannot penetrate a forest canopy to analyze
understory vegetation, the texture features and microwave remote sensing index variables
extracted from Sentinel-1 in this study could to some extent characterize the forest stand
characteristics. The GRD data of the Sentinel-1 remote sensing image were used in this
study, and the main preprocessing was completed using SNAP 9.0.0 software provided by
the European Space Agency. The operation steps included thermal noise removal, orbit file
correction, speckle filtering, radiometric calibration, data format conversion, and Doppler
terrain correction. Finally, we obtained Sentinel-1 remote sensing images using VV and
VH polarization methods (where VV polarization represents vertical transmission data
and vertical reception data, and VH polarization represents vertical transmission data
and horizontal reception data) [36,37], and we calculated the radar vegetation index (RVI).
Because speckle filtering and terrain correction can damage the texture of images [38,39],
we extracted texture features from images without performing speckle filtering and terrain
correction. Finally, 16 texture feature variables were output (as shown in Table 3).

The Sentinel-2A satellite is the second satellite of the Global Environment and Security
Monitoring program [40]. Sentinel-2 data are the only data with three bands in the red edge
range, which makes them very useful for monitoring vegetation health information [41].
The multiple bands provided by Sentinel-2 can be used to effectively describe the site con-
ditions of a forest through calculations, helping to consider the regeneration patterns and
factors influencing understory coniferous saplings from multiple perspectives [42]. In this
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study, we used Sentinel-2 S1C-level remote sensing images provided by the European Space
Agency. The preprocessing steps were the following: downloading Sentinel-2 S1C-level
remote sensing images for the corresponding month of the year; using the Sen2Cor atmo-
spheric correction processor based on the radiative transfer model to perform atmospheric
correction on multispectral images, obtaining atmospheric bottom reflectance products,
and completing the conversion of S1C-level data to S2A-level data; band resampling, con-
sisting of opening the processed S2A-level image in SNAP, resampling all bands to 25 m
resolution, and storing the results in ENVI format; and extracting the vegetation index from
the Sentinel-2 image data and used ENVI 5.3 software to perform band operations using
the Band Math tool. The 18 S-2 vegetation indices are shown in Table 3.

DEM are important data for studying and analyzing terrain, watersheds, and feature
recognition. Due to the ability of DEM data to reflect local terrain features at a certain
resolution, a large amount of surface morphological information can be extracted from
DEM. Based on DEM, features such as slope, aspect, and contour lines can be further
calculated. In this study, we calculated the slope and DEM information of the study area
based on the downloaded DEM data of the study area (Table 3).

Table 3. Extracted remote sensing factors and terrain factors.

Vegetation Index Abbreviation Calculation Formula

S2-VI

Ratio VI RVI (S2) B8/B4 [43]
Difference VI DVI B8–B4

Weighted Difference VI WDVI B8–0.5 × B4
Infrared Percentage VI IPVI B8/(B8 + B4) [44]

Perpendicular VI PVI sin(45◦) × B8–cos (45◦) × B4
Normalized Difference VI NDVI (B8–B4)/(B8 + B4)

Transformed Normalized Difference VI TNDVI [(B8–B4)/(B8 + B4) + 0.5]1/2
Soil-Adjusted VI SAVI 1.5 × (B8–B4)/8 × (B8 + B4 + 0.5)

Modified Soil-Adjusted VI MSAVI (2–NDVI ×WDVI) × (B8–B4)/8 ×
(B8 + B4 + 1–NDVI ×WDVI)

Modified Soil-Adjusted VI2 MSAVI2 0.5 × (2 × (B8 + 1)) –sqrt [(2 × B8 + 1)
× (2 × B8 + 1) –8 × (B8–B4)]

Atmospheric Ratio VI ARVI [B8–(2 × B4–B2)]/[B8 + (2 × B4–B2)]
Normalized Difference Water Index NDWI (B3–B8)/(B3 + B8)

Normalized Difference Built-up Index NDBI (B11–B8)/(B11 + B8)

Green Atmospherically Resistant Index GARI (B8–(B3–1.7 × (B2–B4)))/(B8 +
(B3–1.7 × (B2–B4)))

Optimized Soil-Adjusted VI OSAVI 1.5 × (B8–B4)/(B8 + B4 + 0.16)
VI Green VIG (B3–B4)/(B3 + B4)

Normalized Difference Moisture Index NDMI (B8–B11)/(B8 + B11)
Normalized Difference Senescent VI NDSVI (B11–B4)/(B11 + B4)

S1-Textural

Mean VH_MEA
VV_MEA

ME = ∑N−1
i,j=0 i ∗ Pi,j

Variance VH_VAR VV_VAR VA = ∑N−1
i,j=0 i ∗ Pi,j(i−ME)2

Homogeneity VH_HOM VV_HOM HO = ∑N−1
i,j=0 i ∗ Pi,j

1+(i−j)2

Contrast VH_CON
VV_CON CO = ∑N−1

i,j=0 i ∗ Pi,j(i− j)
2

Dissimilarity VH_DIS
VV_DIS

DI = ∑N−1
i,j=0 i ∗ Pi,j|i− j|

Entropy VH_ENT
VV_ENT

EN = ∑N−1
i,j=0 i ∗ Pi,j(− ln pi.j)

Second Moment VH_ASM VV_ASM SM = ∑N−1
i,j=0 i ∗ Pi,j

Correlation VH_COR VV_COR CR = ∑N−1
i,j=0 Pi,j

[
(i−ME)∗(j−ME)√

VAi∗VAj

]
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Table 3. Cont.

Vegetation Index Abbreviation Calculation Formula

S1
– VV, VH –

Radar VI RVI (S1) VH/VV

DEM
DEM (m) – Composed of elevation values of

points on the ground

Slope (◦) – Rate of elevation change at a point on
the ground

B2: blue band; B3: green band; B4: red band; B8: near-infrared band (wide); B11: shortwave infrared band; i: the
gray level is an i pixel value; pi,j: the probability that a pixel with a grayscale value of i is at a certain distance
from another pixel with a grayscale value of j.

The main content of the technical route is shown in Figure 2, which can be divided
into 4 parts: extraction information, model construction, model evaluation, and spatial
distribution of the CRP.
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2.2.3. Variable Screening

Four stand factors were calculated based on data from 665 sample plots (the basic
statistics are shown in Table 4), including the average DBH (AD, cm), maximum heights of
the tree (MTH, m), volume of living trees per hectare (VLT, m3/ha), and number of living
trees per hectare (NLT, n/ha). Thirty-seven remote sensing factors, 2 terrain factors, and
data from the sample plots were used as the independent variables to construct the RF and
MLP models with CRP as the dependent variable. In addition, stepwise regression was
used to screen significant variable factors (α = 0.05); at the same time, the variable factors
that caused multicollinearity were screened and eliminated. Finally, the average DBH (AD,
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cm), volume of living trees per hectare (VLT, m3/ha), VV_VAR, VH_CON, GARI, and
DEM were selected as the modeling factors to construct the LR and GWLR models. Based
on the 665 known plots surveyed, the stand types were divided into 6 types: broadleaf
mixed forest (BMF), broadleaf relatively pure forest (BRPF), coniferous-broadleaved mixed
forest (CBMF), coniferous pure forest (CPF), coniferous mixed forest (CMF), and coniferous
relatively pure forest (CRPF). The number and percentages of sample plots for the stand
types in the 665 sample plots are shown in Table 5.

Table 4. Basic Statistics of measured data.

Variable Min SD Mean Max

CRP 0 0.431 0.755 1
NLT (n/ha) 200 356.158 805.590 3083.333

AD (cm) 9.85 4.210 19.653 40.85
VLT (m3/ha) 31.081 59.34893 193.807 402.243

MTH (m) 8.8 4.899 20.913 39.117

Table 5. Statistics on the number and percentages of sample plots of different stand types.

Stand Type Number of Sample Plots Percentage

Broadleaf Mixed Forest (BMF) 106 15.9%
Broadleaf Relatively Pure Forest (BRPF) 20 3.01%

Coniferous Broadleaved Mixed Forest (CBMF) 244 36.7%
Coniferous Pure Forest

(CPF) 26 3.91%

Coniferous Mixed Forest (CMF) 152 22.9%
Coniferous Relatively Pure Forest (CRPF) 117 17.6%

To further assess whether there was spatial heterogeneity in the CRP values of our
665 sample plots, we conducted statistics on the mean CRP values based on the stand type
and latitude and longitude directions (as shown in Tables 6 and 7) and used Origin 2022
software to plot the statistical results (as shown in Figure 3). The distribution of the CRP
along the latitude and longitude lines exhibited spatial heterogeneity in both the same and
different stands types.

Table 6. CRP statistics in the latitudinal direction of different stand types.

Stand Type

47◦&
7′ 8′ 9′ 10′ 11′ 12′ 13′ 14′ CRP Mean

Broadleaf Mixed Forest (BMF) 1 0.724 0.478 1 0.75 0.727 0.7 0 0.672
Broadleaf Relatively Pure

Forest (BRPF) 0 0.833 1 1 0.75 0.625 1 0 0.651

Coniferous Broadleaved Mixed
Forest (CBMF) 0.5 0.794 0.759 0.759 0.696 0.725 0.643 1 0.735

Coniferous Pure Forest (CPF) 0 1 0.75 0.75 1 0.462 1 0 0.620
Coniferous Mixed Forest (CMF) 1 0.909 0.9 0.941 0.911 0.909 0.542 0 0.764

Coniferous Relatively Pure
Forest (CRPF) 1 0.833 0.905 0.895 0.794 0.565 0.467 0.4 0.732

Table 7. CRP statistics in the longitudinal direction of different stand types.

Stand Type

128◦&
48′ 49′ 50′ 51′ 52′ 53′ 54′ 55′ CRP Mean

Broadleaf Mixed Forest (BMF) 0 1 0.6 0.905 0.769 0.5 0.636 0.750 0.645
Broadleaf Relatively Pure

Forest (BRPF) 0 0 0 0.8 0.667 0.818 0.800 0 0.386
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Table 7. Cont.

Stand Type

128◦&
48′ 49′ 50′ 51′ 52′ 53′ 54′ 55′ CRP Mean

Coniferous Broadleaved Mixed
Forest (CBMF) 1 0.444 0.5 0.929 0.868 0.686 0.541 0.833 0.725

Coniferous Pure Forest (CPF) 0 1 0.667 0.667 0.8 0.714 1 0 0.606
Coniferous Mixed Forest (CMF) 0 0.625 0.889 0.944 0.897 0.72 0.636 1 0.714

Coniferous Relatively Pure
Forest (CRPF) 1 0.714 0.583 0.833 0.786 0.667 0.739 0.667 0.749
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2.2.4. Study on CRP based on the LR Model

The LR model is simple to calculate, easy to interpret and understand, and performs
well on linearly separable or approximately separable datasets. In many practical cases,
the response variable is basically binary. That is, there are two possible results: 0 (not
occurring) or 1 (indeed occurring). Here, we set CRP 6= 0 (y = 1, which means there is
a coniferous sapling regeneration occurring in the sample plot) as P, and CRP = 0 (y = 0,
meaning there is no coniferous sapling regeneration occurring at the sample plot) was
set to 1-P [45]. Logistic regression was established between the occurrence probability of
coniferous sapling regeneration and its respective variables via the Python programming
language. The construction of the LR model was based on Python’s “sklearn.linear_model”
library. Our parameter selection was based on a grid search. The grid search method was
based on Python’s “sklearn.model_selection” library. The mathematical expression is shown
in Formula (1):

Logit(P) = ln(P/(1− P)) = β0 + ∑5
k=1 βkxik (1)

Here, P represents the probability of coniferous sapling regeneration occurring,
β0~βk represents the regression coefficient of the model, and k is the number of
independent variables.

2.2.5. Study on CRP Based on the GWLR Model

GWLR is an extension of LR that can consider the weight of geographical factors in
space. It can capture spatial heterogeneity and local nonlinear relationships, thus improving
the predictive ability of the model. The phenomenon of changes in the relationship or
structure between variables due to differences in geographical location is called spatial
nonstationarity. The GWLR model is an extension of the LR model, but it accounts for
spatial location factors based on LR and uses weighting to estimate parameters for each
coordinate point. The estimation of GWLR model parameters is local rather than global,
and each position has corresponding parameter estimation coefficients [19]. Geographically
weighted regression was established between the occurrence probability of coniferous
sapling regeneration and its respective variables using the Python programming language.
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The construction of the GWLR model was based on Python’s “mgwr.gwr” library. First, we
used Python’s “mgwr.sel_bw” library to select the optimal bandwidth based on the coordi-
nates of the sample location. Then, we selected the model construction type in Python’s
“spglm.family” library. Because we were studying binary classification problems, we chose
the “binomial” parameter to be passed into the GWR model. The mathematical expression
is shown in Formula (2):

Logit(P(ui, vi)) = ln(P(ui,vi)/(1− P(ui,vi))) = β0(ui, vi) + ∑5
k=1 βk(ui, vi)xik (2)

where β0(ui, vi) ~ βk(ui, vi) represents the coefficient of the GWLR model at position i.

2.2.6. Study on CRP Based on the RF Model

Random forest is an ensemble learning method that combines multiple decision
trees, with high prediction accuracy and robustness. It can handle complex relationships
between high-dimensional data and features, while also possessing a certain degree of
noise resistance. RF modeling is usually used for classification and can also be used for
regression [46]. An RF model is constructed by assembling multiple regression trees,
training the training samples, and finally selecting the optimal solution by averaging
(voting on) the decision tree results. The greatest advantage of the RF model is that it has
no restrictions on the dataset. In addition, the RF model is based on many decision trees in
the construction process, avoiding overfitting to a great extent.

Figure 4 shows the principle of the RF model developed with the Python programming
language. The construction of the RF model was based on Python’s “sklearn.ensemble”
library. First, we determined the random forest hyperparameters. The determination of
random forest hyperparameters was achieved through a random search and grid search.
We used Python’s “sklearn.model_selection” library for the random search and grid search.
We searched for the optimal hyperparameter combination within the defined range of
the random search and grid search. After inputting the training data into the RF model,
N bootstrap resamplings were performed on the training data, and a decision tree was
constructed for each sample. A total of N decision trees was constructed, and the return
value of each decision tree was averaged (voted on) to calculate the output result of the
RF model. We used the random search and grid search to find an optimal hyperparameter
combination. The hyperparameters of the RF model we constructed included N_Estimators
= 220, the number of trees in the random forest, which was set to 220; Max_Depth = 500,
the maximum depth of each decision tree in the random forest, which was set to 500;
Min_Samples_Leaf = 11, the minimum number of samples required to be at a leaf node in
each decision tree, which was set to 11; Min_Samples_Split = 6, the minimum number of
samples required to split an internal node in each decision tree, which was set to 6; and
Max_Features = “sqrt”, the number of features to consider when looking for the best split at
each node (here, “sqrt” indicates the square root of the total number of features considered).
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2.2.7. Study on CRP Based on the MLP Model

MLP is a highly flexible and expressive model that can handle complex nonlinear
relationships and many features. It can improve its predictive performance by adjusting its
network structure and parameters. The MLP model (Figure 5) is a common feedforward
neural network model that connects input and output layers by one or more hidden layers.
Each hidden layer is composed of multiple neurons, which transform the weighted sum
of input signals into output signals through an activation function and then transfer them
to the next layer. The output of the output layer is determined based on the required
tasks [31]. In the process of training the MLP model, we calculated the update direction of
the parameters according to the gradient of the loss function through a backpropagation
algorithm and transmitted it back to the network. Using random gradient descent to
update the parameters, Figure 5 shows the principle of the MLP model using the Python
programming language. The construction of the MLP model was based on Python’s
“tensorflow” library. We built our own input layer, hidden layer, and output layer for the
MLP. We defined the activation function as “sigmoid”. To prevent overfitting, we used an
early stop strategy during the model construction process and set a loss function to monitor
the accuracy of the MLP model. After inputting training data into the MLP model, the MLP
model iteratively built a model based on the set model parameters, found the lowest “Val
Loss” value, and saved the model weights between the input layers and hidden layers, as
well as hidden layers and output layers, finally returning an optimal model. The curve
on the right side of Figure 5 shows the variation curve of the MAE between the training
set and the testing set with the number of iterations (EPOCH) during MLP model fitting.
The curve on the right side of Figure 5 shows that when the number of iterations of the
model reached 579, the model underwent overfitting, resulting in a significant decrease in
the MAE of the training set (a significant increase in the accuracy of the training set) and a
gradual increase in the MAE of the testing set (a gradual decrease in the accuracy of the
testing set). Therefore, we returned the MLP model weight for the 579th iteration. Next,
based on the optimal model, the CRP was predicted and analyzed. The hyperparameters
of the MLP model we constructed are layers = 4, i.e., the MLP model had 4 hidden layers;
loss = “mae ”, i.e., the loss function of the MLP model was “mae”; activation = “sigmoid”,
i.e., the activation function of the MLP model was “sigmoid”; and learning rate = 0.001, i.e.,
the learning rate of the MLP model was 0.001.
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Figure 5. Schematic diagram of the MLP model. O represents the neuron, W represents the weight,
and the broken line represents the variation in MAE with the number of iterations (EPOCH). 579: we
return the model weights for the 579th iteration.

2.3. Model Evaluation

We obtained the model fitting parameters, evaluated the model prediction accuracy
through a 5-fold cross-validation method (Figure 6) using the Python programming lan-
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guage, and evaluated the model prediction accuracy using AUC, KAPPA, RMSE, and MAE
as indicators. The ratio of our validation set to the training set was 1:4, the number of
samples in the training set was 532, and the number of samples in the validation set was
133. The smaller the RMSE and MAE values were, the better the fitting results of the model.
Higher KAPPA values represented better classification results for the models. The AUC
(defined as the area enclosed by the coordinate axis under the ROC curve, with the false
positive rate (FPR) as the abscissa and the true positive rate (TPR) as the ordinate of the
ROC curve) is not greater than 1. The range of AUC values is between 0.5 and 1. The closer
the AUC is to 1.0, the higher the authenticity of the detection method. When the AUC is
equal to 0.5, the authenticity is lower and has no practical value.
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n2

1− ∑c
i=1 ai∗bi

n2
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FPR =
TP

(TP + FN)
(6)

TPR =
FP

(FP + TN)
(7)

where k is the number of cross-validation times, i.e., k = N; Oij, Pij represent the i-th
observation value of the j-th time and the predicted value of the model nj represents the
number of samples for the j-th time; RMSEj, MAEj represent the j-th root mean square
error and the mean absolute deviation, respectively; C is the total number of categories, Ti
is the number of samples correctly classified for each category, ai is the actual number of
samples for each category, bi is the number of samples for each class predicted, and n is the
total number of samples; TP represents the number of true-positive instances, which are the
positive classes correctly predicted as positive; FN represents the number of false-negative
instances, which are the positive classes incorrectly predicted as negative; FP represents the
number of false-positive instances, which are the negative classes incorrectly predicted as
positive; and TN represents the number of true-negative instances, which are the negative
classes correctly predicted as negative.
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2.4. Spatial Autocorrelation Test of Model Residuals

Spatial autocorrelation analysis refers to the distribution, amplitude, and similarity
of the same variable in different spatial locations, which mainly measures the degree of
aggregation of attribute values of spatial units [47]. Moran’s I is the most widely used
indicator for measuring spatial autocorrelation in various spatial statistics [48,49], and
Moran’s I statistic was originally proposed by Moran et al. [50]. The value of Moran’s I is
generally between –1 and 1; values greater than 0 indicate a positive correlation, a value
equal to 0 indicates no correlation, and values less than 0 indicate a negative correlation.
The closer Moran’s I index value is to 0 for the model residual, the better the performance
of the model in reducing spatial autocorrelation, as the index considers spatial location
information. We used GeoDa 1.12.1 software to calculate Moran’s I, and the method of
calculation is shown in Formula (8):

I =
zi − z

σ2

n

∑
j=1,j 6=i

[wij(zj − z)] (8)

In the equation, the average value of variable z is z; the variance of variable z is σ2;
variable z at sampling points i and j is zi, zj (i is not equal to j); and the distance weight
between sampling points is denoted as wij.

3. Results
3.1. Fitting Results of Models

The results of the LR model were statistically significant. As seen in the results in
Table 8, the absolute values of the factor coefficients of the six variables based on the LR
model can be arranged in the following order: DEM > AD > VH_CON > VLT > VV_VAR
> GARI. This indicates that DEM had the greatest impact on CRP, while GARI had the
smallest impact on CRP. Specifically, the estimated coefficients of DEM and volume of
living trees per hectare (VLT, m3/ha) were all negative, indicating a negative correlation
between these two characteristic variables and the regeneration of understory coniferous
saplings throughout the entire study area based on the LR model. The estimated values
of the average DBH (AD, cm), VV_VAR, VH_CON, and GARI coefficients were positive,
indicating that based on the LR model, the variable was positively correlated with CRP
throughout the entire study area.

Table 8. Parameter fitting results of the LR model.

Variable Estimate Standard Error p Value Exp—(Est)

Intercept 1.219 0.094 0.000 3.385
AD (cm) 0.313 0.121 0.010 1.367

VLT (m3/ha) −0.180 0.099 0.030 0.835
VV_VAR 0.173 0.106 0.031 1.189
VH_CON 0.311 0.132 0.018 1.365

GARI 0.073 0.099 0.046 1.076
DEM (m) −0.557 0.107 0.000 0.573

AD (cm): average DBH of forest stands; VLT (m3/ha): standing forest volume per hectare; DEM (m): altitude of
sample plots; Estimate: the estimated coefficient value representing the degree of influence of the variable on the
dependent variable; Standard Error: the standard error of the estimated coefficient representing the accuracy of
the estimation; p Value: the significance level of the coefficient, indicating whether the variable had a significant
impact on the dependent variable; Exp—(Est): the exponential value of the coefficient, which is the estimated
exponential coefficient, representing the multiple impacts of the variable on the dependent variable.

The GWLR model was constructed after considering a matrix of distance-related
spatial weights in the LR model. The variable coefficients of the GWLR model varied with
geographical regions (as shown in Table 9), and the average coefficients of the GWLR model
were similar to the LR fixed coefficients. However, the coefficients of the GWLR model
had a large spatial distribution range. The estimated coefficients of the volume of living
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trees per hectare (VLT, m3/ha), VV_VAR, VH_CON, and GARI feature variables alternated
between positive and negative correlations; the DEM and average DBH (AD, cm) variables
had a monotonic relationship with CRP in space. The average DBH (AD, cm) variable was
positively correlated with the CRP, and the DEM variable was negatively correlated with
the CRP. To observe the spatial distribution of GWLR model variable coefficients in the
study area, we performed spatial interpolation on the GWLR model variable coefficients
using ARCGIS 10.7 software (as shown in Figure 7).

Table 9. Parameter estimations of the GWLR model.

Variable Min Lower Quartile Mean Median Upper Quartile Max

Intercept 0.884 1.162 1.271 1.262 1.386 1.709
AD (cm) 0.032 0.207 0.347 0.287 0.384 0.999

VLT (m3/ha) −0.426 −0.308 −0.203 −0.250 −0.103 0.152
VV_VAR −0.011 0.075 −0.182 0.135 0.257 0.623
VH_CON −0.104 0.029 0.232 0.209 0.423 0.615

GARI −0.261 −0.093 0.050 0.055 0.174 0.466
DEM (m) −2.506 −0.926 −0.819 −0.659 −0.545 −0.381

AD (cm): average DBH of forest stands; VLT (m3/ha): standing forest volume per hectare; DEM (m): altitude of
sample plots.
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Figure 7 shows that the variable average DBH (AD, cm) based on the GWLR model
was positively correlated with the CRP throughout the entire study area, and the average
DBH (AD, cm) variable coefficient value was greater in high- and low-latitude regions than
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in other regions. The variable volume of living trees per hectare (VLT, m3/ha) was nega-
tively correlated with the CRP in the high-longitude regions and positively or negatively
correlated with the CRP in the low-longitude regions. The variable VV_ VAR was positively
or negatively correlated with the CRP in mid-latitude and high-longitude regions and
positively correlated with the CRP in other regions. The variable VV_ CON was positively
or negatively correlated with the CRP in low-latitude regions and positively correlated
with the CRP in other regions. The variable GARI was positively correlated with the CRP
in the high-latitude regions and negatively correlated with the CRP in the low-latitude
regions. The variable DEM had a negative correlation with the CRP throughout the entire
study area, and the coefficient’s absolute value of the variable DEM in the mid-latitude
regions was greater than that in other regions.

3.2. Model Accuracy Evaluation

Table 10 shows the fitting accuracy results of the RF, MLP, LR, and GWLR models after
five cross-validation tests. The AUC value of LR was 0.684, indicating that the performance
of the model was at a moderate level; KAPPA: 0.225, the KAPPA coefficient was used to
evaluate the consistency of the classifier. Compared with the other three models, this value
was lower, indicating that the predicted results of the LR model were less consistent with
the actual results than the other three models; RMSE, MAE: 0.416, 0.346. Compared with
the other three models, the LR model had higher RMSE and MAE values, indicating a larger
prediction error of the model than the other three models. The AUC value of the GWLR was
0.751, which compared to the LR model, indicated an improved performance of the GWLR
model; KAPPA: 0.277, indicating that the consistency of the GWLR model was relatively
good, and the consistency between the predicted results and the actual results improved;
RMSE, MAE: 0.400, 0.315, slightly improved compared to the LR model. The AUC value
of the MLP was 0.843, so the performance of the MLP model was good, with significant
improvement compared to the LR and GWLR models; KAPPA: 0.463, indicating a high
consistency between the predicted results of the MLP model and the actual results; RMSE,
MAE: 0.350, 0.260, indicating that the MLP model had smaller prediction errors compared
to the LR and GWLR models. The AUC value of RF was 0.867, the RF model had the best
performance and had a significant improvement compared to other models; KAPPA: 0.561,
indicating good consistency of the RF model and high consistency between predicted and
actual results; RMSE, MAE: 0.332, 0.240, the RF model had the smallest prediction error
compared to other models. Based on the above analysis results, the model fitting accuracy
can be sorted as the following: RF > MLP > GWLR > LR. The prediction accuracy of the
RF model and MLP model was significantly higher than that of the LR model and GWLR
model, fully reflecting the advantages of machine learning in predicting CRP.

Table 10. Model accuracy evaluation.

Model AUC Threshold KAPPA RMSE MAE

LR 0.684 0.772 0.225 0.416 0.346
GWLR 0.751 0.811 0.277 0.400 0.315
MLP 0.843 0.677 0.463 0.350 0.260
RF 0.867 0.633 0.561 0.332 0.240

3.3. RF Model Importance Ranking

To further understand the contribution of all variable factors in constructing the
RF model, the importance values of the RF model variables were sorted based on the
principle of minimum out-of-bag (OOB) error. In Figure 8, the horizontal axis represents
the importance score of the RF model during construction, while the vertical axis represents
the variable factors. The importance score of DEM feature variables was the highest, and
the contribution rate to the establishment of RF models was the largest. We concluded that
there was a close relationship between the DEM and CRP.
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3.4. Analysis of Understory Regeneration Law

We interpolated the forest variable factors with the kriging interpolation method
in ARCGIS 10.7 software to obtain the forest variable factor values for each pixel in the
entire research area. The CRP size of each pixel in the study area was predicted using
four models constructed in the Python programming language. The optimal segmentation
threshold for the prediction results of the full sample data model was calculated using
the Python programming language. We calculated the optimal segmentation threshold
by using the Python programming language to draw the ROC curve. The ROC curve
takes the true-positive rate (TPR) as the vertical axis and the false-positive rate (FPR) as
the horizontal axis. We calculated the TPR and FPR at different points by changing the
threshold. The optimal threshold is usually the point at which the ROC curve is closest to
the upper left corner, that is, the point with a higher TPR and lower FPR value (the optimal
threshold ROC coordinates are shown in Figure 9). Furthermore, statistical analysis of the
CRP classification results was performed based on the optimal segmentation threshold,
as shown in Figure 10. The predicted results based on the four models showed that in
the high-latitude and high-longitude regions, the majority of CRP pixel values were 0 (no
coniferous sapling regeneration), while in the low-latitude and low-longitude regions, the
majority of pixel values were 1 (coniferous sapling regeneration).
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4. Discussion

To understand the size and distribution of the CRP in the Liangshui National Nature
Reserve, we constructed LR, GWLR, MLP, and RF models for research and analysis. The
four models had higher CRP prediction results in the low-latitude and low-longitude
regions of the study area. Lower values of the CRP were obtained in the high-latitude and
high-longitude regions of the study area. Coniferous sapling regeneration mainly occurred
in the low-latitude and low-longitude regions of the study area, and in the high-latitude
and high-longitude regions of the study area, most pixels had a CRP value of 0 (i.e., no
coniferous sapling regeneration occurred). Based on the above research results, the follow-
ing detailed analysis was conducted: (I) model variable selection; (II) selection of predictor
variables and their ecological implications; (III) model comparison; and (IV) determination
of the advantages of optimal threshold segmentation.

4.1. Model Variable Selection

In this study, a total of 43 variable factors were extracted. The data mainly consisted
of measured data, remote sensing factors, and terrain factors. When studying understory
regeneration, many scholars have explored and analyzed the relationship between stand fac-
tors and sapling regeneration. Hai jiao Yang et al. [51] found that moderate thinning, which
controls stand density, can adjust the diversity of understory plants. Feng Liu et al. [9] used
a nonlinear mixed model to analyze the impact of different sizes of forest gaps on the
biomass accumulation of understory saplings. HH Chen et al. [10] analyzed the relation-
ship between stand types and sapling regeneration in oak secondary forests. Maitane
Erdozai et al. [52] studied the effects of forest thinning and climate on understory regener-
ation. However, we believe that relying solely on forest stand variable factors for forest
regeneration research is not sufficient. The fitting accuracy of the models we constructed
indicated that the LR and GWLR models constructed using the six variable factors screened
by stepwise regression had a lower accuracy than the MLP and RF models constructed
using all variables. Based on the LR and RF models, the DEM is the largest variable factor
affecting CRP. Therefore, it is necessary to consider more remote sensing factor variables.

4.2. Selected Predictor Variables and Their Ecological Implications

We can see from the analysis of the LR and RF models that the DEM was the most im-
portant variable for predicting CRP. In this study, there was a negative correlation between
the DEM and CRP based on the LR and GWLR models, indicating that the probability
of coniferous sapling regeneration gradually decreased with increasing altitude. Related
studies have shown a negative correlation between the DEM and species richness [53], and
sapling species were also considered when calculating species richness. We speculate that
this is the reason why the DEM variable is the most important and negatively correlated
with the CRP in predicting the CRP.

Based on the fitting results of the LR model, the average DBH (AD, cm) variable
was the second variable factor that affected the CRP. The fitting results of the LR model
indicate a positive relationship between the average DBH (AD, cm) variables and the CRP.
When the DBH of a single tree is large, the tree will have greater competitiveness [54],
which can lead to the death of other trees due to insufficient nutritional space. When this
situation occurs, forest density significantly decreases. As previously reported by scholars,
the regeneration of saplings in secondary forests and pine oak forests is greatly affected
by stand density [7,9]. We speculate that the regeneration of coniferous saplings in the
natural forest we studied was related to stand density. Therefore, this may be the reason
for ranking the average DBH (AD, cm) variables second in CRP prediction based on the LR
model used in this study.

According to the importance ranking of the RF model, the volume of living trees
per hectare (VLT, m3/ha) variable ranked second. In addition, according to the GWLR
model parameter coefficient interpolation results (Figure 7), the VLT variable factor had
a negative correlation with the CRP in most of the study areas, and the absolute value of
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the coefficient was greater in high-latitude and high-longitude areas than in most areas
of the average DBH (AD, cm) variable factor. In high-latitude and high-longitude areas,
the VLT variable may have a greater impact on the CRP than the average DBH (AD, cm)
variable. Furthermore, the VLT is usually a variable used by scholars to study forest carbon
storage [55,56], as there is a synergistic effect between forest carbon storage and forest
regeneration [57]. Therefore, we speculate that this is the reason why the VLT ranked
second in importance in the RF model.

4.3. Model Comparison

The accuracy of the RF and MLP models we built was greater than that of the LR
and GWLR models. However, as we discussed above, the distribution of CRP at different
latitudes and longitudes exhibited spatial heterogeneity. The MLP and RF models are
nonparametric models, and when constructed, the RF and MLP models only consider the
connections between data and do not consider the spatial heterogeneity between sample
plots. This resulted in significant errors in the prediction of other sample points by the RF
and MLP constructed with strong spatial heterogeneity between sample points, resulting
in a significant decrease in model accuracy. The GWLR model constructed in this study can
effectively address the issue of spatial heterogeneity between sample plots. To observe the
spatial heterogeneity reduction effect of the GWLR model compared to the RF, MLP, and
LR models, we used GeoDa 1.12.1 software to plot the Moran’s I exponential coordination
curve for model residuals (Figure 11). The lower the slope of the curve was, the smaller
the residual Moran’s I index value of the model. According to Figure 11, the values of
the residual Moran’s I index, the models could be sorted as the following: GWLR < MLP
< RF < LR. The smaller the Moran’s I index value of the model residual was, the more
spatial factors were considered in the construction of the model. The GWLR had the lowest
Moran’s I index value compared to the other three models, meaning that the GWLR model
considered more spatial factors during construction, further demonstrating that the LR,
RF, and MLP models had weaker performance in reducing spatial autocorrelation between
sample points than the GWLR model. However, the results of our model construction
suggested that the accuracies of the RF and MLP models were greater than those of the
GWLR model, which also reflected the advantages of the RF and MLP models. In this
study, because the RF and MLP models sought connections between data without limiting
the number of variables, we used 43 variable factors to construct the RF and MLP models
to improve the accuracy of CRP prediction, while the GWLR model used only six variable
factors. We speculate that this difference in the number of variables may be the main reason
for the accuracy differences between the RF, MLP, and GWLR models. Finally, based on the
results of our analysis, we infer that the RF and MLP models can be selected when there are
many independent variable factors in the study of CRP. When there are few independent
variable factors and high spatial heterogeneity between sample plots, the GWLR model
can be selected for the prediction and analysis of the CRP.

4.4. Advantages of Optimal Threshold Segmentation

Few scholars have specified their classification thresholds when constructing classi-
fication models [18]. The LR model is an “s” curve, with 0.5 being the inflection point of
the curve, so most scholars default to 0.5 as the classification threshold when constructing
the LR model. We believe that doing so is very unreasonable. We plotted the kappa coeffi-
cients corresponding to different classification thresholds for the four models (Figure 12).
Figure 12 shows that the segmentation threshold calculated using full sample data had
different kappa values, indicating that the selection of the threshold had a significant
impact on the classification accuracy. However, Figure 12 also shows that the optimal
threshold selected in this study was not the maximum kappa point, and the corresponding
kappa values were not significantly different from the maximum kappa values because the
optimal thresholds were usually selected based on the ROC curves. The optimal threshold
we chose was the point located at the top left corner of the ROC curve (i.e., the point with
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the largest TPR-FPR value). In addition, most scholars use the classification algorithm of
the RF model [58,59], but the classification algorithm predicts a CRP with only 0 or 1 results,
without a specific probability value. In this study, we chose the RF regression model to
predict the specific CRP size of each pixel, and based on the predicted results, we used the
optimal classification threshold to perform 0–1 classification statistics. The advantage of
this threshold was that it not only had a specific CRP value for each pixel, but also allowed
for 0–1 classification statistics for each pixel in the research area. In summary, the advantage
of choosing the optimal segmentation threshold is to reduce the false-positive rate (FPR)
and improve the true-positive rate (TPR), thereby improving classification accuracy.
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5. Conclusions

Coniferous tree species are an important type of tree species in the Liangshui National
Nature Reserve. Understanding the regeneration of coniferous saplings under their forests
is key to predicting future forest structures and forest management. This study was based
on forestry multisource remote sensing data, combined with field survey data, and LR,
GWLR, RF, and MLP models were constructed. We drew the following conclusions:

1. The RF model achieved the highest value of accuracy evaluation. However, the
RF model has the disadvantage of neglecting the spatial autocorrelation among
neighboring samples. The GWLR model, constructed by LR regression, effectively
accounts for the spatial autocorrelation among neighboring samples.

2. The distribution of CRP along the latitude and longitude lines exhibited spatial heterogeneity.
3. The DEM variable was the most significant factor influencing CRP.
4. Coniferous sapling regeneration mainly occurred in low-latitude and low-longitude

regions, and most pixels in the high-latitude and high-longitude regions of the study
had a CRP value of 0, indicating that no coniferous sapling regeneration occurred.
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