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Abstract: The roughness of rock joints exerts a substantial influence on the mechanical behavior of
rock masses. In order to identify potential failure mechanisms and to design effective protection
measures, the accurate measurement of joint roughness is essential. Traditional methods, such as
contact profilometry, laser scanning, and close-range photogrammetry, encounter difficulties when
assessing steep and inaccessible slopes, thus hindering the safety and precision of data collection. This
study aims to assess the feasibility of utilizing drone photogrammetry to quantify the roughness of
rock joints on steep and inaccessible slopes. Field experiments were conducted, and the results were
compared to those of 3D laser scanning in order to validate the approach’s procedural details, applica-
bility, and measurement accuracy. Under a 3 m image capture distance using drone photogrammetry,
the root mean square error of the multiscale model-to-model cloud comparison (M3C2) distance and
the average roughness measurement error were less than 0.5 mm and 10%, respectively. The results
demonstrate the feasibility and potential of drone photogrammetry for joint roughness measurement
challenges, providing a useful tool for practitioners and researchers pursuing innovative solutions
for assessing rock joint roughness on precipitous and hazardous slopes.

Keywords: joint roughness; drone photogrammetry; 3D reconstruction; cloud-to-cloud distance;
steep and inaccessible slope

1. Introduction

The roughness of rock joints plays a crucial role in determining the mechanical behav-
ior of rock masses, as the presence of roughness affects the contact area and distribution of
stresses between adjacent rock segments, leading to variations in the strength, deformation,
and stability of the rock mass [1–5]. Hence, accurately measuring joint roughness can help
to identify potential failure mechanisms and to design effective protection measures [6,7].
Traditionally, contact profilometry, laser scanning and close-range photogrammetry have
been frequently used methods for characterizing rock joint roughness at the site [8,9].
However, these methods face challenges in accurately assessing steep and inaccessible
slopes, hampering data collection safety and compromising measurement accuracy. This
has motivated the development of innovative techniques with which to overcome these
challenges and provide reliable data for slope assessments.

Rock joint roughness is a measurement of the irregularities or asperities along a
rock joint’s surface. Numerous studies have summarized techniques for measuring the
surface roughness of rock joints [10,11]. Generally speaking, these techniques can be
divided into two categories: contact measurement methods and non-contact measurement
methods. The contact methods, including the needle profilometer method, the compass
and disc clinometer method, the straight edges and ruler method, and the linear profiling
method, are laborious, time-consuming, and prone to human error [12–14]. Though some
researchers have made modifications to these methods and increased their measurement
efficacy, contact-based measurement methods still require personnel to work on hazardous
slopes, which poses significant safety risks [15,16].
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Non-contact measurement techniques do not necessitate physical contact with the
joint surface, so they do not change or injure the surface. This is especially crucial for fragile
or unstable rock surfaces that can be easily ruined by contact measurement techniques.
Commonly used non-contact measurement techniques include laser scanning, stereo topo-
metric cameras, and close-range photogrammetry [17–19]. Two common methods for
measuring the roughness of rock joint surfaces are terrestrial laser scanning and hand-held
laser scanning. The former is typically used for outdoor field measurements, whereas the
latter is generally used for indoor measurements. Despite providing more precise results
and higher data density, these methods often necessitate a clear line of sight and intricate
processing, making them costly for extensive surveys. Furthermore, many laser scanners
and cameras have a restricted range and may fail to capture the entire surface when the
slope is excessively steep or when it is located at a significant distance [20]. In order to
create a three-dimensional representation of an object’s surface, stereo vision technology
combines two images that were taken from different angles [21]. However, the field of view
of stereo topometric cameras is limited, so they may not be able to capture the entire joint
surface in a single measurement.

In recent years, there has been a growing trend toward the increased utilization of close-
range photogrammetry, primarily driven by its notable benefits in terms of affordability
and ease of access [22–24]. The use of consumer-grade cameras and specialized software
has made it possible for a wider range of users to access this technique, as it does not require
expensive equipment or specialized training. To further promote the use of close-range
photogrammetry in measuring joint roughness, researchers, such as Kim et al. (2016), have
assessed the accuracy of this technique in estimating joint roughness coefficients (JRC) at
varying camera-to-object distances, ranging from 2 to 33 m. Moreover, they have established
an error model through which to enhance the precision of the measurements [25]. Zhao
et al. (2020) have additionally proposed a photogrammetry workflow for measuring
joint roughness in the field [26]. Furthermore, An et al. (2021, 2022) have proposed and
assessed the utilization of smartphone photogrammetry as a means of quantifying the
surface roughness of rock joints within indoor environments [27,28]. Although these studies
have demonstrated the potential of photogrammetry for application in joint roughness
measurement, challenges persist in measuring large-scale joints situated on steep slopes.
On the whole, the above measurement equipment and methods require closeness to or
contact with the joint surface for roughness measurement, which makes some joint surface
roughness measurement work, particularly on high and steep slopes, difficult or impossible
to carry out.

Drone photogrammetry emerges as a promising alternative, offering several ad-
vantages for geotechnical engineering applications [29–31]. Capable of capturing high-
resolution imagery and generating accurate 3D terrain models, drone photogrammetry
provides comprehensive slope roughness assessments without direct human interven-
tion [32]. This overcomes the limitations of previous methods, as it enables remote data
acquisition, reduces safety risks, and improves accuracy. Further, drone photogrammetry
offers lower data collection times and equipment costs, as well as the ability to cover large
areas quickly, making it an attractive technique for slope surveys. To date, despite the
advantages of this method, few studies have investigated the practicality and accuracy of
drone photogrammetry for joint roughness measurement [33].

The aim of this study was to address the challenges facing traditional methods in
accurately measuring rock joint roughness, particularly on steep and inaccessible slopes.
In an effort to overcome these challenges, we propose the use of drone photogrammetry
as a promising alternative for measuring rock joint roughness. Taking a large-scale rock
joint in the field as an example, we tested the image capturing strategy, distance, and
post-processing accuracy. Additionally, we discuss the benefits and limitations of using this
method for measuring joint roughness. The paper is structured into five sections. The next
section introduces the fieldwork method using drone photogrammetry. The third section
compares and analyzes the measurement accuracy of drone photogrammetry in different



Remote Sens. 2023, 15, 4880 3 of 22

configurations. Subsequently, we discuss the requirements of joint roughness measurement
accuracy and the benefits and limitations of drone photogrammetry for joint roughness
measurement. Finally, the paper concludes by summarizing the research findings.

2. Materials and Methods

The proposed methodology primarily entails the following procedures: (1) Selecting
a large-scale rock joint on a bench slope in the Lanping open pit mine located in Yunnan
Province, China, as the target for measurement; (2) performing 3D reconstruction of the
aforementioned large-scale joint surface using drone photogrammetry, which encompasses
image capture and point cloud reconstruction; (3) employing a 3D laser scanner to scan the
joint surface, generating a point cloud that serves as reference data with which to verify the
applicability and accuracy of the drone photogrammetry; and (4) employing cloud-to-cloud
distance and several roughness parameters as quantitative indicators in order to conduct a
comparative analysis between the results obtained through drone photogrammetry and
the laser scanner (Figure 1).
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Figure 1. Flowchart of the method proposed for determining rock joint roughness on a slope using
drone photogrammetry.

2.1. Description of the Joint Surface

The Lanping open pit mine in Lanping County, Nujiang Lisu Autonomous Prefecture,
Yunnan Province, China, is the largest confirmed lead-zinc deposit in the country, earning it
the title of “Asia’s premier lead-zinc mine” (Figure 2a,b). The stratigraphic rock formations
at this open pit mine comprise mainly Jurassic purplish-red sandy mudstone, Triassic
greyish-black mudstone, Cretaceous calcareous sandstone, and Tertiary Yunlong formation
argillaceous sandstone. The surveyed joint surfaces in this mining area are located on
the southern slope, exhibiting a grey-white calcareous quartz sandstone lithology that
corresponds to the dip direction of the main joint surfaces developed within the rock
layers (Figure 2c). We selected a well-exposed, clean-surfaced, impurity-free joint surface
measuring approximately 6.0 m × 2.0 m with which to investigate the potential of using
drone photogrammetry for roughness measurements (Figure 2d).

This joint surface belongs to an interbed fault zone, characterized by a relatively
straight development that extends across the entire step slope. The slope potential failure
mode is characterized by planar sliding, which suggests that the stability of the bench
slope is significantly influenced by the roughness of the joint surface. In order to effectively
assess the stability of the slope and determine the appropriate parameters for estimating
its shear strength, it is crucial to gain a comprehensive understanding of the roughness
properties exhibited by the surface of the joints.
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Figure 2. Study area (a) location of Yunnan on a map of China, (b) location of the Lanping open pit
mine in Yunnan province, (c) top view of the Lanping open pit mine, and (d) joint surfaces and sites
in the process of study with drone photography.

2.2. Point Clouds Generated with Drone Photogrammetry
2.2.1. Image Capture

In this study, a DJI Phantom 4 RTK drone—an unmanned aerial vehicle designed for
professional surveying and mapping—was employed to capture joint surface images. The
drone is equipped with a high-precision GNSS module for centimeter-level positioning
accuracy and a 20 MP camera for high-quality image capture. Additionally, it features a
time sync system for accurate timestamping and a flight autonomy system to ensure safe,
stable flight. The drone can be operated manually via remote control or programmed to
follow a predetermined route using planning software. Hence, this drone is ideal for slope
investigation. In this study, we chose manual flight mode for safety reasons, as the joint
surface to be investigated was small compared to the overall size of the slope, and the
terrain was highly variable.

Based on the general rules for image photography, in order to ensure sufficient overlap
between images to provide enough data for 3D model reconstruction, a minimum overlap
of 60% is needed for photogrammetry [34]. We strictly followed this guideline during the
image acquisition process, controlling the drone to move slowly in order to ensure that
the overlap between two adjacent photos was greater than 60%. In addition, in order to
assess the impact of shooting distance on photogrammetry modelling results, we took three
sets of photographs at different distances and angles. The first set of photographs was
taken about 3 m away from the joint surface, in a direction approximately perpendicular to
the joint surface. In the second set of photos, the camera shot the joint surface vertically
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downward, at an average distance of about 6 m. The last set of photographs was taken
horizontally, about 15 m from the joint surface.

The inclusion of an RTK module in the DJI Phantom 4 RTK drone enables high-
precision positioning information and significantly reduces the need for ground control
points (GCPs). This significantly reduces the workload of field measurements, thereby
enhancing work efficiency. Considering the high precision requirements for measuring
joint surface roughness, we made a scale bar as an auxiliary tool with which to calibrate the
resulting three-dimensional model. The scale bar was constructed by printing four coded
targets on A4 paper and subsequently pasting them onto a wooden board. The distances
between adjacent coded targets are known (Figure 3).
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Another crucial factor that influences the results of outdoor photogrammetry is
light [35]. In order to minimize the adverse effects of cloud cover and direct sunlight
on the photography process, we chose to schedule our shooting session immediately after
sunset. This specific timeframe allows for a low position of the sun in the sky, resulting in
gently diffused and inviting illumination. Consequently, this approach aided in mitigating
the presence of harsh shadows and enhancing the overall caliber of the captured visuals.

2.2.2. Point Cloud Reconstruction

Structure from Motion (SfM) is a widely employed photogrammetric methodology that
facilitates the creation of 3D models through the utilization of a sequence of 2D images that
possess overlapping features [36]. The SfM algorithm initiates by making estimations of the
camera’s position and orientation for each image it has captured. The process of achieving
this involves the identification of shared characteristics, such as corners or edges, within
the images, followed by the establishment of correspondences between these characteristics
across multiple images. Following this, the algorithm employs the identified features and
makes estimations of the camera poses within a 3D space. Agisoft Metashape (Version
1.5.1) is widely recognized as a prevalent software application utilized for conducting SfM
photogrammetry and producing 3D model reconstructions. This software’s popularity
can be attributed to its intuitive user interface, sophisticated algorithms, and ability to
work with diverse data formats. The software exhibits the capability to generate accurate
and comprehensive 3D models derived from a collection of input images, rendering it
appropriate for a diverse array of applications encompassing architecture, archaeology,
topographic mapping, and so on [37–40].

The operation of Agisoft Metashape software is straightforward, requiring only a few
steps to obtain a detailed 3D model. Firstly, the acquired images are imported into the
software. Next, the photos are aligned to identify common features and estimate camera
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positions. This step generates a sparse point cloud, representing the rough 3D structure
of the scene. Subsequently, a dense point cloud is built to refine the model, increasing the
number of points and improving accuracy. Since the experiment only requires a dense
point cloud model, processes such as building a mesh, a tiled model, or a digital elevation
model are unnecessary. During the alignment and dense point cloud construction, various
settings and parameters can be adjusted to optimize the quality and precision of the 3D
reconstruction. The adjustment of processing accuracy may have a significant effect on the
outcome of the point cloud. In this study, using a computer equipped with an Intel Core
i5-8500 CPU, 16 GB of RAM and an Nvidia GeForce GTX 1060 graphics card, we tested the
software’s five provided options: lowest, low, moderate, high, and very high. The resulting
point clouds generated by drone photogrammetry are referred to as the DP models. To
assess the impact of image capturing mode and processing accuracy on the accuracy of
joint surface roughness measurement, we conducted experiments involving three different
shooting distances, five levels of processing precision, and three varied shooting directions.
The test conditions including shooting distance, processing accuracy, and shooting direction
are summarized in Table 1. The purpose of this test is to offer enhanced guidance for the
utilization of drone photogrammetry in measuring joint surface roughness.

Table 1. Image capturing scheme for reconstructing point clouds using drone photogrammetry.

Equipment Shooting Processing Shooting
Model No.Distance (m) Accuracy Direction

Phantom 4 RTK 3 Lowest Oblique DP-3-lowest
Phantom 4 RTK 3 Low Oblique DP-3-low
Phantom 4 RTK 3 Medium Oblique DP-3-medium
Phantom 4 RTK 3 High Oblique DP-3-high
Phantom 4 RTK 3 Ultrahigh Oblique DP-3-ultrahigh
Phantom 4 RTK 6 Ultrahigh Vertical DP-5-ultrahigh
Phantom 4 RTK 15 Ultrahigh Horizontal DP-15-ultrahigh

2.3. Point Clouds Acquired with Laser Scanning

The 3D laser scanner is widely recognized as a high-accuracy measuring instrument
employed to capture 3D models of objects. In this study, a 3D laser scanner KSCAN-Magic-
II manufactured by the Scantech company in Hangzhou, China was used to obtain the
topography of the joint surface. The device’s resolution is 0.01 mm, and its volumetric
accuracy can reach 0.03 mm/m. Therefore, the device has sufficient accuracy as a reference
benchmark against which to evaluate the performance of drone photogrammetry.

Due to the inaccessibility of the joint surface on the upper slope for scanning, we chose
a smaller area measuring approximately 1.0 m × 1.0 m near the bottom of the slope (see
Figure 4a). According to the device usage guide, it is necessary to affix markers to the
object to aid in data registration and georeferencing. Here, we used point markers with a
5 mm diameter and spaced at intervals of approximately 10 cm on the joint surface (see
Figure 4b). As a result, at least four markers were present within each scanning view. To
create a detailed point cloud model of the joint surface without an excessive amount of data
needed, we set the scanning sample interval to 0.5 mm. During scanning, the scanner was
moved slowly and steadily across the rock joint surface, maintaining a consistent distance
of approximately 0.3 m to 0.5 m. The collected point cloud information was transmitted
in real-time to a laptop. Another individual reviewed the data, identified any areas of
model defects, and instructed the scanner to perform additional scans until a complete 3D
point cloud model of the joint was obtained. The resulting point cloud is referred to as the
LS model.
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2.4. Comparison between Laser Scanning and Drone Photogrammetry
2.4.1. Point Cloud Processing and 2D Profile Extraction

Point clouds, whether obtained from drone photogrammetry or the laser scanner,
cannot be directly applied to roughness calculations. This is because of the potential
inclusion of noise, outliers, and holes in these point clouds, which can affect the accuracy
and quality of the model. Therefore, it is imperative to conduct the post-processing of point
cloud data.

The first step in post-processing is the removal of outliers, which often requires manual
deletion through careful observation. The second step involves filling the holes formed
during the laser scanning process when the markers are attached to the joint surface,
causing them to become holes. In this case, the “fill hole” command in Geomagic Studio
2014 is used to mend the point cloud model. The third step involves cropping the point
cloud model to the area of interest. During the image capturing or laser scanning process,
the software captures more information than just the area of interest, such as surrounding
objects or the ground. Consequently, a point cloud model larger than the intended area
of interest may be obtained. For calculation and comparison purposes, it is necessary to
crop the point cloud model to the area of interest. In this study, we chose to crop the point
cloud to an area of 1.0 m × 1.0 m. The fourth step involves point cloud resampling. It is
well known that various roughness parameters are sensitive to the sampling interval of the
point cloud model. Therefore, to perform a comparative analysis, we needed to resample
both the laser scanning point cloud and the photogrammetry point cloud to a uniform
sampling interval. In this study, we resampled the point spacing for each point cloud to
1.0 mm, 2.0 mm, 5.0 mm, and 10.0 mm. Therefore, each original point cloud would derive
four point cloud models with different point spacing.

At present, the use of 2D profiles to quantify the roughness of joint surfaces is still
a common method employed by most researchers. Therefore, we needed to extract the
2D profile from the 3D point cloud model for roughness calculation. This is the general
workflow: First, perform a unified rotation and levelling treatment on all point cloud
models to ensure that the joint surface lies within the XY plane. Next, define a plane that
intersects the area of the point cloud. Subsequently, project the points within the selected
area onto the defined plane to create a 2D representation of the point cloud. Finally, utilize
a custom-made MATLAB plugin to vector the extracted profiles into equidistant numerical
form for convenient calculations.
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2.4.2. Point Cloud Comparison

The quality assessment of point cloud models generated via drone photogrammetry
involved the utilization of the multiscale model-to-model cloud comparison (M3C2) algo-
rithm. This algorithm computes the distance between the DP model and the LS model,
aiming to evaluate differences between the two point clouds. Employing a locally esti-
mated normal direction derived from the local surface roughness, the M3C2 algorithm
effectively addresses uncertainties in point positions and registration errors. Furthermore,
this algorithm operates at multiple scales using a normal-based projection, allowing for
adaptability and effectiveness across different applications [41].

In this study, the open-source software CloudCompare (Version 2.12) was employed
to compute the point cloud distances. Initially, all point clouds were imported into the
software. Subsequently, the LS model was designated as the reference object, while the
DP model was designated as the test object. The alignment tool was utilized to select
multiple pairs of corresponding points in each cloud, in order to register them. The
coordinate transformation matrix of the DP model was computed, thereby achieving a
unified coordinate system for both the DP model and the LS model. Subsequently, utilizing
the built-in M3C2 toolbox in the software, the distances between the point clouds were
computed. This process involved several parameters, including the normal scale D, the
projection scale d, and the projection depth h, which were determined via the GUESS
functionality. Lastly, by means of statistical analysis, the minimum, maximum, mean, and
standard deviation of the distance differences between the DP model and the LS model
were determined.

2.4.3. Joint Roughness Estimation

Different roughness parameters characterize joint roughness from different perspec-
tives [42,43]. To provide a comprehensive analysis, four 2D roughness parameters (Z1,
Ai, Z2, PSD_D) and one 3D roughness parameter (2A ∗ θ∗max/(C + 1)) were utilized to
assess the roughness of the rock joint obtained from drone photogrammetry and 3D laser
scanning. All of the roughness parameters mentioned above were calculated using the
Surface Roughness Calculator (SRC) developed by Grasselli’s Geotechnics Group [43].

The root mean square of height (Z1) is a commonly used measure of joint roughness,
as it provides a quantitative measure of the magnitude of microtopography fluctuations.
The formula for calculating Z1 is:

Z1 =

√
1
n
(h1

2 + h22 . . . + hi
2) (1)

where h1, h2 . . . hi are the height values, and i is the total number of height values.
The average asperity inclination (Ai) is a measure of the average angle of asperities

(small irregularities) on a surface relative to a reference plane. This provides a measure of
the overall orientation of the asperities on the surface. The formula for calculating Ai is as
follows:

Ai = tan−1

(
1
L

N−1

∑
i=1
|hi+1 − hi|

)
(2)

where L is total length of the profile, and hi is the profile height.
The root mean square slope (Z2) is a measure of the average inclination. This pa-

rameter is popular and useful for JRC estimation. The formula for calculating Z2 can be
mathematically described as follows:

Z2 =

√
1
L

∫
L

(
dh
dx

)2
dx (3)

where L and h are the length and height of the profile, respectively.
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The power spectral density (PSD), denoted with the symbol G(f ), is a mathemati-
cal function that describes the distribution of power or energy of a profile over a range
of frequencies. This allows for distinguishing the relative importance of waviness and
unevenness. The calculation formula is presented below:

∫
f

G( f )d f = b
(

λ0

b

)2−D
(4)

where D is the fractal dimension, λ0 represents the largest wavelength, and b is the
crossover length.

2A ∗ θ∗max/(C + 1) is a popularly used 3D roughness parameter in joint roughness
characterization created by Tatone and Grasselli (2009) [44]. The idea behind this approach
is to discretize the joint surface into a finite number of triangles. The geometric orientations
of these triangles are calculated. During shear tests, only the triangular units facing the
direction of the shear contribute to the resistance to shear. The potential contact area is
determined by the apparent dip angle, expressed as follows:

Aθ∗ = A0

(
θ∗max − θ∗

θ∗max

)C
(5)

where A0 represents the area normalized along the direction of analysis, θ∗max represents
the maximal apparent dip angle, and C represents the fitting parameter.

Root mean square error (RMSE) is a commonly used statistical measure of the differ-
ence between predicted values and actual values in a set of data. Here, the data obtained
from the LS model are treated as actual values, and the data obtained from the drone
photogrammetry are treated as predicted values. In this study, the measurement error ratio
(Re) can be utilized to evaluate the performance of drone photogrammetry in measuring
joint roughness. It is defined as follows:

Re =

√
1
m∑

m
(

RoughnessDP − RoughnessLS
RoughnessLS

)2 (6)

where RoughnessLS and RoughnessDP represent the joint roughness derived from the laser
scanner and drone photogrammetry, respectively; m represents the number of specimens.

3. Results
3.1. Point Clouds Generated with Drone Photogrammetry

A total of seven point cloud models were generated using drone photogrammetry.
Figure 5 shows three of these models, which were captured at distances of 3 m, 6 m, and
15 m, respectively, with ultrahigh processing accuracy. The remaining four point cloud
models had appearances similar to the model captured at a distance of 3 m, with the only
difference being that different processing qualities were used. Upon careful inspection, we
found that the joint surfaces of the area of interest were correctly reconstructed in terms
of morphology, size, and spatial orientation. Although the drone’s attitude and position
were controlled manually during the photo acquisition process, the good performance
results for the reconstructions prove the stability and ease of use of UAV photogrammetry
technology. Additionally, as shown in Figure 5, the size of the generated models increased
as the capture distance increased. This is because more information outside of the area of
interest was captured in the photos when the shooting distance was greater.
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Figure 5. Point clouds generated using drone photogrammetry with different shooting distances:
(a) 3 m, (b) 6 m, and (c) 15 m.

Table 2 summarizes the attributes of the point cloud models generated using drone
photogrammetry and LS, including the number of photos, average ground sample distance,
processing quality, tie point, dense point cloud, processing time, and nominal point spacing.
When the capturing distance increased from 3 m to 15 m, the average ground sample
distance increased from 1.1 mm/pixel to 4.8 mm/pixel. Such an increase can result in an
inability to accurately identify small textures on the joint surface, thereby reducing the
level of detail in the model. Additionally, modelling using different processing qualities
can cause a huge difference in the number of points. The number of points ranges from
492,329 for the DP-3-lowest model to 131,175,925 for the DP-3-ultrahigh model, a difference
of approximately 266 times, with a processing time increase of 58 times.

The LS model comprised a total of 5,273,602 points, with a nominal point spacing of
0.43 mm. Here, the nominal point spacing was obtained by dividing the number of points
by the projected area of the joint surface and ignoring the undulation changes in the joint
surface. Therefore, the nominal point spacing was smaller than the actual sampling spacing.
Among all of the DP models, the DP-3-ultrahigh model had the smallest nominal point
spacing of 0.92 mm. The nominal point spacings of the DP-6-ultrahigh and DP-15-ultrahigh
models were 2.47 mm and 3.9 mm, respectively. It should be noted that the nominal point
spacing only represents the number of points contained in the model, with more points
indicating a higher level of detail in the model, but this does not indicate the accuracy
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of the model’s size or shape. In order to further examine the accuracy of the DP models,
we utilized the M3C2 distance between the DP models and the LS model as a means to
demonstrate their accuracy.

Table 2. Basic information of the point clouds generated through drone photogrammetry and LS.

Model No. Number of
Images

Average Ground
Sample Distance

(mm/pixel)

Processing
Quality Tie Point Dense Point

Cloud
PT *

(seconds)
NPS **
(mm)

LS - - - - 5,373,602 - 0.43

DP-3-lowest 53 1.1 lowest 6126 492,329 39 15.26
DP-3-low 53 1.1 low 30,298 2,023,343 82 7.52

DP-3-medium 53 1.1 medium 136,851 8,421,748 319 3.74
DP-3-high 53 1.1 high 220,947 33,241,996 1736 1.86

DP-3-ultrahigh 53 1.1 ultrahigh 198,687 131,175,924 2285 0.92
DP-6-ultrahigh 11 2.1 ultrahigh 9844 60,255,510 204 2.47

DP-15-ultrahigh 9 4.8 ultrahigh 11,713 63,331,233 155 3.90

* PT—processing time, ** NPS—nominal point spacing.

3.2. Cloud-to-Cloud Distance

Figure 6 shows the distribution of M3C2 distances between the DP models and the
LS model. According to the color in the figure, areas with larger M3C2 distance values
are concentrated where the surface of the joint has larger height variations, while areas
with relatively gentle slopes generally have smaller M3C2 distances. Furthermore, Table 3
provides a statistical analysis of the M3C2 distances of each model, including frequency,
mean, standard deviation, and RMSE. Frequency represents the number of projection areas
used in the computation, and this value controls the size of the “windows” used to compute
the height differences between the two point clouds. In this practice, the choice of frequency
value depended on the density of the point clouds being compared. The standard deviation
represents the degree of dispersion of the M3C2 distances. The smaller this value, the
more concentrated the M3C2 distance values. The accuracy of the DP models obtained
through drone photogrammetry was evaluated using the root mean square error (RMSE)
of the M3C2 distance, as defined in the accuracy standards set by the American Society for
Photogrammetry and Remote Sensing (2015) [45].

Table 3. The M3C2 distances between the DP model and LS model.

Model No.
M3C2

RMSE (mm)
Frequency Mean (mm) Standard Deviation (mm)

DP-3-lowest 4292 −0.08 1.09 1.16
DP-3-low 17,685 −0.01 0.32 0.46

DP-3-medium 71,440 −0.003 0.288 0.44
DP-3-high 288,987 0.005 0.27 0.42

DP-3-ultrahigh 1,169,755 −0.086 0.301 0.52
DP-6-ultrahigh 163,848 −0.096 2.047 1.9

DP-15-ultrahigh 65,615 −0.082 1.563 2.3

For the five sets of DP models captured at a distance of 3 m, except for the DP-3-lowest
model with an RMSE value of 1.16 mm, the RMSE values were between 0.4 mm and 0.5 mm.
Combined with Table 2, this indicates that processing accuracy only has a significant impact
on the level of detail in the model reconstruction, but has little effect on the geometric accuracy
of the model. When the capture distances increased to 6 m and 15 m, the corresponding
RMSE values of the models were 1.9 mm and 2.3 mm, respectively. Based on the author’s
previous research, when reconstructing a joint surface using smartphone photogrammetry at
a distance of 30 cm, the RMSE result obtained was approximately 0.05 mm. Therefore, we
can roughly conclude that the accuracy of the DP models is positively correlated with the
capture distance.
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3.3. Measurement Error of Drone Photogrammetry
3.3.1. Measurement Error in 2D Profiles

As shown in Figure 7, we extracted 2D profiles parallel to the YZ plane at five different
locations in both the LS and DP models. Each point cloud model generated five profiles.
Due to the influence of the number of dense point clouds, the profiles obtained from the
DP-3-ultrahigh model were most similar to those obtained from the LS model, while the
profiles obtained from the other models did not provide enough detail on the roughness
features of the joint. Therefore, the profiles extracted from the DP-3-ultrahigh model were
selected for comparison with the LS model. We named the five profiles obtained from
the DP-3-ultrahigh model DP-p1, DP-p2, DP-p3, DP-p4, and DP-p5, and the five profiles
obtained from the LS model LS-p1, LS-p2, LS-p3, LS-p4, and LS-p5.
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of p1–p5.

Considering the influence of sampling intervals on the roughness calculation results,
this study used a linear interpolation technique in order to resample the extracted profiles,
so that each original profile formed four profiles with point intervals of 1 mm, 2 mm, 5 mm,
and 10 mm, respectively. Figure 8 lists the roughness values corresponding to profiles with
different sampling intervals. The roughness parameters Z1 and PSD-D did not exhibit
consistent changes with varying point intervals among the profiles, while the parameters
Ai and Z2 decreased with increasing sampling intervals. This can be explained by the fact
that both Ai and Z2 are parameters that describe the surface inclination angle of the joint
surface. Increasing the sampling interval will make the profile smoother, thus reducing the
values of Ai and Z2.

Additionally, using different roughness parameters to compare the roughness of
two sets of joint surfaces may lead to conflicting conclusions, since different parameters
represent distinct shape features of the profile. For example, the Z1 values of profiles LS-p3
and LS-p4 at a sampling interval of 1 mm were 19.80 and 19.79, respectively, indicating
that their roughness was approximately the same. However, their corresponding Z2 values
were 0.75 and 1.25, respectively, indicating that the roughness of LS-p4 was significantly
greater than that of LS-p3. This shows that it is very important to specify the roughness
parameters used when analyzing the roughness of a joint surface.

Furthermore, we calculated the measurement error of drone photogrammetry under
different 2D roughness parameters according to Equation (5). The results indicate that the
measurement errors of parameters Z1, Ai, and PSD-D were uncorrelated with the point
spacing, and the average errors were 3.4%, 7.8%, and 7.6%, respectively. The measurement
error of parameter Z2 was negatively correlated with the point spacing, with an error of
22.5% when the point spacing was 1 mm and an error of 8.1% when the point spacing was
10 mm (see Figure 9).
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3.3.2. Measurement Error in 3D Surfaces

In order to comprehensively evaluate the accuracy and applicability of drone pho-
togrammetry in measuring the 3D roughness of joint surfaces, this study used the central
enlargement method to divide the point cloud models into 10 different sizes, ranging from
10 cm × 10 cm to 100 cm × 100 cm, for 3D roughness calculation (as shown in Figure 10).
Figure 11 displays the 3D roughness of joint surfaces, varying in size and direction. The
green line represents the results of the LS model, and the orange line represents the results
of the DP model. When the sample size was 10 cm × 10 cm, there was significant deviation
between the DP model and the LS model, with a maximum difference of approximately
5. As the model size increased, the results for the DP model and the LS model became
more consistent with each other. Generally, the DP model yielded slightly smaller values
compared to those of the LS model. In addition, it can be found that the joint roughness had
significant anisotropy (Figure 11a), with a roughness value of 20 in the direction of about
30◦, while the roughness value in the direction of 120◦ was 13. As the model size increased,
the anisotropy of the model roughness gradually weakened (as shown in Figure 11b–j).
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Figure 10. The point cloud model is cropped to different sizes using the center enlargement method.
(a) The plane schematic diagram, wherein the blue dotted line signifies the cropped samples, and
the yellow line represents the rectangular coordinates. (b) The point cloud model with a size of
10 cm × 10 cm, and (c) the point cloud model with a size of 100 cm × 100 cm.
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Numerous studies have shown that the roughness of joint surfaces has a size effect.
Figure 12 shows the changes in the roughness of the LS model in four directions (0◦, 90◦,
180◦, and 270◦) with the variation in sample size. It can be observed that the roughness
of this joint surface has a significant size effect, and when the sample size is larger than
30 cm × 30 cm, the roughness value tends to stabilize, indicating that the roughness size
threshold of this joint surface is about 30 cm × 30 cm.
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Figure 13 illustrates the measurement errors of 3D roughness for DP models with
different sizes. For the joint size of 10 cm × 10 cm, the measurement error was 24.7%.
As the joint size exceeded 20 cm × 20 cm, the measurement error decreased sharply and
generally did not exceed 10%. When the size of the joint surface was 100 cm × 100 cm,
the measurement error reached a minimum of 4.6%. These results are consistent with the
measurement errors observed in 2D roughness and affirm that drone photogrammetry is a
reliable and practical tool for measuring the roughness of joint surfaces.
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4. Discussion
4.1. How Accurate Is Accurate Enough in Joint Roughness Measurement?

The measurement accuracy of joint surface topography is a very important issue, but
it seems to have received little attention and discussion in the literature. When Barton first
proposed the JRC concept, the profiler used was made up of flat stainless steel metal shims,
approximately 3 per mm [46]. Many researchers have since used pin-type profilometers
purchased from hardware stores, with rod diameters of about 1 mm [25]. Du (1992) de-
signed a proposed longitudinal profile instrument that continuously draws the undulating
contour of the joint surface using a plotting pen, thus avoiding the problem of sampling
resolution [16]. Regarding the application of non-contact measurement methods in indoor
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joint surface measurement, the ISRM recommends that the measurement precision of the
equipment should be better than 0.025 mm [47]. In addition, the accuracy of laser scanners
used by various researchers varies, and is also related to the measurement distance. Re-
searchers seem to assume that the accuracy of their measurement equipment is sufficient,
and have developed various empirical formulas for the shear strength of joint surfaces
based on this assumption. However, there is currently no standard answer or criterion for
the level of accuracy measurement the equipment needs to achieve in order to meet the
requirements of joint surface roughness measurement.

Our research findings indicate that different roughness parameters exhibit varying
sensitivities to the morphology of the joint surface. Parameters Z1 and Ai display insen-
sitivity to the sampling interval, with a deviation of only approximately 5%, compared
to the values obtained from 3D laser scanning. Conversely, parameter Z2 demonstrates
sensitivity to the sampling interval, resulting in significant variation in results across dif-
ferent sampling intervals. The results demonstrate that the accuracy level necessary for
joint roughness measurements depends on the intended data application. In large-scale
field assessments of joint surface roughness, demanding the same accuracy level as that
required for small-scale surfaces may prove challenging and impractical. Consequently,
we propose establishing an error tolerance range, correlated with the joint surface size, for
various measurement situations. This approach would ensure that measurement results
maintain adequate accuracy for their intended purpose while considering the practical
constraints of the equipment and techniques employed.

4.2. Challenges and Considerations in Drone Photogrammetry

Based on our experimental findings, drone photogrammetry yields highly accurate
measurements and offers the advantages of efficiency and cost-effectiveness. Consequently,
it is an exceptional approach for conducting roughness surveys on steep and hazardous
slopes, where conventional measurement methods may pose implementation challenges
or safety risks. However, it is crucial to consider the challenges and constraints associated
with this methodology. These include factors such as weather conditions, environmental
circumstances, data collection strategies, restricted resolution, and processing time [48]. The
effectiveness of drone photogrammetry is significantly influenced by prevailing weather
patterns and environmental factors. Adverse weather conditions, such as strong winds
and rain, can affect the execution of measurement tasks. In regions without network
connectivity, the use of RTK drones additionally requires terrestrial base stations for ac-
curate positioning. This requirement increases the complexity and financial burden of
the operation, as additional equipment and personnel become necessary. Additionally,
transparent minerals or high reflectivity on certain rock surfaces can cause distortions
in measurements [49]. Therefore, when using drone photogrammetry to quantify the
roughness of joint surfaces, it is imperative to conduct thorough investigations in order
to ensure the precision and reliability of the measurement outcomes. This may involve
visually examining the joint surface for potential sources of error, selecting appropriate
camera parameters and lighting conditions to minimize the impact of reflectivity, and using
specialized software and algorithms to correct any distortions in the measurement data.

Data collection strategies play a crucial role in UAV photogrammetry, as they directly
impact the accuracy and reliability of the obtained results [50]. In this study, we discovered
that a 3.0 m distance and positioning the camera perpendicular to the joint surface can
lead to a good result. However, it is important to note that this strategy may not be
optimal, and further comprehensive testing is required. One key aspect of data collection
is planning the drone flight, which involves determining optimal flight parameters such
as altitude, overlap, and sidelap [51]. These parameters directly influence the resolution
and quality of the captured images, subsequently affecting the accuracy of the resulting
point cloud and orthomosaic. Consistency in image capture is also critical during data
collection. It is imperative to maintain a steady flight path, avoid sudden maneuvers, and
consider environmental conditions such as wind and lighting. Overall, the use of effective
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data collection strategies in drone photogrammetry is vital for obtaining accurate, reliable,
and high-quality results. By carefully planning and executing the measurement process,
it is possible to guarantee the accuracy and reliability of the results, even in complex
measurement scenarios.

4.3. Point Cloud Postprocessing and Roughness Estimation

This study required the utilization of Agisoft Metashape, CloudCompare, Geomagic
Studio 2014, and SRC to generate a point cloud model and perform roughness calculations.
Nevertheless, the utilization of such software tools can pose difficulties and consume
significant amounts of time for individuals lacking familiarity with software operations,
thereby potentially impeding the extensive implementation of this technology. The need
for prompt decision-making and effective response based upon on-site investigations often
necessitates the utilization of expedited data processing and analysis. The potential for
simplifying the processing and analysis of field survey data exists with the advent of
cloud-based processing systems. The process involves the field investigators uploading the
photographs they have gathered to a server. Subsequently, a cloud-based system promptly
undertakes the task of processing and analyzing the data to ascertain the roughness of
the seam surface [52]. By adopting this approach, scholars in the respective domain will
not require the utilization of specialized software or hardware, thereby resulting in cost
reduction and enhanced technology usability.

5. Conclusions

This study evaluated the accuracy of drone photogrammetry technology for measuring
large-scale rock joint roughness under field conditions. A handheld laser scanner was
used as a benchmark against which to compare with the results obtained from drone
photogrammetry. In order to provide a comprehensive comparison and analysis, four
different 2D roughness parameters and one 3D roughness parameter were employed to
characterize the roughness of the joint surface. Additionally, the influence factors, including
point spacing and scale effect, were investigated. The following are the main conclusions
of this study:

1. The M3C2 distances between models generated using drone photogrammetry and
laser scanning show that the shooting distance is the primary factor influencing the
accuracy of drone photogrammetry. Under a 3 m image capture distance using drone
photogrammetry, the root mean square error of M3C2 distance is less than 0.5 mm.
The processing quality in Agisoft Metashape, rather than the surface morphology,
primarily impacts the level of detail in the resulting model.

2. The measurement error of drone photogrammetry for most roughness parameters
does not exceed 10%. For the 2D roughness parameters Z1, Ai, and PSD-D were 3.4%,
7.8%, and 7.6%, respectively. The measurement error of parameter Z2 is negatively
correlated with the point spacing, with an error of 22.5% at a point spacing of 1.0 mm,
and an error of 8.1% at a point spacing of 10.0 mm.

3. The measurement error of drone photogrammetry for 3D roughness (2A ∗ θ∗max/
(C + 1)) decreases exponentially with increasing joint scale. For small joint surfaces
measuring 10 cm × 10 cm, the error is 24.7%. However, for larger joint surfaces
measuring 100 cm × 100 cm, the error decreases to around 4.6%.

In summary, this study demonstrated the feasibility and potential of drone photogram-
metry for joint roughness measurement challenges. With this technology, we can obtain
accurate and detailed measurements of the roughness of joint surfaces that can be used to
improve our understanding of the mechanical behavior of rock masses and to design safe
and stable engineering structures. However, accuracy, limitations and practical considera-
tions need to be taken into account for real-world applications.
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