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Abstract: Conducting landslide recognition research holds notable practical significance for disaster
management. In response to the challenges posed by noise, information redundancy, and geometric
distortions in single-orbit SAR imagery during landslide recognition, this study proposes a dual-
polarization SAR image landslide recognition approach that combines ascending and descending
time-series information while considering polarization channel details to enhance the accuracy of
landslide identification. The results demonstrate notable improvements in landslide recognition
accuracy using the ascending and descending fusion strategy compared to single-orbit data, with F1
scores increasing by 5.19% and 8.82% in Hokkaido and Papua New Guinea, respectively. Additionally,
utilizing time-series imagery in Group 2 as opposed to using only pre- and post-event images
in Group 4 leads to F1 score improvements of 6.94% and 9.23% in Hokkaido and Papua New
Guinea, respectively, confirming the effectiveness of time-series information in enhancing landslide
recognition accuracy. Furthermore, employing dual-polarization strategies in Group 4 relative to
single-polarization Groups 5 and 6 results in peak F1 score increases of 7.46% and 12.07% in Hokkaido
and Papua New Guinea, respectively, demonstrating the feasibility of dual-polarization strategies.
However, due to limitations in Sentinel-1 imagery resolution and terrain complexities, omissions and
false alarms may arise near landslide edges. The improvements achieved in this study hold critical
implications for landslide disaster assessment and provide valuable insights for further enhancing
landslide recognition capabilities.
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1. Introduction

Landslides, commonly occurring natural disasters in human society, are often triggered
by factors such as heavy rainfall and earthquakes [1,2]. Over the past few decades, with
the increased activity in climate change and geological events, many regions worldwide
have witnessed a rising trend in the frequency and severity of landslides [3,4]. As a
highly destructive natural calamity, landslides not only pose a threat to human lives but
also have a significant impact on infrastructure and the ecological environment, among
other aspects [5]. Therefore, researching landslide identification is crucial for disaster
management and risk analysis [6].

Initially, landslide identification heavily relied on manual field surveys, wherein
geological experts needed to visit disaster-affected areas for on-site inspections and to create
landslide maps [7]. Manual field surveys have inherent limitations, including potential
hazards in disaster areas and transportation challenges [8,9]. With the advancement of
optical satellite remote sensing technology and machine learning algorithms, researchers
have proposed various landslide identification and interpretation methods by analyzing
visual images taken before and after the disaster events in the affected areas [10–13].
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Nevertheless, weather conditions and cloud cover interference can affect optical
satellite remote sensing approaches, potentially leading to data gaps or reduced data
quality [14]. In numerous instances, acquiring initial cloud-free, high-quality post-disaster
visual images may entail waiting several months or even longer [15,16]. To expedite
landslide mapping, researchers have focused on utilizing Synthetic Aperture Radar (SAR)
satellite imagery, which possesses cloud-penetrating capabilities, for landslide identification
studies. SAR technology uses radar waves for imaging, offering all-weather and all-day
imaging capabilities and high-resolution imaging of the Earth’s surface [17,18].

Compared to optical satellites, SAR satellites demonstrate decreased sensitivity to
weather conditions, lighting, and cloud cover, allowing them to maintain stable perfor-
mance even during nighttime and adverse weather conditions [19]. SAR satellite imagery
comprises two crucial parameters: amplitude and phase. Amplitude refers to the signal
strength of the electromagnetic wave returns measured by the SAR sensor, which is typically
unaffected by surface coverage or vegetation obstruction. Conversely, the phase conveys
vital surface deformation and displacement information in the returned electromagnetic
wave signal [20]. Landslide events significantly affect SAR echo signals, leading to abnor-
mal changes in SAR detection information (including amplitude and phase) over landslide
areas before and after the events [21]. In light of this phenomenon, scholars have begun
exploring various SAR-based methods for landslide extraction and have demonstrated the
potential of SAR data in landslide identification tasks [22].

Dong et al. [23] conducted a case study in Danba County, southwest China, using
InSAR technology and SAR phase data from the ALOS PALSAR and ENVISAT ASAR satel-
lites, successfully identifying landslides and measuring their displacement. Liu et al. [24],
employing InSAR technology and Sentinel-1 SAR phase data, successfully identified nine
geological landslides by increasing the number of measurement points on slopes in complex
mountainous regions and conducted monitoring and quantitative analysis of deformation
in these geological landslides. Yang et al. [25], combining InSAR technology, Sentinel-1
SAR phase data, optical imagery, and field surveys, conducted a landslide identification
study in southwest China’s high mountains and valleys of the Nujiang River Basin. The
results revealed the identification of 28 landslides, with 13 identified using Sentinel-1 SAR
imagery, 8 using optical imagery, and 7 confirmed through field surveys. This research
contributes to a better understanding of the landslide identification capabilities of SAR
phase data.

It is worth noting that using the SAR phase for landslide identification is subject to
limitations, including requirements for regional coherence, data processing complexity, and
subtle phase changes in landslides [26–29]. SAR amplitude is another critical parameter
measured by SAR sensors and is typically less susceptible to coherence-related issues than
the SAR phase. When landslide events occur, surface characteristics and shapes often
change, such as displacement, movement, or deformation of soil or rock formations [30].
These changes can affect the scattering properties of electromagnetic waves, resulting in
variations in the measured SAR amplitude values.

Niu et al. [31] proposed a landslide identification method based on SAR amplitude
images that combines change detection and hierarchical analysis. They applied this method
to identify the 2015 landslide event in Shenzhen, demonstrating its effectiveness in reducing
false positives while identifying the core areas of landslide events. Santangelo et al. [32]
used Sentinel-1 SAR amplitude images to study the interpretation standards for pre- and
post-landslide imagery and applied them to identify two significant landslide events in
Chile and Myanmar. The research results showed that despite local geometric distortions
and speckle effects, the landslide identification results from SAR images exhibited good
consistency with optical imagery. While preliminary studies suggest the potential of SAR
amplitude images in landslide identification, most current methods still require manual
interpretation of SAR amplitude images to identify landslide locations, which can introduce
subjectivity and dependence issues.
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NAVA et al. [33] made the first attempt to combine VV-polarized SAR amplitude
images with the UNet model for landslide identification, showcasing the potential of model
predictions combined with SAR amplitude images for landslide identification tasks. How-
ever, SAR amplitude images contain complex noise and redundancy, and they can introduce
significant distortions when capturing steep terrain areas [34–36]. Due to side-looking
radar satellite imaging characteristics, SAR images may exhibit geometric distortions, in-
cluding foreshortening, layover, and shadow, affecting landslide recognition and shape
analysis [37–39].

While previous research has made significant strides in landslide identification, there
is still relatively limited research utilizing model predictions and SAR amplitude data,
especially when considering different orbital temporal data and polarization combinations.
The effectiveness of landslide identification remains unclear. Therefore, the community
requires more studies on how to harness the full potential of SAR data.

This paper presents a novel landslide identification approach for dual-polarization
SAR data and explores various SAR data combinations. These combinations include ascend-
ing and descending orbital temporal polarization fusion, single-orbit temporal polarization
combinations, and pre- and post-event dual-polarization and single-polarization combi-
nations. Our study emphasizes analyzing the impacts of these different combinations on
landslide prediction in various regions, providing valuable real-world case studies and
reference points for global landslide hazard assessment.

2. Methodology
2.1. SAR Image Fusion Strategy
2.1.1. Transformation to Backscatter Coefficients

SAR amplitude represents the signal strength of electromagnetic wave returns, and
its distinctive feature is its resilience to surface coverage or vegetation obstruction. This
quality makes it a powerful tool capable of providing valuable information about the reflec-
tive properties of surface objects, including characteristics of soil, rocks, and vegetation.
However, similar to many remote sensing data sources, SAR amplitude images often come
with complex noise stemming from various factors such as sensor limitations, atmospheric
interference, and surface changes. These noise sources can potentially interfere with the
accurate identification of landslides. Therefore, it is imperative to undertake a series of
preprocessing steps to convert SAR amplitude data into backscatter coefficients, enhancing
the quality and usability of the data.

In converting Sentinel-1 SAR amplitude to the backscatter coefficient, we follow the
following key steps to ensure the reliability and accuracy of the data (Figure 1). Firstly, we
enhance processing efficiency by subsetting the regions of interest (ROIs) within the images,
thereby constraining the scope of data processing. Next, we apply orbit files to update the
orbital metadata of the images. This step aims to ensure the accuracy and precision of orbit
information, providing a dependable foundation for subsequent processing. Subsequently,
we remove Ground Range Detected (GRD) edge noise, aiming to eliminate low-intensity
noise and invalid data within the images. To improve data quality further, we remove
thermal noise to reduce inconsistencies between different sub-swaths under multi-scanning
acquisition modes. We proceed with radiometric calibration, utilizing sensor calibration
parameters from the GRD metadata. The primary objective of this step is to convert
SAR amplitude data into backscatter intensity, hence obtaining the backscatter coefficient.
Lastly, we employ the SRTM 30 m Digital Elevation Model (DEM) for terrain correction,
transforming the backscatter coefficient data from the Ground Range Geometry to terrain-
corrected coordinates.
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Figure 1. Processing steps for SAR amplitude to backscattering coefficient.

2.1.2. SAR Fusion of Ascending and Descending Time Series

Figure 2 illustrates a schematic diagram of imaging sloping terrain by an ascending
orbit Synthetic Aperture Radar (SAR) satellite. When a SAR satellite performs imaging
observations of descending terrain, both the satellite’s orientation parameters (azimuth
angle ϕ, incidence angle θ, and the angle between the radar beam and the Earth’s surface γ)
and the terrain parameters (aspect β, slope α) significantly impact its monitoring effective-
ness [40,41]. Figure 2 shows that during backscatter radar imaging, geometric distortions
may occur in sloping terrain areas. Phenomena such as layover and shadow can obscure
landslide information in the images, resulting in less accurate landslide extraction from a
single orbit. Ren et al. [41] employed terrain visibility to fuse ascending and descending
SAR images for extracting landslide deformations in the Three Gorges Reservoir area. In
our initial experiments, we adopted the approach proposed by Ren et al. [41] to process
SAR amplitude images but found that the accuracy of landslide identification did not
significantly improve. This could be attributed to several factors. First, SAR amplitude
contains surface characteristics such as soil, moisture, rocks, and vegetation, with changes
in each surface characteristic altering pixel values (SAR amplitude) to some extent. Second,
civilian SAR satellites have lower answers than optical satellites offering higher resolutions
(e.g., 0.1 m). This implies that even minor variations in each pixel value in SAR amplitude
can substantially impact landslide model recognition. Therefore, it is essential to consider
using pre-event archived images and design a time-series ascending and descending orbit
fusion strategy to enhance the accuracy of landslide identification.
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Figure 2. Schematic illustration of sloping terrain imaging by an ascending orbit SAR satellite:
(a) orientation parameters of the SAR satellite and terrain aspect; (b) geometric relationship between
the SAR satellite and the Earth’s surface.

To address the issues above, we propose a method for fusing ascending and descending
time-series backscatter coefficients to enhance landslide identification accuracy. Specifically,
we calculate the median of pixel values separately within time intervals before and after
landslide events for ascending and descending SAR images. This enables us to obtain
median images for each time interval. We calculated the median for each pixel in ascending
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and descending SAR images separately during pre- and post-landslide event periods. This
process generated two median images. Our method, based on the principles of change
detection, utilizes the median as a representative value of surface characteristics to mitigate
the impact of changes in surface scattering properties. This reduces data complexity and
enhances the accurate identification of surface landslides. Furthermore, we refrained
from introducing minimum and maximum values to improve the model’s ability to learn
variations in landslide mapping. The formulas for this process, using VV polarization as an
example, are as follows.

σ
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where σ
pre
a represents the ascending time-series SAR images before the event, σ

post
a repre-

sents the ascending time-series SAR images after the event, σ
pre
d represents the descending

time-series SAR images before the event, and σ
post
d represents the descending time-series

SAR images after the event. M denotes the median function, signifying the operation of
computing the median for each pixel across the time series. σ

pre
a (vv) represents the median

image of the ascending VV polarization before the event, σ
post
a (vv) represents the median

image of the ascending VV polarization after the event, σ
pre
d (vv) represents the median

image of the descending VV polarization before the event, and σ
post
d (vv) represents the

median image of the descending VV polarization after the event. The generation of median
images serves to integrate SAR data from multiple time intervals, resulting in representa-
tive surface feature images. This approach reduces the influence of noise, decreases data
volume, and enhances the reliability of surface change monitoring.

In Section 2.1.1, we converted SAR amplitude to backscatter coefficients to effectively
reduce a significant portion of noise interference. Considering that surface characteristics
can vary due to factors such as temperature and humidity, subsequently affecting the
numerical values of backscatter coefficients, we employed a time-series median image
method to capture the stable characteristics of the Earth’s surface before the landslide
event. We can extract the surface backscatter coefficient changes induced by the landslide
by comparing the differences between the pre- and post-event ascending and descending
VV-polarized media images.

σc
a(vv) = σ
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a (vv)− σ

post
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d(vv) = σ
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d (vv)− σ

post
d (vv) (6)

where σc
a represents the median VV change image for ascending orbits before and after the

landslide event, while σ
post
a (vv) represents the median VV change image for descending

orbits before and after the landslide event.
To comprehensively consider the changes in backscatter coefficients for both ascending

and descending orbit scenarios, we merge the median change images from both orbits.

σ f (vv) =
σc

a(vv) + σc
d(vv)

2
(7)

where σ f (vv) represents the fused SAR change image. Due to potential geometric distor-
tions in SAR satellite observations, these distortions can lead to less accurate extraction of
landslide information from a single orbit. Therefore, by calculating the changes in SAR



Remote Sens. 2023, 15, 5619 6 of 25

backscatter coefficients for ascending and descending orbit scenarios and averaging them,
we can mitigate the issue of inaccurate landslide change information identification solely
relying on a single orbit. The calculation method for the average backscatter coefficient
change contributes to the integrated utilization of SAR data from different orbits and obser-
vation times. This allows for a more effective capture of surface feature changes induced
by landslides.

2.2. Dual-Polarized Pixel Attention UNet
2.2.1. Model Structure

UNet was initially primarily employed in medical image segmentation, with its core
feature being skip connections in the middle layers [42]. UNet ingeniously utilizes the
concatenation operation to concatenate feature maps at corresponding positions, bridging
the encoding and decoding stages. This enables the capture of high-resolution information
and shallow features during upsampling operations, effectively restoring fine details of the
original image and enhancing segmentation accuracy. However, due to significant noise and
information redundancy in Synthetic Aperture Radar (SAR) backscatter coefficient images,
redundancy issues may exist in the shallow features obtained through skip connections.
This study adopts a strategy based on pixel-wise attention mechanisms to address this
challenge. We designed a dual-polarized UNet model tailored for polarimetric SAR images
and introduced a pixel-wise attention module. The primary purpose of this module is to
calculate pixel-level attention weights using a sequence of convolutional and activation
layers and utilize these weights to improve the representation capabilities of essential
regions. Specifically, the attention mechanism calculates attention weights for each pixel
using a sequence of convolutional and activation layers. These weights are then applied
to input features, enhancing the representation in vital areas to align with SAR amplitude
image characteristics. The overall architecture of the dual-polarized pixel attention UNet
(DPPA-UNet) is depicted in Figure 3.
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In the UNet network, which undergoes four downsampling operations, although some
features can be extracted during this process, it also results in the loss of edge features and
shallow-level information. These aspects cannot be solely regained during upsampling. To
enhance this process, the study introduces a pixel-wise attention module within the UNet
model (as illustrated in Figure 4) to improve performance through weight redistribution
and extract crucial information.
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Figure 4. Pixel attention mechanism.

The pixel-wise attention module utilizes Conv2D layers and a sigmoid activation func-
tion to compute pixel-wise attention weights. These weights are subsequently employed in
element-wise multiplication with the input features through the Multiply layer and added
back to the original input features using the Add layer. This process achieves the weighted
importance of features and facilitates information fusion. Notably, the pixel-wise attention
mechanism is applied at each upsampling stage of the model.

The specific operations are as follows: After each upsampling stage, we employ a
Conv2DTranspose layer to upsample the feature maps. Subsequently, we concatenate
the upsampled feature maps with the corresponding encoder feature maps using the link
function. Following this, the concatenated feature maps are input into the pixel-wise
attention mechanism, further enhancing the representation of critical regions.

The learning rate can be understood as the speed at which the model learns from the
images during training (Figure 5). A higher learning rate leads to faster movement but
may risk oversimplification, resulting in less precise learning. Conversely, a lower learning
rate leads to slower training but allows for more detailed and accurate understanding. In
the experimental phase, we opted for a relatively higher learning rate to train the network.
We set the model’s learning rates to be (0.001, 0.0005, 0.0001). These experimental settings
enhanced the model’s performance and practical learning features.

Remote Sens. 2023, 15, x FOR PEER REVIEW 7 of 27 
 

 

In the UNet network, which undergoes four downsampling operations, although 
some features can be extracted during this process, it also results in the loss of edge fea-
tures and shallow-level information. These aspects cannot be solely regained during up-
sampling. To enhance this process, the study introduces a pixel-wise attention module 
within the UNet model (as illustrated in Figure 4) to improve performance through weight 
redistribution and extract crucial information. 

The pixel-wise attention module utilizes Conv2D layers and a sigmoid activation 
function to compute pixel-wise attention weights. These weights are subsequently em-
ployed in element-wise multiplication with the input features through the Multiply layer 
and added back to the original input features using the Add layer. This process achieves 
the weighted importance of features and facilitates information fusion. Notably, the pixel-
wise attention mechanism is applied at each upsampling stage of the model. 

The specific operations are as follows: After each upsampling stage, we employ a 
Conv2DTranspose layer to upsample the feature maps. Subsequently, we concatenate the 
upsampled feature maps with the corresponding encoder feature maps using the link 
function. Following this, the concatenated feature maps are input into the pixel-wise at-
tention mechanism, further enhancing the representation of critical regions. 

 
Figure 4. Pixel attention mechanism. 

The learning rate can be understood as the speed at which the model learns from the 
images during training (Figure 5). A higher learning rate leads to faster movement but 
may risk oversimplification, resulting in less precise learning. Conversely, a lower learn-
ing rate leads to slower training but allows for more detailed and accurate understanding. 
In the experimental phase, we opted for a relatively higher learning rate to train the net-
work. We set the model’s learning rates to be (0.001, 0.0005, 0.0001). These experimental 
settings enhanced the model’s performance and practical learning features. 

 
Figure 5. Learning rate. 

2.2.2. Experimental Strategy 
We applied various data augmentation techniques to our dataset to enhance our 

model’s robustness and generalization ability. Specifically, we used horizontal and verti-
cal flipping. Horizontal flipping involves flipping the image along its horizontal axis, 
while vertical flipping involves flipping it along its vertical axis. These techniques can in-
crease the model’s adaptability to image changes, improving its performance on unseen 
data. In image segmentation tasks, the Dice loss function is a commonly used loss 

Figure 5. Learning rate.

2.2.2. Experimental Strategy

We applied various data augmentation techniques to our dataset to enhance our
model’s robustness and generalization ability. Specifically, we used horizontal and vertical
flipping. Horizontal flipping involves flipping the image along its horizontal axis, while
vertical flipping involves flipping it along its vertical axis. These techniques can increase
the model’s adaptability to image changes, improving its performance on unseen data.
In image segmentation tasks, the Dice loss function is a commonly used loss function,
particularly suitable for addressing class imbalance situations. The similarity measurement
is based on the Dice coefficient and the F1 score, and quantifies the resemblance between
two samples. The Dice loss function, defined as one minus the Dice coefficient with values
of 0 to 1, was selected for our study. Our rationale for choosing the Dice loss function is
to enhance the overlap between predicted and actual segmented regions, consequently
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improving segmentation accuracy. In our deep learning model training, we utilized the
Dice loss [43] as the primary loss function.

Dice = ∑
c

1− ∑N
i=1 Picgic + ε

∑N
i=1 Pic + gic + ε

(8)

This equation describes the variation in the binary Dice score coefficient (DSC) for class
c. In the equation, gic ∈ [0, 1] and Pic ∈ [0, 1] represent the ground truth labels and predicted
labels, respectively, and N denotes the total number of image pixels. A small constant is
introduced to ensure numerical stability and prevent division by zero. Furthermore, we
employed additional critical techniques during model training, such as batch normalization
and weight initialization, to further enhance model stability and convergence speed.

During training, we employed stochastic gradient descent and chose the Adam (adap-
tive momentum) optimizer for the loss function. This choice of optimizer offers significant
advantages when dealing with noisy data and sparse gradients in detection tasks [44].
The appropriate selection of hyperparameters is essential for effectively training this deep
learning model and achieving optimal results. In pursuit of this goal, we experimented
with various sets of hyperparameter combinations, including filter quantities (16, 32, 64,
128) and batch sizes (8, 16, 32). This series of attempts helped us identify the hyperparame-
ter configuration that best suited the model training, laying the foundation for achieving
superior performance outcomes.

This study employed a range of performance evaluation metrics, including accuracy,
recall, F1 score, and IoU score, to comprehensively assess the model’s performance. Gen-
erally, higher values for these metrics indicate greater accuracy. For example, a higher F1
score signifies more precise results, whereas a lower F1 score may suggest less accurate
predictions. In evaluating and comparing various models, we aimed to identify the model
that offered the best blend of performance metrics, ultimately leading to optimal image
segmentation outcomes.

In this study, we calculated standard performance metrics, such as precision, recall,
F1 score, and Intersection over Union (IoU), based on the outcomes of true positives (TP),
true negatives (TN), false positives (FP), and false negatives (FN). Precision, as defined in
Formula (9), measures the accuracy of optimistic predictions and represents the proportion
of correct positive predictions out of all predicted positives. Recall (Formula (10)) signifies
the probability of correctly predicting all actual positives out of the total true positives [45].
The F1 score (Formula (11)) is a comprehensive evaluation metric that balances precision
and recall, providing an insight into their trade-off. IoU (Formula (12)) measures the overlap
between the predicted results and the actual annotations, assessing segmentation accuracy.

When assessing binary classification problems, it is expected to observe a trade-off
relationship between precision and recall, implying that enhancing accuracy may reduce
memory and vice versa. In contrast, the F1 score offers a comprehensive assessment
considering precision and recall. Therefore, it is commonly used as a holistic metric in
model performance evaluation to gauge the quality of the model. By judiciously combining
these metrics, we can more comprehensively assess the model’s performance in image
segmentation tasks.

P =
TP

TP + FP
(9)

R =
TP

TP + FN
(10)

F1 =
2P·R
P + R

(11)

I =
TP

(TP + FP + FN)
(12)
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3. Experimental Area and Data Preparation
3.1. Experimental Area

The high cost of commercial SAR imagery and the significant scarcity of civilian SAR
imagery have long posed challenges limiting the widespread application of SAR data in
landslide identification research [46]. However, in recent years, the launch of the Sentinel-1
satellite by the European Space Agency (ESA) has transformed this landscape [47]. Sentinel-
1, a vital component of the Copernicus program, comprises two satellites, each equipped
with C-band Synthetic Aperture Radar (SAR) sensors, boasting exceptional observation
capabilities. Sentinel-1 offers two primary polarization modes, including VV and VH
polarization, and operates in ascending and descending acquisition modes. Notably
significant is the satellite’s revisit period, which can be shortened to as few as six days. This
unique feature positions Sentinel-1 as a valuable resource, enabling all-weather, day-and-
night image acquisition and providing outstanding flexibility and coverage for landslide
identification tasks on the Earth’s surface [48]. This study utilized Interferometric Wide (IW)
Ground Range Detected (GRD) images from Sentinel-1. These data can be downloaded
from the European Space Agency’s Science Data Center at https://scihub.copernicus.eu/
(accessed on 1 October 2023).

In this study, we conducted an in-depth analysis of two seismic events and their
corresponding landslide inventories. Figure 6a illustrates the geographical locations of
these two seismic events. The first event was a magnitude 6.6 earthquake that occurred
in Iburi County, Hokkaido, Japan, on 5 September 2018 (Figure 6b). The epicenter of the
Iburi Mw 6.6 earthquake was located at approximately 142.0 degrees east longitude and
42.72 degrees north latitude, with an exact occurrence time of 18:07:59 (UTC) [49,50]. Iburi
County covers an area of roughly 630 square kilometers, with geographic coordinates
ranging from longitude 141.84◦ to 142.13◦ and latitude from 42.64◦ to 42.89◦ [51]. The
second event occurred on 25 February 2018 in Papua New Guinea and was a magnitude
7.5 earthquake (Figure 6c). The epicenter coordinates were approximately 142.754 degrees
east longitude and 6.070 degrees south latitude, with an earthquake depth of 25.2 km. The
specific time of occurrence was 17:44:44 (Coordinated Universal Time, UTC) [52–55].
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3.2. Data Preparation

This study used Sentinel-1’s VV and VH polarized backscatter coefficients to compre-
hensively capture landslide information. We divided these data into six different groups, as
shown in Table 1, to facilitate a more precise comparison of the differences in performance
between the groups. Group 1 includes ascending and descending VV and VH time-series
change data generated through the fusion strategy proposed in this paper. Groups 2 and
3 also utilize data generated using our process without ascending and descending orbit
fusion. Group 4 consists of ascending VV and VH change data calculated by differencing
SAR images before and after landslides. Groups 5 and 6 comprise ascending VV and
VH data before and after landslides, utilizing only single-polarization SAR images. These
combinations were designed to evaluate the impact of different datasets and features on our
approach. Specifically, Group 1, Group 2, and Group 3 are used to compare the performance
of our policy with single-orbit data in landslide detection. Additionally, the experiments
involving Group 2 and Group 4 aim to analyze the differences in landslide recognition
between time-series images and using only pre- and post-landslide images. Finally, Group
4, Group 5, and Group 6 are employed to assess the impact of different polarization modes
on landslide recognition.

Table 1. Dataset information and characteristics.

Combination Polarization 1 Polarization 2

Group 1 Ascending and descending VV TS changes Ascending and descending VH TS changes
Group 2 Ascending VV TS changes Ascending VH TS changes
Group 3 Descending VV TS changes Descending VH TS changes
Group 4 Ascending VV changes Ascending VH changes
Group 5 Pre-ascending VV Post-ascending VV
Group 6 Pre-ascending VH Post-ascending VH

During the experimental process, we selected two seismic landslide events (Figure 6)
as our case study subjects: the Mw 6.6 earthquake in Hokkaido, Japan, and the Mw
7.5 earthquake in Papua New Guinea. The critical parameters of the SAR data used are
detailed in Table 2. To perform accurate landslide identification and validation, we divided
each study area into training and validation sets to assess the model’s reliability and
generalization performance. In the training dataset, 80% of the patches were allocated
for model training and parameter optimization, with the remaining 20% set aside for
evaluating and validating the model’s performance. This division method aids in verifying
the model’s effectiveness on different datasets and helps mitigate overfitting issues.

Table 2. The parameters of Sentinel-1A SAR data.

Event Combination Pre-Event Time Pre-Event Number
of Images Post-Event Time Post-Event Number

of Images Track

5 September 2018
Hokkaido Earthquake

Group 1~3 1 January 2018~6
September 2018

56 12 September 2018~30
November 2018

20 Ascending
62 27 Descending

Group 4~6 1 September 2018 1 13 September 2018 1 Ascending

25 February 2018 Papua
New Guinea Earthquake

Group 1~3 1 August 2017~24
February 2018

70 26 February 2018~24
April 2018

22 Ascending
34 8 Descending

Group 4~6 23 February 2018 1 19 March 2018 1 Ascending

Similarly, we applied the same partitioning approach for the Papua New Guinea Mw
7.5 earthquake event, dividing the study area into training and validation sets. This ensures
that our research results are adequately validated for various geographical environments
and seismic events. It is essential to mention that all images have a consistent resolution of
10 × 10 m, and each pixel measures 8.983 × 10−5 × 8.983 × 10−5 degrees (◦). Furthermore,
every shot was divided into non-overlapping patches, each measuring 128 × 128 pixels.
Regarding the selection of the training set partitioning method, we ensured that this method
is based on relevant theoretical foundations. Specifically, we chose this partitioning method
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because it has been widely applied in previous studies and has been demonstrated to yield
favorable results in similar contexts [56–58].

In the Hokkaido event experiment, we utilized landslide data created by Wang et al. [59],
and for the Papua New Guinea earthquake, the landslide data were based on the work of
Tanyas et al. [53]. To align with the resolution of Sentinel-1 SAR images (10 × 10 m), we
resampled the existing landslide data using the nearest-neighbor assignment approach
to maintain a 1:1 ratio with background pixels. Specifically, we assigned pixel labels of
1 to landslide areas and pixel labels of 0 to non-landslide areas. This approach ensured
spatial resolution alignment between ground truth labels and SAR images and allowed
pixel-level correspondence between ground truth labels and SAR images. In addressing the
Hokkaido event, we utilized SAR imagery to generate 1,327,104 pixels for the training set
and 7,225,344 pixels for the validation set. The actual landslide training samples comprised
182,357 pixels, while the landslide validation samples comprised 597,108 pixels. For the
study area in Papua New Guinea, we used SAR imagery to generate 7,929,856 pixels
for the training set and 28,901,376 pixels for the validation set. The landslide training
samples included 149,889 pixels, and the validation samples contained 841,906 pixels. The
segmentation strategy was designed to comprehensively assess the model’s performance
on different datasets and thoroughly evaluate its applicability in diverse regions.

4. Results
4.1. Hokkaido Landslide

This study conducted experiments on a server with two NVIDIA RTX A5000 GPUs.
Figure 7 presents the results of landslide identification on the Hokkaido training dataset.
Figure 7a displays images of natural landslides, while Figure 7b–d showcase the results
of landslide identification using the DPPA-UNet model, as well as the cloud removal and
mosaicking results of Sentinel-2 optical imagery from 12 September 2018 to 12 September
2019. In Figure 7, Group 1 utilized the fusion of ascending and descending time-series
backscatter coefficient images for landslide identification, closely matching with accurate
maps, particularly in capturing details. The results obtained by Group 1 exhibit accuracy in
capturing landslide edge information and effectively identifying a majority of coseismic
landslides, especially when distinguishing between landslides of different scales. However,
when comparing the results in the P1 region from Group 1 to Group 3, it is noteworthy that
the study could not detect specific exceptionally small coseismic landslides, which could
be attributed to the constraints imposed by the resolution of Sentinel-1A data. It is worth
noting that although the Sentinel-2 optical image performs well for visual identification, it
requires a longer wait for effective identification after a landslide has occurred.

When dealing with the Hokkaido Iburi earthquake event, we randomly partitioned the
training samples in an 8:2 ratio, ensuring no overlap. This means that 20% of the training
samples were exclusively used to test the accuracy of the training weights for acquiring the
optimal weights. We conducted six combinations to try and obtain training scores for the
best consequences. Table 3 presents the optimal training scores for recognizing Hokkaido
landslides. We also evaluated the performance of Group 1 using the baseline UNet model
to further validate our approach’s effectiveness. The results from Table 3 indicate that, in
all cases, the best learning rate, optimal filter numbers, and batch size exhibit a trend of
nearly random variation. The F1 score achieved by Group 1 using the DPPA-UNet model
reached 0.81, significantly better than that of Group 1 using the baseline UNet model. This
demonstrates that the DPPA-UNet model designed in this study can enhance the landslide
identification performance of SAR imagery. Comparing Group 1 to Group 3, it is evident
that the proposed method of fusing ascending and descending time-series backscatter
coefficient images outperforms single-orbit methods in terms of the F1 score. Furthermore,
by comparing the results of Group 4 to Group 6, we find that the recognition performance
significantly improves when using both VV and VH polarizations compared to using a
single polarization (either VV or VH alone).
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optical imagery (results of cloud removal and stitching from 12 September 2018 to 12 September
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Table 3. Optimal training scores for Hokkaido landslide identification.

Combination Batch Size Learning Rate Filters Precision Recall F1 Score IoU

Group 1 16 0.0005 64 0.80 0.83 0.81 0.69
1-UNet 8 0.0001 64 0.72 0.83 0.77 0.63

1-SegNet 32 0.0001 32 0.15 1 0.26 0.15
Group 2 16 0.0001 128 0.71 0.85 0.77 0.64
Group 3 16 0.0005 16 0.74 0.83 0.78 0.64
Group 4 8 0.0001 64 0.69 0.76 0.72 0.57
Group 5 16 0.0005 128 0.58 0.80 0.67 0.51
Group 6 16 0.001 128 0.70 0.71 0.70 0.55

To visually assess the score differences among the experimental groups in Hokkaido,
we created a statistical distribution plot containing all results, and the relevant statistical
data are presented in Figure 8. Figure 8 shows that Group 1, employing the ascending
and descending time-series backscatter coefficient fusion strategy, excels in various as-
pects. Group 1, using the DPPA-UNet model, achieved a 5.19% increase in the F1 score
compared to Group 1, using the baseline UNet model, demonstrating the performance
enhancement of the DPPA-UNet. When compared to the single-orbit methods of Group 2
and Group 3, which only use ascending or descending orbits, Group 1 employing the
ascending and descending fusion strategy achieved increases of 5.19% and 3.85% in the
F1 score, respectively, indicating the improved precision in landslide identification by the
fusion strategy. Group 2, using the time series imagery, showed a 6.94% increase in the
F1 score compared to Group 4, which used only pre- and post-event imagery. This result
suggests that the time series change method more effectively extracts landslide features,
making landslide identification easier for the model. In the experiments, Group 4, utilizing
VV and VH backscatter coefficients, outperformed Group 5 and Group 6, which used
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single polarizations, with F1 score improvements of 7.46% and 2.86%, respectively. Group
5 performed worse than Group 6, indicating that VH polarization has less capability in
landslide recognition in the Hokkaido region than VV polarization.
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Figure 8. Training score statistics for Hokkaido events: (a) evaluation metrics’ distribution for various
combinations; (b) discrepancy among group statistics.

In our study, we utilized the weights obtained from the best training results in the
Hokkaido training set and applied these to the validation area. As demonstrated in
Figure 9, this process effectively identified the primary distribution of landslides within
the validation area. Most medium- to large-scale landslides were accurately detected,
providing robust support for our approach. However, due to the limitations in SAR data
resolution, some omissions and false alarms may be found at the edges of some landslides.
Despite these challenges, our research findings indicate that we can successfully identify
large-scale mountainous landslides by training with a small-scale model and employing
transfer learning. This demonstrates the effectiveness and feasibility of our approach.
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2019); (c) natural landslide; (d) Group 1; (e) Group 2; (f) Group 3.
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4.2. Papua New Guinea Landslide

Situated near the equator, the Papua New Guinea region falls within the tropical
rainforest climate zone. Its distinctive climatic conditions, encompassing factors such as
sunlight, temperature, and humidity, notably influence satellite monitoring. These unique
climatic conditions present specific challenges for radar data applications in this area.
Furthermore, the widespread landslide events triggered by the Mw 7.5 earthquake on
25 February 2018, have heightened the complexity and difficulty of landslide detection
tasks. Using the Papua New Guinea earthquake event as a case study, this study aims to
validate the proposed methods’ applicability further and assess the influence of different
combinations on landslide detection. Figure 10 illustrates the landslide detection results
obtained during the Papua New Guinea earthquake and the cloud removal and mosaicking
results of Sentinel-2 optical imagery from 26 February 2018 to 30 December 2018. From
the results in Figure 10, it can be observed that the various experimental groups exhibit
relatively comprehensive representations of landslides in terms of their area, distribution,
and edge information, effectively reflecting the landslide event. However, some smaller-
scale landslides, such as those in the P2 area, and areas with landslide boundaries prone
to confusion with adjacent landslides, such as the P3 area, are still overlooked. These
issues may be attributed to the insufficient image resolution of the satellites. From the
Sentinel-2 optical imagery in Figure 10b, it can be observed that despite the cloud removal
and mosaicking processes, visual identification of landslides remains challenging due to the
severe cloud cover affecting the study area for most of the year. This further underscores
the advantages of using SAR imagery for landslide detection.

In the landslide recognition experiments conducted in Papua New Guinea, we simi-
larly partitioned the training samples in a random 8:2 ratio to ensure no overlap. Table 4
presents the training scores for the optimal weights. It can be observed from this table that
the optimal learning rates, filter quantities, and batch sizes exhibit a nearly random trend
under different experimental combinations. For experiments conducted within Group 1
through Group 6, we observe F1 scores ranging from 0.58 to 0.74. Notably, the employment
of the DPPA-UNet model within Group 1 achieves an impressive F1 score of 0.74, a signif-
icant improvement compared to Group 1 using the baseline UNet model. This outcome
strongly supports the effectiveness of the DPPA-UNet model in enhancing SAR image
landslide recognition performance. Through a comparison of the results from Group 1 to
Group 3, we discern a significant advantage of the time-series fusion method for backscatter
coefficients in ascending and descending orbits in terms of the F1 score when compared
to the single-orbit method. Likewise, when comparing the results from Group 4 to Group
6, it becomes evident that landslide detection using the combination of polarization chan-
nels outperforms cases using either VV or VH polarization alone. These findings further
substantiate the efficacy and performance advantages of the proposed methodology.

Table 4. Best training scores for Papua New Guinea landslides.

Combination Batch Size Learning Rate Filters Precision Recall F1 Score IoU

Group 1 16 0.0001 128 0.71 0.84 0.74 0.63
1-UNet 16 0.0005 64 0.66 0.82 0.70 0.57

1-SegNet 8 0.0001 32 0.69 0.76 0.69 0.57
Group 2 16 0.0001 16 0.73 0.69 0.71 0.57
Group 3 8 0.0001 32 0.66 0.77 0.68 0.55
Group 4 16 0.0001 32 0.73 0.66 0.65 0.51
Group 5 8 0.0001 128 0.59 0.70 0.61 0.46
Group 6 32 0.001 64 0.50 0.71 0.58 0.41
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Figure 10. Landslide identification results for the training area in Papua New Guinea: (a) DEM;
(b) Sentinel-2 optical imagery (results of cloud removal and stitching from 12 September 2018 to 12
September 2019); (c) natural landslide; (d) Group 1; (e) Group 2; (f) Group 3.

Figure 11 displays the training score statistics for the Papua New Guinea event. From
Figure 11, it is evident that Group 1 excels in various aspects. Group 1, utilizing the
DPPA-UNet model, achieves a 5.71% improvement in the F1 score compared to Group
1 using the baseline UNet model, further substantiating the superiority of the DPPA-
UNet model. Group 1, employing the ascending and descending orbit fusion strategy,
outperforms Group 2 and Group 3, utilizing single orbits, with F1 score improvements
of 4.23% and 8.82%, respectively. This demonstrates that the ascending and descending
orbit fusion strategy enhances landslide recognition accuracy. In Group 2, which utilizes
time-series imagery, there is a 9.23% improvement in the F1 score compared to Group 4,
which only uses pre- and post-event imagery. This indicates that the use of time-series
imagery enhances landslide recognition accuracy. Group 4, incorporating dual-polarization
information, outperforms Group 5 and Group 6, which utilize single-polarization data, with
F1 score improvements of 6.56% and 12.07%, respectively, underscoring the effectiveness of
using dual-polarization information to enhance landslide recognition accuracy. Notably,
Group 6, which relies solely on VH polarization, exhibits the poorest performance in the
Papua New Guinea region and may not be well-suited for landslide detection needs.
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Figure 11. Training score statistics for Papua New Guinea events: (a) evaluation metrics’ distribution
for various combinations; (b) discrepancy among groups.

We utilized the weights derived from the best training results of the Papua New
Guinea training dataset to perform landslide recognition in the validation area. Figure 12
illustrates the landslide recognition results in the Papua New Guinea validation region.
Figure 12 shows the successful identification of landslide distribution within the validation
area. Although minor landslides were missed, most medium- to large-scale landslides were
correctly detected. However, similar to the results in the Hokkaido study area, we could not
eliminate some omissions and false alarms at landslide edges due to the challenges posed
by SAR data resolution. Despite these challenges, our research findings indicate that we
achieved reliable recognition of extensive mountainous landslides by training small-scale
models and employing transfer learning. Overall, our research methodology effectively
distinguishes landslides of various sizes, with the detection process for each experimental
group taking approximately only 5 min.
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The complexity of SAR images has led to the latest algorithms in the field of landslide
detection mainly focusing on the application of optical images. In contrast, studies on the
changes in backscatter coefficient mapping of SAR images before and after landslides are
relatively sparse. Our research introduces and compares a new semantic segmentation
algorithm—SegNet. Experimental results show that, in landslide detection using SAR
images, our method outperforms SegNet in performance and stability (see Tables 3 and 4).
This difference may stem from the distinct structures of the two models and the influence
of data characteristics in different research areas. Our study is based on medium-resolution
data from Sentinel-1 SAR. Future research could use high-precision commercial SAR data
to enhance landslide detection accuracy.

5. Discussion
5.1. Fusion Results’ Analysis for Ascending and Descending Tracks

In the process of landslide area identification, both ascending and descending SAR
data provide valuable information. However, given the geometric distortion characteristics
and complexity of SAR imagery, relying solely on the results from either orbit may have
specific limitations. Therefore, we propose combining ascending and descending time-
series SAR backscatter coefficients to enhance landslide identification. This fusion approach
aims to integrate the landslide identification results from ascending and descending orbits,
offering a more comprehensive and accurate recognition of landslide areas. This method
holds the potential to effectively address the limitations of single-orbit data and improve
the reliability of landslide identification.

Figure 13 compares partial landslide identification results and SAR backscatter coeffi-
cients in the Hokkaido validation area. Figure 13 clearly illustrates the strong performance
of Group 1 in identifying actual landslides. However, it is worth noting that there are
occasional omissions and false alarms near the edges of landslides. These occurrences
can be attributed to the limited resolution of Sentinel-1A SAR imagery and the relatively
poor vegetation penetration of the C-band radar. Some landslides are comparable to or
even smaller than the resolution of Sentinel-1A, which can result in their omission or
incorrect classification as larger landslides. Observations from Figure 13a–c reveal that
when using descending orbit data, there are instances of missing landslide identification
results, especially on the far side of the satellite’s line of sight.
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Figure 13. (a–j) Comparison of Hokkaido validation area identification results with SAR images: the
first column is the natural landslide; the second column is the SAR fusion image; the third column is
the Group 1 result; the fourth column is the ascending SAR image; the fifth column is the Group 2
identification; the sixth column is the descending SAR image; and the seventh column is the Group
3 result. The short blue arrow represents the line of sight of the satellite, and the long blue arrow
represents the flight direction of the satellite.

Similarly, in Figure 13d–j, there may be missing landslide identification when using
ascending orbit data. These absent occurrences are mainly influenced by the characteristics
of SAR satellite single-orbit data, as they are susceptible to geometric distortion features
of SAR imagery, particularly on the side facing away from the satellite. However, the
landslide identification results of Group 1, which employs the fusion of ascending and
descending orbit data, appear more comprehensive. They more thoroughly encompass
landslides’ size and edge information than single-orbit data identification. This further
validates the superiority of our approach in overcoming the limitations of single-orbit data,
thereby enhancing the accuracy and reliability of landslide identification.

The region of Papua New Guinea is situated near the equator, characterized by a
tropical rainforest climate. The climatic conditions in this area, including factors such as
illumination, temperature, and humidity, significantly impact the quality and availability
of SAR imagery. Figure 14 displays the landslide identification results in the Papua New
Guinea validation area compared to the corresponding SAR imagery. Figure 13 shows
that Group 1 performs well in landslide identification in the Papua New Guinea region.
The landslide identification results using fused SAR imagery data from ascending and
descending orbits appear more comprehensive in the Papua New Guinea region. Com-
pared to identifications relying solely on single-orbit data, these results provide a more
comprehensive understanding of landslide features, including size and edge information.
This improvement suggests that the fusion of SAR imagery from ascending and descending
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orbits can significantly mitigate the impact of geometric distortions, thus enhancing the ac-
curacy and reliability of landslide identification. This further underscores the effectiveness
of our approach, particularly in addressing challenges such as tropical rainforest climates
and complex terrains, highlighting distinct advantages. However, similar to the Hokkaido
validation area, landslide identification results in the Papua New Guinea region may exhibit
some omissions and false alarms near the landslide edges. Some small landslides may be
incorrectly classified as more significant or missed during identification.
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5.2. Impact of Polarization Patterns on Results

This paper introduces a novel method for landslide identification, which leverages
the fusion of ascending and descending time-series SAR imagery and a dual-polarized
pixel attention UNet. The findings from our research, based on data from two seismic
events, suggest that relying solely on single polarization may not yield optimal results
across diverse study areas.

In the Hokkaido area, it was evident that the F1 score achieved better results when
employing VH polarization than VV polarization. In contrast, our observations in Papua
New Guinea revealed that VV polarization outperformed VH polarization regarding the
F1 score. Furthermore, the F1 score using both VV and VH polarizations exceeded that of
single polarization in both study areas.

First, using single-polarization data offers restricted terrain information and remains
vulnerable to external interference, ultimately resulting in an incomplete detection of ab-
normal variations in landslides. Landslide events typically lead to concurrent alterations
in terrain roughness and surface moisture levels. VV polarization primarily characterizes
terrain roughness in this context, while VH polarization predominantly conveys surface
moisture and material composition information. VV/VH polarizations also capture the
Earth’s surface’s vertical and horizontal polarization properties, rendering single polar-
ization vulnerable to interference factors such as ground clutter, multiple scattering, and
external interference.

Fusing VV and VH polarizations allows for the integration of a broader range of feature
information, enhancing the model’s capacity to discern the scattering attributes of various
terrain targets accurately. This paper also calculates the time-series SAR backscattering
coefficients of VV/VH polarizations before and after the events, emphasizing the SAR
echo anomalies induced by the circumstances and aiding the model in better identifying
and distinguishing normal and abnormal situations. Furthermore, the DPPA-UNet model
supports dual-polarized pixel attention, enabling it to better learn and differentiate between
normal and abnormal conditions.

In our experiments conducted in Papua New Guinea, we observed relatively poorer
performance when using VH polarization alone, and the landslide features on SAR images
were less pronounced than in the Hokkaido region. This finding may be linked to Papua
New Guinea’s geographical location within the tropical rainforest climate belt near the
equator. In this region, environmental variables, including lighting conditions, tempera-
ture, and humidity, substantially influence satellite surveillance. Humidity substantially
controls VH polarization, increasing data complexity and reducing the model’s detection
capabilities. These differences further underscore the importance of multi-polarization
data, mainly when dealing with landslide identification tasks in diverse climatic and
geographical conditions.

5.3. Model Performance Enhancement Directions’ Analysis

This study employs a straightforward and effective method for landslide detection,
designed to be accessible to a broad range of researchers and practitioners in landslide
disaster research. Despite its simplicity in design, this method demonstrated robust perfor-
mance in the two experiments conducted in this paper, underscoring its value in practical
applications. At the start of the research, the impact of the time series and dual-polarization
information of SAR images on landslide prediction was unclear. For instance, attempts
to integrate SAR visibility’s ascending and descending track information did not enhance
performance in early tests. In two research areas, we validated the landslide detection accu-
racy of DPPA-UNet and time-series dual-polarized SAR images. We provided a complete
SAR data processing strategy and model parameters, which are our new contributions to
the field of SAR landslide identification.

The availability of labeled training data often limits the selection of network archi-
tecture. This paper trained our model using ascending and descending time-series dual-
polarization SAR fusion imagery. The UNet architecture is extensively utilized in remote
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sensing applications, including the analysis of SAR imagery, and provides a range of viable
data labeling strategies [60]. Therefore, one of the reasons we chose UNet as our baseline
model is its well-validated design, drawing from the experiences of other SAR image
analysis research. Furthermore, we constructed a dual-polarized pixel attention UNet to
integrate dual-polarization channel information better and enhance its ability to focus on
essential pixel regions, thereby improving landslide segmentation performance.

Other recognition algorithms, such as panoramic segmentation [61], typically require
more training data and computational resources, potentially necessitating a longer conver-
gence time. Instance segmentation algorithms, such as Mask R-CNN [62], often converge
relatively quickly but usually demand more annotation work since each instance of an
object requires individual labeling. The UNet architecture we employed is a semantic
segmentation algorithm that converges relatively swiftly. This is because the model fo-
cuses solely on the semantic classification of each pixel in the image without the need to
distinguish between different object instances. Furthermore, UNet can learn and represent
complex spatial patterns and features, making it well-suited for our landslide recognition
task. During the experimental process, each set of experiments took approximately 50 min
for the training phase. Once the model training is complete, utilizing these well-trained
weights for landslide recognition in the validation set only requires a few minutes.

Recently, some more modern image segmentation models, such as Segformer [63],
have gained widespread usage. Segformer’s design objectives include breakthroughs
in improving speed, addressing the inflexibility of positional encoding, and enhancing
segmentation performance. Although advanced network architectures such as Segformer
may offer superior performance, we adopted a UNet with pixel attention mechanisms
to balance performance, the availability of labeled training data, and interpretability. We
recognize that numerous other network architectures merit exploration, and future research
can assess their performance in the context of landslide recognition using SAR.

While this study employed an ascending and descending time-series SAR image
fusion strategy, it is important to note that applying the training weights from this study
directly to another study area with a relatively small overall training sample size may
significantly impact the effectiveness of landslide recognition. This is primarily because
SAR image formation is influenced by surface physical characteristics, and under different
geological and climatic conditions, the features of landslides and the performance of SAR
images may vary.

Taking the Hokkaido region as an example, as illustrated in Figure 13, the features
of landslides are relatively straightforward and visible in the images extracted using the
ascending and descending time-series SAR image fusion strategy. However, in the Papua
New Guinea region, even with image fusion, the features of landslides remain highly
challenging to interpret visually. This indicates that the recognizability of landslides may
be significantly influenced by regional climate and geological conditions.

We propose several potential improvement strategies to enhance the applicability and
generalization capability of the DPPA-UNet model. An alternative approach entails collect-
ing historical SAR images and matching optical imagery from prominent landslide-prone
areas across the globe. Subsequently, the model can be retrained using the visual imagery’s
landslide labels. Expanding the training dataset enables the model to improve its adaptabil-
ity to diverse geographical conditions, enhancing its overall generalization performance.

Another potential improvement approach involves considering incremental learning
and simulated landslide training datasets. Incremental learning allows for further training
of a pretrained model with new data. The model can progressively acclimate to diverse
datasets encompassing varying geographical and climatic conditions through the ongoing
introduction of new data and the practice of incremental learning. This iterative process
contributes to the enhancement of its generalization performance. For instance, as demon-
strated in the research by Anantrasirichai et al. [64], an attempt can be made to generate
simulated training samples. A substantial amount of landslide images and corresponding
label data can be caused by simulating landslides under various geographical and climatic
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conditions. These simulated datasets can then retrain the model, improving its ability to
recognize and predict landslides in diverse environments.

Furthermore, transfer learning is another viable solution worth considering. Through
the initial training on a comprehensive large-scale dataset and subsequent fine-tuning on
a new dataset, we can leverage the knowledge acquired by the model from the expan-
sive dataset and tailor it to datasets originating from various geographical and climatic
conditions. This process, in turn, contributes to augmenting its generalization performance.

In future studies, we can also investigate integrating various supplementary data
sources, such as optical imagery, geological information, climate data, and lithological data.
Methods that have proven successful in ground subsidence detection involve improving
model detection performance by integrating multi-source auxiliary data [65]. Hence, in
upcoming research, there is potential for further exploration of the inclusion of these multi-
source supplementary data in our approach to enhance the results of landslide detection.

6. Conclusions

Considering the complexity of SAR imagery and potential issues such as distortion
and geometric distortion that can arise during data acquisition on steep terrain, this study
proposes an innovative dual-polarization SAR image landslide recognition method. By
integrating ascending and descending time-series information and considering polariza-
tion channel information, we constructed a dual-polarized pixel attention UNet model
considering multi-temporal image features. After training and transfer learning on a
small-scale model, we successfully applied this method to landslide identification in large
mountainous regions.

In this study, Sentinel-1 SAR dual-polarization data served as the primary data source
for experimentation. Across different study regions, Group 1, which employed the as-
cending and descending time-series backscatter coefficient fusion strategy, demonstrated
excellent performance in landslide recognition tasks. Specifically, in the Hokkaido landslide
recognition task, Group 1 achieved an F1 score improvements of 5.19% and 3.85% compared
to Group 2 and Group 3, which used single-orbit data only. In the Papua New Guinea
landslide recognition task, Group 1 outperformed Group 2 and Group 3 by achieving
F1 score improvements of 4.23% and 8.82%, respectively. These results underscore the
significant enhancement in the accuracy and reliability of landslide recognition brought
about by the ascending and descending orbit fusion strategy.

On the other hand, Group 2, utilizing time-series imagery, achieved F1 score improve-
ments of 6.94% and 9.23% in the Hokkaido and Papua New Guinea landslide recognition
tasks, respectively, compared to Group 4, which used pre- and post-event imagery only.
This further validates the effectiveness of utilizing time-series information for extracting
landslide features and enhancing the model’s accuracy in landslide recognition.

The application of dual-polarization information also yielded notable results in land-
slide recognition. In the Hokkaido landslide recognition task, Group 4, which utilized
VV and VH backscatter coefficients, achieved F1 score improvements of 7.46% and 2.86%
compared to Group 5 and Group 6, respectively, which used single-polarization data. Simi-
larly, in the Papua New Guinea landslide recognition task, Group 4 outperformed Group
5 and Group 6 by achieving F1 score improvements of 6.56% and 12.07%, respectively.
However, landslide recognition does present particular challenges, such as the potential
for omissions and false alarms near landslide edges due to factors such as SAR image
resolution limitations and complex terrain.

The method proposed in this paper demonstrated strong landslide recognition capa-
bilities in different study regions (Hokkaido and Papua New Guinea). These capabilities
are significant in assessing global landslide disasters and facilitating post-disaster recovery
initiatives. Future research can consider expanding the training dataset, exploring more ad-
vanced deep learning architectures, and integrating multi-source auxiliary data to enhance
landslide recognition performance further. This will make our approach more versatile and
adaptable to landslide monitoring tasks in diverse geographical and climatic conditions.
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