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Abstract: Soil moisture (SM), as a crucial input variable of land surface processes, plays a pivotal role
in the global hydrological cycle. The aim of this paper is to examine the spatiotemporal variability in
SM in the Heihe River Basin using all-weather land surface temperature (LST) and reanalysis land
surface data. Initially, we downscaled and generated daily 1 km all-weather SM data (2020) for the
Heihe River Basin. Subsequently, we investigated the spatial and temporal patterns of SM using
geostatistical and time stability methods. The driving forces of the monthly SM were studied using
the optimal parameter-based geographical detector (OPGD) model. The results indicate that the
monthly mean values of the downscaled SM data range from 0.115 to 0.146, with a consistently lower
SM content and suitable temporal stability throughout the year. Geostatistical analysis revealed that
months with a higher SM level exhibit larger random errors and higher variability. Driving analysis
based on the factor detector demonstrated that in months with a lower SM level, the q values of
each driving factor are relatively small, and the primary driving factors are land cover and elevation.
Conversely, in months with a higher SM level, the q values for each driving factor are larger, and
the primary driving factors are the normalized difference vegetation index and LST. Furthermore,
interaction detector analysis suggested that the spatiotemporal variation in SM is not influenced by a
single driving factor but is the result of the interaction among multiple driving factors, with most
interactions enhancing the combined effect of two factors.

Keywords: soil moisture; spatial downscaling; variability; OPGD; Heihe River Basin

1. Introduction

Soil moisture, as a critical parameter characterizing global land surface hydrological cy-
cles, has extensive applications in various fields, such as hydrology [1,2], meteorology [3,4],
climatology [5,6], and water resource management [7,8]. It serves as a crucial state variable
in the climate system, governing the exchange of water, energy, and carbon fluxes between
the land surface and the atmosphere. SM is one of the key input parameters in land surface
processes and global hydrological cycles. However, due to the significant spatiotemporal
variability in SM across different dimensions, the study of this variability is very important
when exploring the spatiotemporal distribution of SM and its additional applications [9].

Numerous scholars have extensively investigated the spatiotemporal variability in SM
and proposed various research approaches based on this foundation. Initially, researchers
mainly used traditional statistical methods, such as the probability distribution [10], stan-
dard deviation [11], and coefficient of variation [12], to study SM variability. However,
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geostatistical methods, which entail the incorporation of spatial information and focus
on the spatiotemporal distribution of samples, have been verified as more effective than
traditional statistical methods in studying SM variability in time series or spatial con-
texts [2,13]. As the wavelet analysis methods gained prominence in investigating the
temporal distribution of surface parameters, researchers have provided a novel approach
for analyzing the spatiotemporal variability in SM. Wavelet transformation primarily aims
to decompose time series into the time–frequency domain, thereby revealing significant
fluctuation patterns of time series, including cyclic variations, and the temporal patterns
of these cyclic variations [14]. Numerous scholars have focused on this area as well. For
instance, Das and Mohanty [15] utilized the Haar wavelet multiresolution analysis based on
SMEX02 data to investigate spatial differences in SM variations. Lee and Kim [16] explored
wavelet coherence between ecological–hydrological meteorological factors and SM in the
Sulmachun watershed. Furthermore, methods such as empirical orthogonal functions
(EOFs) [17] and rotated principal component analysis (RPCA) [18] have demonstrated
significant advantages in studying SM variability.

In recent years, given the significant advantages of spatial stratified heterogeneity
(SSH) in quantifying the stratified regularity of physical surface parameters, it has been
widely applied in the study of SM. SSH refers to the phenomenon whereby the variance
within a layer of surface parameters is lower than that between layers, representing the
stratified regularity manifested in spatial heterogeneity [19], which can be specific to clas-
sification or zoning. Based on the q-statistics method, Wang et al. [20] first proposed an
important method for studying geographical spatial differentiation—the geographical
detector (GD) model. Subsequently, numerous scholars have employed this model to
investigate spatial heterogeneity and changes in the driving factors of surface SM. For
example, Yang et al. [21], Xu et al. [22], and Yang et al. [23] used the GD model to assess
the spatiotemporal patterns of SM on the Inner Mongolian Plateau, the Ili River Basin,
and the Shiyang River Basin, respectively, offering a novel research perspective for the
analysis of the spatiotemporal patterns of SM. Due to the sensitivity of the GD model
relative to spatial discretization methods and the number of strata, determining both can
be relatively complex. To address this challenge, Song et al. [24] built the GD model and
developed the OPGD model, which aims to achieve the best combination of spatial data
discretization methods and the number of strata. This enhancement has made subsequent
GD models more accurate, flexible, and stable [24], significantly improving the practicality
of the GD model. Zhang et al. [25] proposed a robust geographical detector (RGD) model
to overcome the sensitivity limitations of spatial data discretization and provide a robust
and reliable solution for exploring spatial correlations and identifying geographical fac-
tors. Additionally, Luo et al. [26] developed a geographical optimal zone heterogeneity
(GOZH) model capable of finely partitioning subregions and applied it to study the de-
terminants of the spatiotemporal differences in SM in the Northern Hemisphere, yielding
promising outcomes.

Additionally, Vachaud et al. [27] observed that when examining the approximate
spatial order of SM at different times, there is a certain probability that the order of the SM
content at different sites will remain constant over time. This suggests that SM displays
temporal stability. In contrast to the spatiotemporal variability in SM, the temporal stability
of SM emphasizes the unique temporal patterns of SM variation. It holds considerable
importance in revealing time series changes in SM information and the influence of SM on
the surface–atmosphere exchange of matter and energy.

Previous studies revealed that SM is the result of various driving factors, including soil
texture and structure [28–30], topographic features [31–33], land cover patterns [34–36], and
meteorological forcing [37–39]. These factors exhibit nonuniform distributions in both time
and space, giving rise to the unique spatiotemporal distribution patterns of SM. However,
the degree to which each driving factor influences SM varies at different scales [40]. Soil
physical properties, such as field capacity and soil texture, affect SM distributions by influ-
encing soil hydraulic properties, and this characteristic is more pronounced at field scales.
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For instance, Crave and Gascuel-Odoux [28] found that at the 1 km scale, the dominant
factors influencing SM spatial heterogeneity are terrain factors and soil physical properties.
At the watershed scale, terrain features play a more significant role in determining the SM
distribution. Charpentier and Groffman [31] observed that the complexity of the terrain
contributes to an increase in SM spatial heterogeneity, and Moore et al. [32] studied the
relationship between terrain attributes and the surface SM distribution in an agricultural
watershed, revealing that terrain nonuniformity is a primary factor controlling the SM spa-
tial variability at the watershed scale. Land cover patterns exert a greater impact on SM at
the watershed, especially at regional scales than other factors. Wang et al. [34] investigated
the influence of vegetation on the SM spatial distribution and found that during the grow-
ing season, vegetation exerted a stronger impact on the SM spatial heterogeneity than that
during the nongrowing season. Meteorological factors, such as precipitation, temperature,
and climate type, play a more significant role in SM variabilities at the regional and even
continental scales compared to other variables. According to Liu et al. [37], precipitation
events significantly impact the SM response in the desert area of Heihe River Basin. In arid
regions of China, precipitation positively affects SM, while temperature yields a negative
impact, with precipitation contributing more notably to SM changes than temperature [41].
Crow et al. [40] found that the soil texture and structure, topographic features, land cover
patterns, and meteorological forcing all impact SM across all scales, but their impacts vary
in degree across different scales. Therefore, when analyzing the spatiotemporal patterns
of SM or conducting driving force studies, it is crucial to carefully consider the combined
effect of these driving factors on SM.

This study, based on downscaled SM data, utilized classic geostatistical methods—the
semivariogram function and standard deviation analysis—to examine the spatiotemporal
distribution patterns of SM. Via the semivariogram function, we gained insights into the
geographical variations of SM, unveiling differences and correlations among different
locations, thereby providing robust support for the further exploration of SM’s spatiotem-
poral distribution. Meanwhile, the standard deviation method allowed us to quantify the
internal dispersion of the SM dataset, offering a more comprehensive understanding of the
fluctuation characteristics of the SM time series. Furthermore, in analyzing SM in the Heihe
River Basin, this study employed the OPGD model, which carries unique advantages and
necessities. By optimizing spatial data discretization methods and stratification strategies,
this model could more accurately delineate the study area and identify SM characteristics
within distinct spatial zones. This model can provide a more precise revelation about
the spatiotemporal drivers of SM, aiding in comprehending the factors and mechanisms
governing the monthly distribution of SM in the Heihe River Basin.

The objective of this study, using the aforementioned methods, was to uncover the spa-
tiotemporal distribution patterns and driving forces of SM in the Heihe River Basin, aiming
to provide scientific foundations and technical support for water resource management
and ecological conservation in this region.

2. Materials and Methods
2.1. Study Area

In this study, we primarily adopted the Heihe River Basin as the research area.
Heihe River Basin is situated in the semiarid region of northwestern China (37.7◦–42.7◦N,
97.1◦–102.0◦E) and is the second-largest inland river basin in China, covering an area of
approximately 143,000 square kilometers [42]. The elevation in much of the study area
ranges from 2000 to 5000 m above sea level, with an annual average temperature ranging
from −3.1 ◦C to 3.6 ◦C [43]. Annual precipitation ranges from 200 mm in the downstream
grassland areas to 700 mm in upstream mountainous regions [44]. The annual average
potential evapotranspiration (PET) ranges from approximately 700 mm to 2000 mm [45].
The basin exhibits distinct geographical features, transitioning from glaciers in the upper
reaches to permafrost, alpine meadows, forests, irrigated crops, riparian ecosystems, and
deserts downstream. It is characterized by cold and arid landscapes [46]. However, it is
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important to note that there are different delineation methods for the Heihe River Basin. In
this study, we adopted the vector boundary map provided by the National Comprehensive
Water Resources Planning for the period between 2002 and 2006. The study year in this
paper is 2020, and the precise geographical location of the s tudy area is shown in Figure 1.
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2.2. Data Source

In this study, we primarily utilized the data from the downscaled process and sub-
sequent analysis sourced from various datasets, including SoilGrids, Moderate Resolu-
tion Imaging Spectroradiometer (MODIS), and General Bathymetric Chart of the Oceans
(GEBCO), among others. The downscaled SM data used in this research study were ob-
tained via the downscaling method proposed by Zhang et al. [47]. The SM downscaling
process involves three main components: reanalysis surface parameter data, comprising
ERA5-LST and SM data; microwave SM products, utilizing data from the European Space
Agency Climate Change Initiative (ESA CCI) and the Soil Moisture Operational Product
System (SMOPS), which are known for their high accuracy and all-weather SM coverage,
respectively; and optical data, specifically all-weather thermal and reanalysis integrating
moderate-resolution spatial-seamless (TRIMS) LST data, which can capture diurnal tem-
perature differences. In addition, we incorporated normalized difference vegetation index
(NDVI) data from the MODIS MYD13A2 dataset, and we reconstructed these data into
daily-scale NDVI data using the Savitzky–Golay (S-G) filtering method. The data used
to validate the downscaled soil moisture content are SMCI data, which are derived from
machine learning training on in situ measurements from the stations [48].

In accordance with previous research experience, we considered several factors that
drive changes in SM in this study. These factors mainly include soil texture and structure,
topographic features, land cover patterns, and meteorological forcing. These factors are
summarized in Table 1.

1. Soil texture and structural data: This category includes organic carbon content, bulk
density, field capacity, and saturated hydraulic conductivity (Ksat). Organic carbon
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content and bulk density data are sourced from the SoilGrids 1 km dataset [49],
which is primarily generated using machine learning algorithms, ensuring satisfactory
data consistency. In this study, we primarily utilize soil parameters at the 0–5 cm
depth. Field capacity and Ksat data are derived from machine learning algorithms
and bootstrapping methods, producing 1 km resolution global hydraulic property
products with favorable accuracy [50].

2. Topographic features data: This category comprises elevation, slope, aspect, and the
topographic wetness index (TWI). These topographic features are primarily sourced
from the digital elevation model (DEM) provided by GEBCO. The spatial resolution
of the DEM is 15 arc seconds, equivalent to approximately 0.5 km. Based on the DEM,
we further calculate slope and aspect information. Additionally, the TWI can capture
changes in topography and their impact on soil runoff, establishing a connection with
the spatial distribution of SM. In this study, we obtain this index from DEM data [33].

3. Land cover patterns data: This category includes land surface cover type, NDVI,
enhanced vegetation index (EVI), PET, and fractional vegetation cover (FVC). The first
four data sources are MODIS MCD12Q1, MOD13A2, and MOD16A2. However, it
should be noted that MOD13A2 and MOD16A2 have temporal resolutions of 16 and
8 days, respectively, which differ from the monthly scale in this study. Therefore, the
data are harmonized relative to the monthly scale using the maximum value composite
method, The FVC data were downloaded from the National Tibetan Plateau Data
Center and information is provided in Table 1.

4. Meteorological forcing data: This category includes precipitation and LST. The pre-
cipitation data used in this study are generated using the delta spatial downscaling
method [51]. The selected LST data include daytime LST, nighttime LST, and the
diurnal temperature range of LST, and they are all sourced from MOD11A2. The data
are harmonized relative to the monthly scale using the monthly averaging method,
and they are integrated with SM data.

Table 1. Explanatory variables of the spatial disparities of SM.

Category Variable Product Source Reference

Soil Bulk Density SoilGrids https://soilgrids.org/
(accessed on 1 April 2023) Vereecken et al. [52]

Organic Carbon SoilGrids https://soilgrids.org/
(accessed on 1 April 2023) Huger et al. [53]

Field Capacity Field Capacity Zhang et al. [50] Montzka et al. [54]
Ksat Ksat Zhang et al. [50] Jia et al. [55]

Topographic DEM GEBCO_DEM https://www.gebco.net/ (accessed
on 1 April 2023) Riihimäki et al. [56]

Aspect — — Varga et al. [57]
Slope — — Varga et al. [57]
TWI — — Riihimäki et al. [56]

Land LUCC MCD12Q1 https://ladsweb.modaps.eosdis.
nasa.gov/ (accessed on 1 April 2023) Jiang et al. [58]

NDVI MOD13A2 https://ladsweb.modaps.eosdis.
nasa.gov/ (accessed on 1 April 2023) Han et al. [59]

EVI MOD13A2 https://ladsweb.modaps.eosdis.
nasa.gov/ (accessed on 1 April 2023) Holzman et al. [60]

PET MOD16A2 https://ladsweb.modaps.eosdis.
nasa.gov/ (accessed on 1 April 2023) Manning et al. [61]

FVC FVC
https://data.tpdc.ac.cn/zh-hans/

data/f3bae344-9d4b-4df6-82a0-814
99c0f90f7 (accessed on 1 April 2023)

Ru et al. [62]

https://soilgrids.org/
https://soilgrids.org/
https://www.gebco.net/
https://ladsweb.modaps.eosdis.nasa.gov/
https://ladsweb.modaps.eosdis.nasa.gov/
https://ladsweb.modaps.eosdis.nasa.gov/
https://ladsweb.modaps.eosdis.nasa.gov/
https://ladsweb.modaps.eosdis.nasa.gov/
https://ladsweb.modaps.eosdis.nasa.gov/
https://ladsweb.modaps.eosdis.nasa.gov/
https://ladsweb.modaps.eosdis.nasa.gov/
https://data.tpdc.ac.cn/zh-hans/data/f3bae344-9d4b-4df6-82a0-81499c0f90f7
https://data.tpdc.ac.cn/zh-hans/data/f3bae344-9d4b-4df6-82a0-81499c0f90f7
https://data.tpdc.ac.cn/zh-hans/data/f3bae344-9d4b-4df6-82a0-81499c0f90f7
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Table 1. Cont.

Category Variable Product Source Reference

Meteorological Precipitation Precipitation Peng et al. [51] Brocca et al. [63]

LST_day MOD11A2 https://ladsweb.modaps.eosdis.
nasa.gov/ (accessed on 1 April 2023) Sun et al. [64]

LST_night MOD11A2 https://ladsweb.modaps.eosdis.
nasa.gov/ (accessed on 1 April 2023) Sun et al. [64]

LST_differ — — Ru et al. [62]

2.3. Methods

The method in this study primarily consists of three main parts: first, obtaining 1 km
daily SM data via spatial downscaling; second, characterizing the spatiotemporal variability
and stability of SM using semivariograms and time series standard deviation values to
investigate the spatiotemporal distribution of SM; and finally, identifying the primary
drivers of SM in each month using factor detector analysis, examining the interactions
between these drivers via interaction detector analysis, and utilizing these methods to
study the seasonal distribution and driving factors of SM in the Heihe River Basin.

2.3.1. Soil Moisture Downscaling

Higher SM contents are associated with slower temperature changes and higher
thermal inertia [65]. Additionally, the scale invariance assumption in the relationship
between SM and its influencing factors has been previously suggested [66]. Based on
these considerations, by establishing the relationship between daytime/nighttime LST
differences and surface SM, it is possible to realize the spatiotemporal predictions of SM
and spatial downscaling [25]. Considering that different land surface models have different
empirical parameters when establishing spatial downscaling relationships, we investigate
SM downscaling relationships separately for different NDVI zones (sparse vegetation
cover, NDVI < 0.3; moderate vegetation cover, 0.3 < NDVI < 0.6; dense vegetation cover,
NDVI > 0.6) and land cover types (forestland, grassland, cropland, and barren land). Based
on this, in this paper, similar investigation methods are employed.

According to Fang et al. [67], there is a linear relationship between SM and the day-
time/nighttime LST difference. Therefore, in this study, ERA5-Land data are utilized to
establish the relationship between SM and the daytime/nighttime LST difference:

θ0.1 = ai,j × ∆LST0.1 + bi,j (1)

where θ0.1 and ∆LST0.1 denote SM and the daytime/nighttime LST differences, respectively,
which are derived from ERA5-Land 0.1◦ data. Moreover, ai,j and bi,j are the coefficients
for the i-th land cover type (forestland, grassland, cropland, and barren land) and the j-th
NDVI level (low, medium, and high), respectively.

Based on the scale invariance assumption, the coefficients ai,j and bi,j obtained from
Equation (1) at the 0.1◦ scale are applied to the 1 km scale:

θ1km = ai,j × ∆LSTMODIS,1 km + bi,j (2)

where θ1 km is the daily 1 km SM obtained via downscaling, and ∆LSTMODIS,1 km denotes
the MODIS daytime/nighttime LST difference at the 1 km scale.

To leverage both the precision advantages of ESA CCI and SMOPS SM data and the
high spatial resolution advantages of the θ1 km data obtained via downscaling in this study,
we allocate correction values to the data at both scales. These correction values represent
the differences between the two datasets:

∆θ = θ25km −
1
n

n

∑
i=1

θ1km (3)

https://ladsweb.modaps.eosdis.nasa.gov/
https://ladsweb.modaps.eosdis.nasa.gov/
https://ladsweb.modaps.eosdis.nasa.gov/
https://ladsweb.modaps.eosdis.nasa.gov/


Remote Sens. 2023, 15, 5768 7 of 18

where ∆θ is the correction value for each ESA CCI or SMOPS pixel, θ25km is the SM value
for a single ESA CCI or SMOPS pixel, and n is the number of 1 × 1 km MODIS pixels
within a single ESA CCI or SMOPS pixel.

Subsequently, the correction values are evenly distributed among all θ1km pixels, which
can yield accuracy improvements:

θ∧1km = θ1km + ∆θ (4)

where θ∧1km and θ1km are the SM datasets after and before correction, respectively.

2.3.2. Analysis of the Spatiotemporal Heterogeneity and Stability of Soil Moisture

To discover the primary trends in SM variation over time, we employ statistical
measures such as maximum (MAX), minimum (MIN), mean (MEAN), standard deviation
(SD), and coefficient of variation (CV) to describe the basic statistical characteristics of SM in
each month. Additionally, geostatistical methods allow for the more precise quantification
of the spatial heterogeneity in SM and related parameters. According to the first law
of geography, SM at any given location is more correlated with that at nearby locations
and less strongly correlated with that at distant locations. This spatial variability can be
expressed using a semivariogram function, which can be formulated as follows:

γ(h) =
1

2N(h)

N(h)

∑
i=1

[Z(xi)− Z(xi + h)]2 (5)

where h is the spatial separation distance between the sampling points, N(h) is the number
of pairs of samples at a lag distance of h, xi denotes the i-th point corresponding to
distance h, and Z(xi) denotes the observed value at location xi. After calculating the
semivariance values for different lag distances, it is necessary to fit a semivariogram scatter
plot. Commonly used fitting models include the linear model with a nugget effect, the
spherical model, the Gaussian model, and the exponential model, among others [68].

Fitting the semivariogram curve using an appropriate model allows us to obtain
important characteristic parameters. These parameters include the nugget value C0, partial
sill value C, sill value C0 + C, range value a, and slope A for the linear model with a nugget
effect [68].

Additionally, it is important to note that a normality test is required before conducting
semivariogram analysis of the SM data for each month. In view of the practical situations,
with a large sample size (greater than 2000), slight deviations are detected in such cases. We
utilized the ratio between the interquartile range and standard deviation for further testing,
in combination with QQ plots. Specifically, if the ratio between the interquartile range and
standard deviation is approximately 1.35 and the points on the QQ plot approximately align
along a straight line (indicating close approximation between theoretical and observed
quantiles), the generated SM data approximately conform to a normal distribution.

In addition to variability, SM exhibits temporal stability. In this study, SD is used to
assess the stability of SM over time [23]:

SD =

√
∑n

i=1
(
SMi − SM

)2

n− 1
(6)

where SM is the average SM for 2020, and i denotes the month. A smaller SD value indicates
the higher stability of SM.

2.3.3. Optimal Parameter-Based Geographical Detector (OPGD) Model

The OPGD model was developed based on the geographical detector model [20] and
consists of five main components: the factor detector, parameter optimization, risk detector,
ecological detector, and interaction detector. Among them, the factor detector is the core
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of the model and is primarily used to determine whether the research subject exhibits
spatial heterogeneity and the reasons behind this heterogeneity [20]. Generally, the spatial
heterogeneity of the research subject can be measured using the q value:

q = 1− ∑L
h=1 Nhσ2

h
Nσ2 = 1− SSW

SST
(7)

where h = 1, · · · , L denotes the strata of dependent variable Y or driving factor X; Nh and
N denote the number of units in stratum h and the entire region, respectively; σ2

h and σ2

denote the variances in dependent variable Y in stratum h and the total region, respectively;
and SSW and SST denote the sum of the within-stratum variances and the total variance
of the entire region, respectively. A higher q value indicates that the driving factor X has a
higher explanatory power for dependent variable Y.

Parameter optimization refers to the optimization of spatial discretization in the
geographical detector model. Specifically, it involves determining the discretization method
and thus the combination that yields the highest q value when the factor detector q value
is maximized. The standards mainly include equal interval, quantile, natural breaks,
geometric interval, and standard deviation, as well as the optimal combination of the
number of breaks [69]. Parameter optimization helps avoid blindness and randomness
in selecting discretization methods and determining the number of breaks in the research
process, reducing the experimental workload.

The interaction detector is used to determine whether driving factor X acts inde-
pendently or interactively on the dependent variable Y. Specifically, it is used to identify
whether the explanatory power of dependent variable Y will increase or decrease when
two driving factors work together. The main interaction types are shown in Table 2.

Table 2. Type of interaction between the two driving variables and the dependent variable.

Interaction Type Standard of Judgment

Nonlinear weaken q(X1∩ X2) < Min(q(X1), q(X2))
Uni-variable weaken Min(q(X1), q(X2)) < q(X1∩ X2) < Max(q(X1)), q(X2))
Bi-variable enhance q(X1∩ X2) > Max(q(X1), q(X2))

Independent q(X1∩ X2) = q(X1) + q(X2)
Nonlinear enhance q(X1∩ X2) > q(X1) + q(X2)

3. Results and Discussion

Based on the SM spatial downscaling method proposed by Zhang et al. [25], we
obtained a daily 1 km SM dataset for the entire year of 2020. To ensure the reliability of
downscaled results, this study employed a random sampling method to generate 1000 pixel
points as samples within the Heihe River Basin. The downscaled results were compared
with the published 1km SMCI soil moisture products on 15 January, 15 April, 15 July, and
15 October. It was observed that the scattered points were relatively evenly distributed
around the 1:1 line, indicating a good correlation between the downscaled results and the
SMCI products (Figure 2). The validation results mentioned above demonstrate that the
downscaled soil moisture in this study can provide reliable information and can be used
for subsequent spatiotemporal analysis. In previous SM analyses, long time series data
were often used for analysis, with a better temporal scale, and these studies mainly focused
on annual averages [25,70–73]. However, we found that SM and some of its driving factors
exhibit significant temporal variability in this research. In temperate continental climate
zones, like the Heihe River Basin, the driving factors vary dramatically during the different
seasons and even different months. Therefore, using annual average SM data alone cannot
meet research requirements. In response, we focused on the monthly temporal scale of
SM patterns and driving factor analysis, and we synthesized the dataset with respect to
monthly averages. Figure 3 shows the spatial distribution of the downscaled monthly
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SM, and Figure 4 shows the basic statistical characteristics of SM in the study area for
each month.
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3.1. Spatiotemporal Heterogeneity and Stability of Soil Moisture in Heihe River Basin

Based on the SM statistical results, the ratio between the interquartile range and stan-
dard deviation of SM for each month ranges from 1.28 to 1.40, and the scatter points in the
QQ plot align closely along a straight line. Therefore, it can be concluded that the down-
scaled SM data approximates a normal distribution, allowing for the next semivariogram
function analysis step. Specific semivariogram analysis results are presented in Table 3. In
this study, the R2 values of the fitted models range from 0.85 to 0.97, indicating good fits
for the corresponding models with relatively small RSS values. The sill values, in general,
exhibit a convex distribution. Compared to that in other months, this suggests that SM
from May to September exhibits a larger random error, and its distribution is more greatly
affected by random errors. This finding indirectly indicates that the spatial variability in
SM is higher during this period. Additionally, the sill values of the fitted models exhibit
a roughly convex distribution, but there is a significant decrease in July. This suggests
that the SM variability in July is lower than that in the neighboring months. The main
reason for this phenomenon may be due to the temperate continental climate of the study
area. During summer months, there is higher precipitation, and various driving factors
intensify the spatial heterogeneity in SM. In contrast, July experiences abundant heat and
precipitation, leading to relatively homogeneous SM contents, especially in the middle and
lower reaches of the Heihe River Plain. Furthermore, the range values are larger in March,
October, and November than in the other months, indicating that SM presents higher
spatial variability in these months. Concerning the nugget–sill ratio, the pattern is similar
to that of sill values. The nugget–sill ratio is higher in the summer months, indicating that
random factors play a dominant role in determining the spatial variability. In contrast, in
the winter months, the nugget–sill ratio is lower, suggesting that structural factors are more
important for spatial variabilities.

Table 3. Parameters of semi-variance functions for downscaled SM datasets.

Month Model Nugget Sill Nugget
Coefficient/% Range/m R2 RSS

1 Linear 0.00103 0.00173 0.405 263,696 0.873 6.39 × 10−8

2 Linear 0.00098 0.00176 0.447 263,702 0.881 7.51 × 10−8

3 Exponential 0.00088 0.00344 0.744 1,833,000 0.851 1.24 × 10−7

4 Spherical 0.00082 0.00271 0.699 611,000 0.881 1.64 × 10−7

5 Gaussian 0.00115 0.01062 0.892 908,980 0.969 1.55 × 10−7

6 Gaussian 0.00135 0.01114 0.879 958,170 0.962 1.72 × 10−7

7 Spherical 0.00129 0.00491 0.737 611,000 0.873 6.41 × 10−7

8 Gaussian 0.00166 0.01560 0.894 962,847 0.962 3.41 × 10−7

9 Gaussian 0.00151 0.01128 0.866 916,774 0.961 2.05 × 10−7

10 Exponential 0.00110 0.00450 0.756 1,833,000 0.870 1.88 × 10−7

11 Exponential 0.00112 0.00366 0.693 1,833,000 0.890 8.60 × 10−8

12 Linear 0.00119 0.00194 0.384 263,702 0.949 2.69 × 10−8

Furthermore, to examine the temporal stability of SM, we categorized SD into five
classes based on certain criteria: very poor (SD > 0.2), poor (0.13 < SD < 0.2), stable
(0.08 < SD < 0.13), good (0.03 < SD < 0.08), and excellent (SD < 0.03) [23]. This classification
was used to explore the temporal stability of SM in the study area. Specifically, in the upper
reaches of the basin, the time series SD varies between 0.03 and 0.13, while in the middle
and lower reaches, it varies between 0 and 0.03. The overall SD values in the study area
are relatively low, with the SD value in the middle and lower reaches being lower than
that in the upper reaches. The main reason for this pattern is that the study area belongs
to a temperate continental climate with relatively low annual precipitation levels. The
overall vegetation cover is limited, and water circulation capacities are relatively low. As
a result, the overall temporal stability of SM in the basin is satisfactory. Furthermore, the
higher vegetation cover in the upper reaches than that in the middle and lower reaches
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results in lower SM sensitivity in the middle and lower reaches relative to vegetation
seasonal variations. Therefore, the middle and lower reaches exhibit higher temporal
stability in SM than in the upper reaches (as shown in Figure 5). In summary, the study
area shows significant spatial variability in SM, but the overall monthly scale temporal
stability is favorable, and the types of driving factors of SM remain relatively stable across
the different months [74].
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3.2. Driving Factors of Soil Moisture in Heihe River Basin: Factor Detector

The factor detector results for different months are shown in Figure 6. It can be
observed that from January to April and from October to December, the overall q values
are relatively low, with the highest q values ranging from approximately 0.3 to 0.45. In
these months, land use and land cover (LUCC) is the dominant driving factor of the spatial
distribution of SM, especially from January to March and December. Additionally, factors
such as elevation, FVC, and NDVI exhibit relatively high q values during these months. In
April, October, and November, the primary driving factor is elevation, followed by LUCC,
FVC, NDVI, and other factors. During the late spring, summer, and early autumn seasons
in the study area, the driving factors impose a greater influence on SM. During the period
from May to September, factors such as daytime LST, nighttime LST, vegetation parameters
(NDVI, EVI, and FVC), PET, and LUCC show a significant driving power, with q values
generally exceeding 0.5. In May, the q value of the daytime LST is the highest at 0.6004,
while in August, the q value of the NDVI is the highest at 0.6114, indicating that these
factors provide the highest explanatory power for SM in their respective months.
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Compared to those of the aforementioned driving factors, soil texture and structure,
as well as terrain characteristics, exhibit lower q values. From January to March and in
November and December, their q values are generally below 0.2. However, from May
to September, the q values vary between 0.3 and 0.5, indicating a higher explanatory
power that is still significantly lower than that of driving factors such as daytime LST,
nighttime LST, vegetation parameters (NDVI, EVI, and FVC), PET, and LUCC during the
same seasons. It is important to note that aspect exhibits an extremely weak driving effect
in all months, and its explanatory power for SM significantly deviates from that of the other
driving factors. Therefore, at the watershed scale, the 1 km resolution aspect data do not
provide a high explanatory power for SM in the study area.

Based on the seasonal division in the Northern Hemisphere (spring: March, April,
and May; summer: June, July, and August; autumn: September, October, and November;
winter: December, January, and February), it can be observed that the months with lower q
values are concentrated in early spring, late autumn, and winter. Considering the research
of Luo et al. [26] and the Chinese Permafrost Map (doi:10.12072/ncdc.Westdc.db0029.2021),
this could be related to the seasonally frozen soil in temperate continental climates. Specifi-
cally, there are two main reasons for this phenomenon. First, the SM downscaling algorithm
relies on coarse-scale SM data, which can limit the accuracy of the SM dataset in areas with
seasonally frozen soil. Second, the modeling of the relationship between SM and heat is
primarily based on liquid SM. However, in the months with lower q values, there may
be seasonally frozen soil, rendering the previously established soil–heat relationship no
longer applicable. Moreover, in geographical detector analysis, empirical driving factors
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may not fully match experimental requirements. In the study of Luo et al. [26] on the
spatial variation in SM in the Northern Hemisphere, they divided the study seasons into
frozen soil seasons and nonfrozen soil seasons, arriving at similar conclusions to those
of this study. This suggests that the frozen soil season and vegetation growth conditions
could serve as seasonal difference factors of the factor explanatory power in this watershed.
Furthermore, compared to the continental-scale study of Luo et al. [26] on SM variations,
this watershed-scale study yields larger differences.

3.3. Driving Factors of Soil Moisture in Heihe River Basin: Interaction Detector

To better understand whether the spatial distribution of SM is influenced by the
interaction among multiple driving factors, we also used the interaction detector to analyze
the impact of the interactions between different influencing factors on SM (Figure S1).
On a monthly basis, in January, February, and March, the interaction-detector-based q
value was the highest for the combined effect of LUCC and elevation, with a q value
of approximately 0.4. From May to September, the interaction detector values generally
indicated a higher explanatory power for SM, and the most influential factors were the
interaction between vegetation information and other factors, with q values generally
exceeding 0.68. During the frozen soil season, the interaction between LUCC and elevation
or other factors provided a higher explanatory power for SM, while during the nonfrozen
soil season, the interaction between vegetation information and other factors provided
higher explanatory power. This suggests that when studying the driving forces of SM with
the interaction detector method, the commonly used annual average method overlooks the
differences in driving factors during different seasons along the time series. By dividing
the seasons into the frozen soil season (or growing season) and the nonfrozen soil season,
more precise conclusions can be drawn. However, regardless of the season, the spatial
variation in SM was not driven by a single environmental factor; instead, it resulted from
the interaction among multiple influencing factors.

Notably, the single-factor q values for aspect, Pre, LST_night, and LST_diff are mostly
below 0.1, indicating that they impose very weak individual driving effects on SM. However,
these factors exhibit an enhanced effect on SM when interacting with other factors; in
particular, aspect shows the most representative result. Across all months of the year,
aspect alone exerted a very weak driving force effect on SM, but it showed a significant
nonlinear enhancement when interacting with other factors. This study offers a reasonable
interpretation of this phenomenon. In a finer-scale study area with relatively lush vegetation
growth, the single-factor driving force of aspect on SM may be manifested as different
influences on SM between shaded slopes and sunlit slopes (aspect-related effects). However,
in this study with an initial SM scale of 1 km, considering the modifiable areal unit problem
(MAUP), the sampling interval of the point samples was approximately 8 km. At this
scale, the driving force of aspect on other factors is low. The interaction with other factors,
such as LST, vegetation conditions, and soil properties, may ensure a more reasonable
analysis. It is important to note that while we identified the above pattern, we did not
explore the underlying physical mechanisms, so there are limitations. Furthermore, it
should be noted that aspect exhibits a phenomenon of single-factor nonlinear attenuation
when interacting with the NDVI in February, LUCC in April, and FVC in July. In this
study, we did not investigate the patterns and physical reasons for these occurrences, so a
reasonable explanation could not be provided.

4. Conclusions

In this study, we first generated a 1 km SM dataset via downscaling and employed geo-
statistical analysis and the optimized parameter geographical detector model to investigate
the spatiotemporal patterns and driving factors of SM in the Heihe River Basin. The results
revealed that the average SM in the study area ranges from 0.115 to 0.146 across different
months, indicating a relatively low SM content overall. Regarding spatial distributions,
areas with high SM contents were concentrated in upstream grasslands and farmlands,
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while low-SM-content areas could be found in the bare soil regions of the middle and
lower reaches.

The geostatistical analysis results indicated that the optimal theoretical models for SM
differ among various months. Months with higher SM contents exhibited larger random
errors and higher SM variability. Additionally, the variogram range exceeded the sampling
interval for all months, indicating a significant spatial variability in SM across the basin.
Furthermore, there was notable seasonal variation in the geostatistical characteristics of
SM, but overall, the stability remained satisfactory, with standard deviations ranging from
0 to 0.13 over time.

The factor detector model results indicated that in months with relatively low SM
contents, the overall q values are relatively small, with the maximum q values observed
for LUCC and DEM. In contrast, in months with higher SM contents, the overall q values
were relatively large, and the maximum q values focused on the NDVI and LST factors.
Additionally, different driving factors exerted varying degrees of influence on SM, and soil
texture, structure, and topographic features generally exhibited lower performance.

Interaction detector model analyses revealed that the spatial heterogeneity in SM is
a result of the interaction among multiple driving factors. Most driving factors exhibited
pairwise enhancement, and the aspect factor yielded the smallest q values. However, in
many months, aspect exhibited nonlinear enhancement when interacting with other factors,
suggesting that at the watershed scale, aspect indeed interacts with other driving factors
and exhibits more prominent driving mechanisms.

Nonetheless, this study suffers certain limitations. The SM downscaling method used
to obtain daily 1 km resolution data does not adequately consider scale effects, resulting in
nonuniform transitional SM spatial distribution maps. To improve accuracy, in the future,
geostatistical and driving factor analyses should focus on spatial partitioning based on
downscaled results. Meanwhile, we also need to consider dividing the basin into upstream
and middle-lower reaches.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/rs15245768/s1, Figure S1: Interaction detector results for each month.
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