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Abstract: Geostationary satellite-based remote sensing is a powerful tool to observe and understand
the spatiotemporal variation of cloud optical-microphysical properties and their climatologies. Solar
reflectances measured from the Advanced Baseline Imager (ABI) instruments aboard Geostationary
Operational Environmental Satellites 16 and 17 correspond to different spatial pixel resolutions, from
0.5 km in a visible band, up to 2 km in infrared bands. For multi-band retrievals of cloud properties,
reflectances with finer spatial resolution need to be resampled (averaged or sub-sampled) to match
the coarsest resolution. Averaging all small pixels within a larger pixel footprint is more accurate but
computationally demanding when the data volume is large. Thus, NOAA operational cloud products
incorporate sub-sampling (selecting one high-resolution pixel) to resample the reflectance data, which
could cause potential retrieval biases. In this study, we examine various error sources of retrieval
biases of cloud optical thickness (COT) and cloud effective radius (CER) caused by sub-sampling,
including the solar zenith angle, viewing zenith angle, pixel resolutions, and cloud types. CER
retrievals from ice clouds based on sub-sampling have larger biases and uncertainties than COT
retrievals. The relative error compared to pixel averaging is positive for clouds that have small COT
or CER, and negative for clouds that have large COT or CER. The relative error of COT decreases as
the pixel resolution becomes coarser. The COT retrieval biases are attributed mainly to cirrus and
cirrostratus clouds, while the largest biases of CER retrievals are associated with cirrus clouds.

Keywords: ice clouds; resampling; GOES-16/17; pixel resolution; diurnal variation; remote sensing

1. Introduction

Ice clouds cover approximately 20% of the globe and are recognized as critical factors
regulating the global atmospheric energy budget, and thereby influencing the climate
system [1–3]. The optical and microphysical properties of ice clouds vary greatly with
time and location [4,5], and the current understanding of their spatial and temporal varia-
tions is still limited. These variations contribute significantly to the uncertainty of cloud
radiative forcing in climate models [6,7]. Sun-synchronized polar-orbiting satellites in
conjunction with remote sensing techniques can estimate key cloud properties, such as
cloud droplet/particle effective radius (CER), cloud optical thickness (COT), cloud top
height (CTH), and cloud thermodynamic phase, from passive radiometric measurements
(e.g., [8]), active sensor measurements such as radar (e.g., [9]), or active-passive combined
measurements (e.g., [10]). However, polar-orbiting satellite observations have, significantly,
a low temporal resolution (usually viewing a location twice a day), making it difficult to
depict diurnal variations of cloud properties. Geostationary satellite observations with
remote sensing techniques allow the monitoring of regional cloud properties with a high
temporal resolution [11].

A geostationary satellite orbits over the equator at a fixed altitude (about 35,880 km)
and is able to observe a specific region continuously. Such satellites, including Himawari-8,

Remote Sens. 2023, 15, 855. https://doi.org/10.3390/rs15030855 https://www.mdpi.com/journal/remotesensing

https://doi.org/10.3390/rs15030855
https://doi.org/10.3390/rs15030855
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com
https://orcid.org/0000-0001-5188-7471
https://doi.org/10.3390/rs15030855
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com/article/10.3390/rs15030855?type=check_update&version=1


Remote Sens. 2023, 15, 855 2 of 17

Meteosat-8–11, and Fengyun-4, are used for scientific research, daily weather forecasting,
and long-term climate monitoring. In particular, the Geostationary Operational Environ-
mental Satellites (GOES) operated by NOAA and NASA play a pivotal role in monitoring
cloud optical and microphysical properties over North and South America, and the Eastern
Pacific and Atlantic Oceans. The Advanced Baseline Imager (ABI) instrument aboard
GOES-16/17 is a state-of-the-art 16 band (or channel) radiometer, with two visible, four
near-infrared, and ten infrared channels, providing high temporal resolution from 30 s to
15 min, and spatial resolution from 0.5 to 2 km [12]. It provides 37 operational products that
have been validated and utilized in many different research projects [13,14]. In particular,
COT and CER are key parameters to understand cloud radiative forcing and aerosol-cloud
interactions [15,16], and these cloud properties can be inferred from the top of the atmo-
sphere (TOA) reflectance data at visible and near-infrared (VIS-NIR) wavelengths based on
the bi-spectral method [17]. Reflectance data in ABI bands 2 (0.64 µm) and 6 (2.24 µm) are
applied to retrieve COT and CER.

However, the pixel resolution of the band 2 reflectance data is 0.5 km at nadir, which
is finer than the 2-km resolution of band 6. To provide operational cloud products based on
the bi-spectral method, the band 2 reflectance data need to be resampled, or converted in
spatial resolution from a finer 0.5-km to a coarser 2-km resolution. The simplest resampling
approach is sub-sampling [18] by choosing a pixel within a 2-km super-pixel domain to
represent the 2-km domain. The most accurate method is pixel-averaging that averages
all 16 pixels in the 2-km super-pixel domain. Due to the large volume of GOES-16/17 re-
flectance data, the current operational cloud products rely on sub-sampling. This simplified
resampling process could induce retrieval biases and uncertainties associated with clouds
and geometric characteristics, because the chosen 0.5-km pixel covers only a part of the
larger 2-km pixel.

Previous studies have quantitatively investigated the factors that can cause uncer-
tainties and biases in the retrieval results. Coakley et al. showed that the retrieved cloud
properties, including COT, CTH, liquid water path, and column droplet number concen-
trations, are typically underestimated due to the assumption of overcast pixels, although
a majority of those pixels are partly cloudy [19]. If the solar zenith angle (SZA) is large,
COT retrieval results are usually overestimated [20]. Zhang et al. find that the impact
of the overcast assumption on COT is caused only by the subpixel variation of VIS/NIR
band reflectance, and the COT retrieved from coarse-resolution reflectance is generally
smaller than that retrieved from high-resolution data due to the homogeneous subpixel
assumption [21]. They developed a mathematical framework that can accurately simu-
late the bias caused by the subpixel variation of cloud reflectances. Werner et al. further
validated the result derived from this framework using high-resolution reflectance observa-
tions from the Advanced Spaceborne Thermal Emission and Reflection Radiometer [22].
Kahn et al. found that COT retrieved from the Atmospheric Infrared Sounder (AIRS) and
the Moderate Resolution Imaging Spectroradiometer (MODIS) both have large uncertain-
ties in a heterogeneous ice cloud [23]. The highest correlation of COT retrieved from these
two instruments appears in single-layered horizontally homogeneous clouds, which sug-
gests that horizontal cloud inhomogeneity and vertical cloud structure are two important
factors reducing the accuracy of the cloud optical property retrievals. In addition, the SZA
and pixel resolution have substantial impacts on the reflectance received by the satellite,
which affects the cloud property retrieval and increases its uncertainty [7,24–26], which
could produce further errors during the resampling process.

The aforementioned studies have pointed out that partial cloud coverage, subpixel
inhomogeneity, cloud structure, SZA, and pixel resolution can potentially contribute to
the retrieval biases, and the biases can be amplified by the resampling process. However,
the potential retrieval biases induced by the resampling process, and its dependence on
different factors, are not well understood. In this study, we investigate the impact of
different spatial resolutions of the GOES-17 reflectance data over ocean on ice cloud COT
and CER retrievals, and examine the time-dependent relative error of the retrieval results
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associated with the sub-sampling method, with a particular focus on the error dependence
on SZA, pixel resolution, and cloud types. Section 2 describes the data and criteria, methods
for the resampling process, and geometry calculations. Section 3 shows the results. Section 4
concisely summarizes and discusses the major conclusions derived from this study.

2. Data and Methodology
2.1. Data and Pixel Selection Criteria

This study uses GOES-17 ABI full-disk operational products, including cloud top
pressure (CTP, 10 × 10 km at nadir), cloud top phase (2 × 2 km), and reflectances in Band 2
(0.5 × 0.5 km), 3 (1 × 1 km), and 6 (2 × 2 km) during the daytime [18,27,28]. The data cover
latitudes from 81.3282◦ South to 81.3282◦ North, and longitudes from 141.9005◦ East to
55.9005◦ West. We analyze two days of data, 20 March 2019 and 23 September 2019, i.e. the
spring and fall equinoxes, when the sun is directly above the equator, hence there are more
pixels that have the same local solar time to investigate the time dependence of the retrieval
biases that are caused by the resampling process. To make the resolution consistent with
the resampled reflectance data and cloud top phase data, linear interpolation is used to
change the resolution of the CTP data from 10 km to 2 km. As discussed in Section 2.2, the
reflectance data are resampled to be prepared for the retrievals.

For a retrieval procedure, we use the MODIS Collection 6 (C6) bulk ice optical prop-
erty model [8,29], calculated from the single-scattering properties of severely-roughened
eight column aggregate particles [30], weighted by particle size distributions over particle
sizes from 2–10,000 µm [31]. We use an adding-doubling radiative transfer model [32] to
construct a look up table (LUT) of ice cloud reflectances for various combinations of COT
and CER. We then apply a reliable VIS-NIR retrieval system developed to retrieve COT and
CER based on optimal estimation, that obtains an optimal solution by minimizing a cost
function [33]. The range of retrieved values for state vectors (COT, CER) is 0.1 to 150 for
COT, and 1 µm to 100 µm for CER.

To improve the quality and accuracy of the retrieval results, we use pixels that satisfy
the criteria listed in Table 1. The GOES-17 cloud top phase product is used to select pixels
that are identified as covered by ice clouds. The cloud top phase product is derived based on
the GOES-17 cloud mask product, which is retrieved from sub-sampled band 2 reflectance
data [34]. We use pixels over oceans only, as the radiative contribution from land is not
negligible due to a large surface albedo [35]. The retrieval failure rate (see Section 3.1)
can be enhanced when the pixel has a large SZA or viewing zenith angle (VZA), or is
strongly influenced by sunglint [36], so we limit the SZA and VZA to less than 60◦ and 80◦,
respectively. The sunglint angle is defined as the angle between the line from the viewing
pixel to the satellite and the reflected sun ray from that pixel, and is calculated by:

α = 180× [1− cos−1 (− cos θ cos θe −
√

1− cos θ2
√

1− cos θe2 cos ηR)

π
] (1)

where α is sunglint angle, θ is SZA, θe is VZA, and ηR is relative azimuth angle (RAA;
all angles are stated in degrees in this paper, but computer trigonometric calculations
must be performed in radians and then converted to degrees). We filter out pixels that
have α < 30◦ to reduce sunglint effects [37]. This study analyzes only pixels for which the
retrieval produces an optimal solution, which account for 79% of the total pixels that meet
the criteria mentioned above.

To understand the contributions of different cloud types to the relative error of the
retrieval results, we use the International Satellite Cloud Climatology Project (ISCCP) cloud
types diagram to approximately classify different cloud types based on CTP and COT [38].
Table 2 shows the criteria from ISCCP that are used to distinguish different types of high
clouds (Cirrus, Cirrostratus, Cumulonimbus).
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Table 1. Pixel data acceptance criteria.

Variable Name Threshold for Acceptance

Cloud top phase Ice
SZA <60◦

VZA <80◦

Surface type mask Ocean
Day/Night flag Day
Sunglint angle >30◦

Table 2. ISCCP cloud classification for high cloud types.

Cloud Types COT CTP

High Clouds
Cirrus <3.6 0–440 hpa

Cirrostratus 3.6–23 0–440 hpa
Cumulonimbus 23–150 0–440 hpa

2.2. Resampling Methods

The spatial resolution of TOA reflectance observed by GOES-17 is 0.5 km for band 2
(0.64 µm), 1 km for band 3 (0.86 µm), and 2 km for band 6 (2.24 µm). It is necessary
to resample the reflectance data from the smallest pixel (0.5 or 1 km) in each band to a
2-km pixel to make the spatial resolution of the reflectance consistent among the bands for
retrievals. We use two operational resampling algorithms described in GOES-R ABI Algo-
rithm Theoretical Basis Document for Cloud and Moisture Imagery Product (CMIP) [18].
The default method is sub-sampling, which is used to resample the reflectance from the
finest resolution. The sub-sampling applied to 0.5-km resolution data selects one pixel
among 16 pixels (with 1-km data, one pixel is selected among 4 pixels) to represent the
2-km pixel. This method is computationally efficient and does not involve additional math-
ematical operations. However, the accuracy of the reflectance could be affected by several
factors, which will be further discussed in the following sections. The second method is
to average all smaller pixels in the 2-km pixel to resample the data. This method is more
accurate, and it can improve the signal-to-noise ratio, but it is computationally demanding
when applied for operational processing.

To have a more comprehensive understanding of the sub-sampling impact, we de-
signed three experiments (illustrated in Figure 1) to process the reflectance data in band 2,
with a 0.5-km resolution, compared to the 2-km band 6 pixel. The first experiment, Case A,
uses the pixel-averaging method to average all 16 0.5-km pixels in the 2-km pixel. This case
is used as a benchmark, since pixel-averaging is equivalent to replacing the high-resolution
sensor with a 2-km resolution sensor. Case B uses the pixel-averaging method to average
four 0.5-km pixels into a 1-km pixel, and then uses the sub-sampling method (selecting that
constructed 1-km pixel) from 1 km to 2 km. This case can be used to analyze the impact
of data resolution on the sub-sampling result. The last experiment is Case C, which only
uses the sub-sampling method (selecting one 0.5-km pixel) to resample the data from 0.5
to 2 km. Using these three cases for analysis, we can have a rigorous assessment on the
impact of the pixel resampling method used. Figure 1 illustrates the three experiments
(Cases A–C), showing a potential geographical bias by selecting 0.5 or 1-km pixels away
from the center of the 2-km pixel, but the geographical bias is negligible in 2-km because
the location error is <1 km. Instead, the COT retrieval bias in this paper occurs largely
because partial cloud cover, or other inhomogeneities, in a 2-km area cause a 0.5 or 1-km
pixel to most frequently underrepresent the 2-km average COT, as discussed later. Since
the effective pixel resolution varies depending on the geolocation of the pixels, hereafter
we often name a 0.5- or 1-km sub-sampled pixel as a “sub-pixel”, and the corresponding
2-km pixel as a “super-pixel”.
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Figure 1. Illustration of three resampling cases. Case A represents averaging all 0.5-km pixels in
the 2-km resolution pixel to represent the reflectance in the whole 2-km pixel. Case B represents
averaging a block of 4 0.5-km sub-pixels to represent the reflectance in a 1-km pixel, and using that
average as the sub-sampled 1-km pixel to represent the 2-km super-pixel reflectance. Case C uses the
reflectance in one 0.5-km sub-pixel to represent the reflectance in the whole 2-km super-pixel.

2.3. Resampling Methods

The retrievals are affected by sun-view geometries such as SZA, VZA, and relative
azimuthal angle (RAA). Figure 2 shows an example of the GOES-17 sun-view geometry for
a pixel. The SZA is defined as the angle between the local zenith and the line of sight from
that point to the sun. It can be calculated with spherical trigonometry using:

cos θ = sin ϕ sin δ + cos ϕ cos δ cos h (2)

where θ is SZA; ϕ is the local latitude at the observation point; δ is the declination of the
Sun in the ecliptic; and h is the hour angle. Both δ and h are a function of the local time (LT)
with a 24-h clock and the day of the year. The VZA θe is the angle between the line from
an observational point on Earth’s surface to a satellite sensor and the line from the same
observational point perpendicular to Earth’s horizontal surface. For simplicity, Earth is
assumed to be a sphere. The VZA can be calculated using the following equations:

θe =
180
π

sin−1(
Heq sin (β)√

Heq2 + req2 − 2Heqreq cos (β)
) (3)

β =
180
π

cos−1 (cos (ϕ− ϕ0) cos (λ− λ0)) (4)

where ϕ0 and λ0 are satellite subpoint latitude and longitude on Earth (0◦ and −137.2◦

for GOES-17), ϕ and λ are the latitude and longitude of the observation point on Earth,
and β is the geocentric angle (the angle along the great circle from the subpoint to the
observation point). Heq and req are the satellite height from the center of Earth and the
length of the semi-major axis of Earth (radius at the equator), which are set to 42,164.16 km
and 6378.137 km for GOES-17. The RAA is defined as the relative angle between the sun
and the satellite direction. In this case, the viewing azimuth angle (VAA) and solar azimuth
angle (SAA) should be first computed with the following two equations:

cos ηs =
sin ϕ0 − sin ϕ cos β

cos ϕ sin β
(5)

cos η0 =
sin δ− sin ϕ cos θ

cos ϕ sin θ
(6)
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where ηs is VAA, and η0 is SAA. To derive ηs and η0, the arccosine function is applied to
Equations (5) and (6). Due to the nonlinearity of the cosine function, an accurate RAA
calculation requires a correction to SAA and VAA. The hour angle in LT is defined as
follows: At solar noon the hour angle is 0◦, with LT before solar noon expressed as negative
degrees. For example, at 10:30 LT, the hour angle is −22.5◦ (15◦ per hour times 1.5 h before
noon). We correct SAA (η0) using:{

η0 = 360− η0 h > 0
η0 = η0 h ≤ 0

(7)

Since the detector is a geostationary satellite, the subpoint of the satellite does not change
with time. We can use the longitude of the satellite subpoint to correct VAA (ηs):{

ηs = 360− ηs λ > λ0
ηs = ηs λ ≤ λ0

(8)

After the corrected SAA and VAA are derived, the equations below can be used to calculate
the relative azimuth angle RAA (ηR):

∆η = η0 − ηs, (9)

∆η =


∆η ≥ 360◦, ∆η − 360
0◦ ≤ ∆η < 360◦, ∆η
∆η < 0◦, ∆η + 360

, (10)

ηR = |∆η − 90|. (11)
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2.4. Off-Nadir Pixel Resolution

The actual pixel resolution at an off-nadir location is coarser than at the nadir location,
as it is stretched due to the curvature of Earth and the slant view (or the VZA). The effective
pixel resolution is defined as the square root of the projected pixel area. For simplicity, we
assume that a pixel at the subpoint on the surface is a circle with a radius (r1) that gives
the area of the circle consistent with the original super-pixel area Ap, which is 4 km2 in this
study. A projected super-pixel at any off-nadir location is almost exactly an ellipse based
on this assumption. The r1 can be derived from:

r1=

√
Ap

π
. (12)

To derive the effective super-pixel resolution, first account for the distance effect, that
the super-pixel size will get larger as the distance becomes longer. The distance L between
a super-pixel of interest and the satellite is:

L =
√

req2 + (req + H)2 − 2req(req + H) cos (β), (13)

where H is the distance between the satellite and its sub-point super-pixel. The angular
location of the GOES-17 sub-point (nadir point) is (0◦, −137.1999969◦). The ratio of H to
L should equal the ratio of r1 to the enlarged super-pixel radius (r2). Therefore, we can
get the enlarged super-pixel radius (perpendicular to the satellite viewing path) through
this relationship:

r2 =
L
H

r1. (14)

Note that r2 is also the semi-minor axis of the projected super-pixel ellipse on the sur-
face. The second (VZA) effect is accounted for by deriving the projected super-pixel
semi-major axis (r3) using the trigonometric relationship between the VZA and enlarged
super-pixel size:

r3 =
r2

cos θe
. (15)

The projected super-pixel area is computed using the elliptic area formula. The effective
super-pixel resolution (rp) is defined as:

rp =
√

πr1r3. (16)

Since the line between the viewing point and satellite is almost horizontal to the surface
when the VZA is close to 90◦, the effective super-pixel resolution can be extremely large.
We only accept and compute the effective super-pixel resolution if VZA < 80◦. Figure 3
shows the distribution of the effective super-pixel resolution. The resampling effect on
retrievals such as COT could vary with different effective super-pixel resolutions. There-
fore, the impact of the effective super-pixel resolution will be further discussed in the
following sections.
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3. Results
3.1. Comparison of COT and CER Retrievals among the Resampling Methods

We explore the principle that the retrieval results vary with a different sub-sampled
band 2 reflectance, plotted on the Nakajima–King diagram shown in Figure 4. The relative
error is defined as the relative difference of the retrieval results from Case B or C minus
Case A. Figure 4 schematically shows the changes in the COT and CER retrieval results
when the reflectance in Case B or C is larger or smaller than that in Case A. The circular
marks and lines in yellow represent the COT and CER retrieval results in Case A, which is
considered as the benchmark in this study. When the reflectance in Case B or C is larger
(smaller) than the counterpart in Case A, which is illustrated in red (green), the retrieval
results in Case B or C tend to be larger (smaller) than in Case A, providing a positive
(negative) relative error. However, distribution of the relative error will be skewed, due to
the boundary values of the state vectors set in the retrieval system, if the retrieval results
are close to the boundary value. For example, if the retrieved CER or COT value in Case A
is so small that it is close to the lower boundary value, the case that has a negative relative
error will have a smaller CER or COT value in Case B or C than that in Case A. In this case,
the retrieval result may be outside the predefined boundary, which will be counted as a
non-optimal solution or a failed retrieval. Therefore, the relative error will almost always
be positive in this case, or else the retrieval will not be successful.
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Figure 4. Nakajima–King schematic diagram based on the MODIS collection 6 ice particle model. The
circular marks and lines in yellow correspond to the retrieval results from Case A, which is considered
to be the benchmark. The red and green arrows indicate the circumstances that the reflectances from
Case B or C are larger or smaller than the reflectance in Case A, and the lines in red and green stand
for the corresponding COT and CER retrieval results, respectively.

Figure 5 shows the COT and CER retrieval biases associated with the resampling
process from ice clouds in Cases B and C. The shaded regions show the weighted standard
deviation of relative retrieval errors for each resampling case. From Figure 5a,b, the
standard deviation for Case C is larger than that for Case B in both the COT and CER
retrieval cases. This is reasonable, because using four 0.5-km sub-pixels to represent the
average of 16 pixels has a smaller error than using one sub-pixel. Averaging the sub-
pixels within a super-pixel can reduce cloud heterogeneity effects that can greatly bias the
retrieved COT, reaching up to −70%, −50%, or +40% for backward, nadir and forward
viewing directions, respectively [39]. In Figure 5, variations of the relative errors of the
COT and CER have a similar trend, that the relative error is positive when the COT or CER
value is small, and it becomes negative when the COT or CER value is large. Based on the
discussion of Figure 4, this is partly due to the retrieval boundary limitation. The other
possible reasons will be discussed in detail below.
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For the COT retrievals shown in Figure 5a, the mean relative error is positive for
optically thin cases, because the reflectance is more sensitive to medium and smaller COT
values [40], hence the mean COT value retrieved in Case B or Case C is larger than the
average of the COT value in Case A. In addition to the nonlinear relationship between
the reflectance and the COT, the partial cloud coverage effect can also contribute to this
positive relative error, which will be discussed in the following sections. However, the
mean relative error is negative for optically thick cloud cases, which could be due to small
spatial scales of clouds, such as deep convective clouds [41]. For example, the reflectance
from an isolated deep convective cloud, or from clouds that have a small horizontal spatial
scale, might not be captured by sub-sampling, but it is considered in the pixel-averaging
method, which makes the retrieved COT value become larger in Case A. This could be a
major reason for the negative COT biases in optically thick cloud cases.

Comparing Figure 5a,b, the average value and weighted standard deviation of the
CER relative error is much higher than that of the COT relative error. The maximum value
of the mean CER relative error is about 250% for the smallest particles (1 µm) in Case C,
decreases to near zero when the Case A CER is between about 25 and 60 µm, and the
relative error is negative for larger CER values. Figure 6 shows the distribution of COT
in different CER intervals. The CER relative error at CER is <20 µm and mainly comes
from optically thin clouds (COT < 5) that have positive COT relative errors. Because of
the nonorthogonal correlation between COT and CER, the relative error of CER is positive.
Since the CER is more sensitive to changes in band 2 caused by sub-sampling, as the COT
is small, the scale of the relative error of the CER is much larger than that of the COT. For
example, if the CER is so small that is close to the lower boundary limit (1 µm), the COT
will be less than 5, as discussed above, and the nonorthogonal correlation between COT
and CER will be extremely strong, as illustrated in the lower-left portion of Figure 4. In
this case, a slight bias in the COT retrieval results, which is caused by the sub-sampling
method, can lead to a significant bias in the CER retrieval. The COT becomes relatively
larger when the CER ranges from 20 to 60 µm, in which case COT and CER are almost
orthogonal. In this case, changes in COT are nearly independent from CER, and the relative
error of CER is close to 0 in this interval. Although the COT is still small for clouds with
CER > 60 µm, the relative error of CER is negative due to the boundary limitation set in the
retrieval system.
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3.2. Impact of Effective Pixel Resolutions

We investigate the relative errors of the COT and CER dependence on the effective
pixel resolution and SZA for three types of high clouds, which we classified based on the
criteria in Table 2. In total, 70,888,651 pixels are identified as covered by cirrus clouds,
119,701,320 pixels are identified as covered by cirrostratus clouds, and 22,426,280 pixels
are identified as covered by cumulonimbus clouds. Since the CTP product only covers
a part of the GOES-17 full disk image, we focus on the region that has an effective pixel
resolution less than 3.8 km. Figure 7a–c, show that the majority of the COT’s relative error
is positive, except for the upper left corner of Figure 7a, which has small negative biases
when the effective pixel resolution is larger than 3.2 km and SZA is smaller than 20◦. As the
NOAA Case B and C operational products are based on sub-sampling of higher-resolution
sub-pixels [18], a sub-pixel is considered overcast even if it is in a partly cloudy super-pixel,
but the reflectance of a partly cloudy super-pixel is systematically smaller than that of a
cloudy sub-pixel due to clear sky contamination. In consequence, as the COT retrieval is
performed based on the overcast assumption, the retrieved COTs in Case C and Case B can
be systematically larger than those in Case A. Therefore, the relative error of the COT is
typically positive.

Remote Sens. 2023, 15, x FOR PEER REVIEW 12 of 18 
 

 

 
Figure 7. 2-D histogram of the COT and CER retrieval relative mean bias errors for Cirrus (a,d), 
Cirrostratus (b,e), and Cumulonimbus (c,f) as a function of SZA (x-axis) and effective pixel resolu-
tion (y-axis). The colors depict the relative mean bias error, defined as the difference of the retrieved 
COT or CER of Case C minus Case A. 

In Figure 7a–c, the relative error of the COT retrieved from cirrus and cirrostratus 
clouds decreases as the effective pixel resolution becomes coarser. Wood & Field found 
that the “near-global” cloud horizontal spatial scale varies according to a single power 
law distribution from < 0.1 km to > 1000 km, based on a composite of satellite and aircraft 
observations, and model simulations [42]. The number of clouds in a horizontal spatial 
scale size bin decreases as the size increases, indicating that the clouds typically have a 
horizontal spatial scale < 1 km. As GOES-17 has a fine effective pixel resolution, the reso-
lution of the sub-pixels is comparable to the median cloud horizontal spatial scale, which 
could enhance the impact of partial cloud coverage on the COT retrieval biases induced 
by sub-sampling. A super-pixel tends to have much more clear-sky area than a sub-pixel. 
As the effective pixel resolution becomes coarser, the larger sub-pixels and super-pixels 
will have higher possibilities to be partly cloudy, due to the relatively small horizontal 
spatial scale of clouds. This causes the reflectance derived from Case C to become closer 
to the reflectance derived from Case A, and thereby the relative error of the COT retrievals 
decreases as the effective pixel resolution becomes coarser, as seen in Figure 7a–c. 
Iwabuchi & Hayasaka found that the variance of the retrieved COT largely depends on 
SZA, due to cloud three-dimensional (3D) radiative effects, which could be the reason for 
the increase of the COT relative error as SZA becomes larger [43]. In Figure 7a, the small 
negative relative error of COT that appears at effective pixel resolutions larger than 3.2 
km and SZA less than 30° could be due to the boundary limitation and fewer valid pixels 
compared to other regions.  

Figure 7a,d show a similar pattern, which indicates a good correlation between the 
relative error of COT and CER. This is due to the nonorthogonal correlation between COT 
and CER retrievals for Cirrus clouds that have small COTs. The relative error of the CER 
from Cirrostratus and Cumulonimbus clouds, shown in Figure 7e,f, remains near 0 re-
gardless of the pixel resolution and SZA. Since the correlation between the COT and CER 
is close to orthogonal when the optical thickness is large, this verifies the previous point 
that changes in COT are nearly independent of CER in this case, thus the distribution of 
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Cirrostratus (b,e), and Cumulonimbus (c,f) as a function of SZA (x-axis) and effective pixel resolution
(y-axis). The colors depict the relative mean bias error, defined as the difference of the retrieved COT
or CER of Case C minus Case A.

In Figure 7a–c, the relative error of the COT retrieved from cirrus and cirrostratus
clouds decreases as the effective pixel resolution becomes coarser. Wood & Field found
that the “near-global” cloud horizontal spatial scale varies according to a single power
law distribution from <0.1 km to >1000 km, based on a composite of satellite and aircraft
observations, and model simulations [42]. The number of clouds in a horizontal spatial scale
size bin decreases as the size increases, indicating that the clouds typically have a horizontal
spatial scale <1 km. As GOES-17 has a fine effective pixel resolution, the resolution of the
sub-pixels is comparable to the median cloud horizontal spatial scale, which could enhance
the impact of partial cloud coverage on the COT retrieval biases induced by sub-sampling.
A super-pixel tends to have much more clear-sky area than a sub-pixel. As the effective
pixel resolution becomes coarser, the larger sub-pixels and super-pixels will have higher
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possibilities to be partly cloudy, due to the relatively small horizontal spatial scale of clouds.
This causes the reflectance derived from Case C to become closer to the reflectance derived
from Case A, and thereby the relative error of the COT retrievals decreases as the effective
pixel resolution becomes coarser, as seen in Figure 7a–c. Iwabuchi & Hayasaka found that
the variance of the retrieved COT largely depends on SZA, due to cloud three-dimensional
(3D) radiative effects, which could be the reason for the increase of the COT relative error
as SZA becomes larger [43]. In Figure 7a, the small negative relative error of COT that
appears at effective pixel resolutions larger than 3.2 km and SZA less than 30◦ could be
due to the boundary limitation and fewer valid pixels compared to other regions.

Figure 7a,d show a similar pattern, which indicates a good correlation between the
relative error of COT and CER. This is due to the nonorthogonal correlation between
COT and CER retrievals for Cirrus clouds that have small COTs. The relative error of the
CER from Cirrostratus and Cumulonimbus clouds, shown in Figure 7e,f, remains near 0
regardless of the pixel resolution and SZA. Since the correlation between the COT and CER
is close to orthogonal when the optical thickness is large, this verifies the previous point
that changes in COT are nearly independent of CER in this case, thus the distribution of the
COT relative error for these two types of clouds does not have much impact on the relative
error of CER.

3.3. Temporal Dependence of the Relative Error with Different Types of Clouds

The GOES-17 satellite observations provide cloud properties with 15-min or less
temporal resolution, and therefore can depict the diurnal variation of cloud properties.
Figure 8 shows the LT-dependent COT and CER retrieval biases based on the results from
Cases B and C. The relative errors of the COT retrievals are largest at 8:00 and 16:00 LT, and
there is a broad minimum value of biases centered around 12:00 LT. In contrast to the COT
retrievals, the relative errors of the CER retrievals show a larger variation with LT, with
maxima at 8:00 and 16:00 LT. The trend of the COT relative error with LT is similar to that
of the CER relative error due to a strong correlation between the relative errors of COT and
CER. For both the COT and CER retrieval cases, the relative errors in Case B are smaller
than those in Case C.

Remote Sens. 2023, 15, x FOR PEER REVIEW 13 of 18 
 

 

the COT relative error for these two types of clouds does not have much impact on the 
relative error of CER. 

3.3. Temporal Dependence of the Relative Error with Different Types of Clouds 
The GOES-17 satellite observations provide cloud properties with 15-min or less tem-

poral resolution, and therefore can depict the diurnal variation of cloud properties. Figure 
8 shows the LT-dependent COT and CER retrieval biases based on the results from Cases 
B and C. The relative errors of the COT retrievals are largest at 8:00 and 16:00 LT, and 
there is a broad minimum value of biases centered around 12:00 LT. In contrast to the COT 
retrievals, the relative errors of the CER retrievals show a larger variation with LT, with 
maxima at 8:00 and 16:00 LT. The trend of the COT relative error with LT is similar to that 
of the CER relative error due to a strong correlation between the relative errors of COT 
and CER. For both the COT and CER retrieval cases, the relative errors in Case B are 
smaller than those in Case C.  

 
Figure 8. Relative error of (a) COT and (b) CER in Case B and Case C as a function of LT, based on 
GOES-17 retrievals for high clouds. 

We use the ISCCP cloud classification criteria in Table 2 to stratify the temporal de-
pendence of the COT retrieval errors with different high cloud types. Figure 9 shows the 
diurnal variation of the fraction of cloud types based on the GOES-17 CTP product, and 
COT retrievals of ice clouds from Case A, which are identified by using the GOES-17 cloud 
top phase product. From Figure 9, cirrostratus clouds dominate in the high cloud cate-
gory, and cirrus is the second most abundant cloud type. Since the Nakajima–King re-
trieval method has a limited sensitivity to optically thin clouds [44], the amount of cirrus 
clouds can be underestimated. 

Figure 8. Relative error of (a) COT and (b) CER in Case B and Case C as a function of LT, based on
GOES-17 retrievals for high clouds.

We use the ISCCP cloud classification criteria in Table 2 to stratify the temporal
dependence of the COT retrieval errors with different high cloud types. Figure 9 shows
the diurnal variation of the fraction of cloud types based on the GOES-17 CTP product,
and COT retrievals of ice clouds from Case A, which are identified by using the GOES-17
cloud top phase product. From Figure 9, cirrostratus clouds dominate in the high cloud
category, and cirrus is the second most abundant cloud type. Since the Nakajima–King
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retrieval method has a limited sensitivity to optically thin clouds [44], the amount of cirrus
clouds can be underestimated.
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Figure 10 shows the time-dependent COT and CER relative retrieval errors from
each high cloud type shown in Table 2. In Figure 10a, the relative errors of COTs from
cumulonimbus clouds have little dependence on LT, they remain at about 2.5% as the LT
changes. However, in Figure 10a, the maximum of the COT relative errors from cirrus
and cirrostratus clouds reach around 10% and 7.5%, respectively, at 8:00 LT and 16:00 LT
(Figure 10a), which could be due to a stronger partial cloud coverage effect and relatively
larger cloud fractions of cirrus and cirrostratus clouds compared to cumulonimbus clouds.
The large SZA that appears at these two LTs could indicate a cloud 3D effect which biases
the COT retrieval results. This could be the reason that the COT relative errors of cirrus
and cirrostratus clouds have two peaks, that occur in the morning and afternoon. The
variation of the COT relative errors from all types of high clouds, shown in Figure 8a, have
similar trends, which indicates that the COT retrieval biases caused by sub-sampling are
mainly contributed by cirrus and cirrostratus clouds. For the CER retrieval biases shown in
Figure 10b, cirrus clouds provide the largest relative error around 8:00 and 16:00 LT, which
corresponds to the two peaks of the CER relative error seen in Figure 8b. The relative errors
of the CER from cirrostratus and cumulonimbus clouds are close to zero, and show little
variation with LT due to the orthogonal correlation between COT and CER. Therefore, the
relative error of the CER is mainly attributed to cirrus clouds.
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4. Conclusions

This study investigates the COT and CER retrieval errors stemming from the resam-
pling process by disentangling the effects associated with SZA, effective pixel resolution,
cloud type, and temporal variation of the clouds’ properties. It is found that larger uncer-
tainties in the COT retrievals occur in Case C, that selects one 0.5-km pixel among 16 pixels,
because one of the finest sub-pixels represents the reflectance of a super-pixel. The large
relative errors for ice cloud COT retrievals with small or moderate COT values may be due
to partial cloud coverage and a nonlinear relationship between COT and reflectance. For op-
tically thick clouds, the relative errors may be attributed mainly to those clouds that have a
small horizontal spatial scale. The high and positive CER relative errors, with a large uncer-
tainty, appearing in the small CER cases (CER < 20 µm) are due to optically thin clouds that
have positive COT relative errors and a nonorthogonal correlation between the COT and
CER. The relative error of CER becomes negative as the CER becomes large (CER > 60 µm),
which could be induced by the boundary limitation set in the retrieval system.

The distribution of the effective pixel resolution has been calculated, to investigate its
impact on the retrieval result in the resampling process. The resolution of a sub-pixel or
super-pixel is comparable to the horizontal spatial scale of most clouds when the effective
pixel resolution of sub-pixels is small, which increases the partial cloud coverage effect.
As a result, the relative errors of COT from cirrus and cirrostratus clouds decrease as the
effective pixel resolution becomes coarser, due to increasing the probability of partly cloudy
sub-pixels and super-pixels, which can weaken the impact from partial cloud coverage.
The relative errors of the COT and CER from cirrus clouds display a strong correlation
due to the nonorthogonal relationship between the COT and CER for cirrus clouds that
have a small COT. Since the correlation between COT and CER is almost orthogonal when
the COT is relatively large, the relative error of CER is close to 0 for cirrostratus and
cumulonimbus clouds.

The relative biases of COT retrievals in ice clouds have a maximum value at 8:00
and 16:00 LT, and a minimum value around 12:00 LT, which is similar to the trend of the
COT relative error derived from cirrus and cirrostratus clouds. Therefore, the biases are
mainly caused by cirrus and cirrostratus clouds that are strongly affected by a partial cloud
coverage effect, and have larger cloud fractions among all high cloud types, and thus
larger probabilities of a cloud 3D effect. The relative error of the CER from cirrostratus and
cumulonimbus clouds shows a weak LT dependence. The CER relative error shows two
peaks, at 8:00 and 16:00 LT, which is attributed to cirrus clouds that are more sensitive to
the change in the COT due to the nonorthogonal relationship between the COT and CER.

The potential biases associated with the sub-sampling process not only exist in COT
and CER operational products, but also in other GOES-R series ABI operational products,
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such as the cloud mask products that are similarly based on sub-sampled reflectance
data. This study also indicates the impact of pixel resolution on the retrieval bias, which
can provide insights about cloud inhomogeneity and partial cloud coverage effects for
other satellite instruments that have varying spatial resolutions, such as MODIS, Visible
Infrared Imaging Radiometer Suite (VIIRS), and Multi-angle Imaging Spectroradiometer
(MISR). Furthermore, this study implies potential systematic biases in climatologies of
cloud properties obtained from polar-orbiting satellites, that have infrequent overpasses of
any one location, due to the time-dependence of cloud types and properties [45].
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