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Abstract: Three-dimensional (3D) object tracking is critical in 3D computer vision. It has applica-
tions in autonomous driving, robotics, and human—-computer interaction. However, methods for
using multimodal information among objects to increase multi-object detection and tracking (MOT)
accuracy remain a critical focus of research. Therefore, we present a multimodal MOT framework
for autonomous driving boost correlation multi-object detection and tracking (BceMODT) in this
research study to provide more trustworthy features and correlation scores for real-time detection
tracking using both camera and LiDAR measurement data. Specifically, we propose an end-to-end
deep neural network using 2D and 3D data for joint object detection and association. A new 3D
mixed IoU (3D-MiloU) computational module is also developed to acquire more precise geometric
affinity by increasing the aspect ratio and length-to-height ratio between linked frames. Meanwhile,
a boost correlation feature (BcF) module is proposed for the affinity calculation of the appearance
of similar objects, which comprises an appearance affinity calculation module for similar objects in
adjacent frames that are calculated directly using the feature distance and feature direction’s similarity.
The KITTI tracking benchmark shows that our method outperforms other methods with respect to
tracking accuracy.

Keywords: autonomous driving; 3D-MOT; sensor fusion; deep neural network; feature correlation;
affinity metric

1. Introduction

The role of three-dimensional (3D) object tracking [1-4] has received increased atten-
tion across several disciplines in recent years, such as automatic driving, robotics, and
human-computer interaction. There is a trend of equipping more sensors such as cameras,
LiDAR, and radar on vehicles. Self-driving vehicles can obtain more detailed perceptual
information with multiple sensors, and this in turn can result in safer and more reliable driv-
ing behaviors. Kim et al. [5] proposed a simple and effective multi-order data association
method that can handle the results of different object detection algorithms and can handle
data with different modalities named EagerMOT. Shenoi et al. proposed JRMOT [6] to
integrate information from RGB images and 3D point clouds for real-time, state-of-the-art
tracking performance. Zhang et al. proposed mmMOT [7], which is the first attempt to
apply the deep features of point clouds for tracking operations. Their studies have shown
that comparing a single sensor and multiple sensors resulted in the multi-sensor fusion
method, which significantly improved tracking accuracy. Therefore, one of the greatest
challenges in tracking objects in 3D space is to provide more accurate detection information
for tracking when using multi-modal information provided by multiple sensors. A typical
multi-object tracking system usually consists of several components, such as an object
detector, object correlator, data association, and track management. Meanwhile, affinity
metrics with robustness should combine appearance features and geometric features to
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address both minor appearance differences and complex motion differences between ob-
jects. In contrast to fusion methods, substantially less information about the effects of using
multimodal features obtained from multiple sensors for multi-object detection is available
and has not been closely examined. Previous studies of 3D-MOT have an overemphasis on
detecting the correlation of the distance between features while ignoring the correlation of
the direction between features.

To summarize, our contributions are as follows:

*  This paper presents an end-to-end network named boost correlation multi-object
detection tracking (BcMODT). BcMODT can simultaneously generate 3D bounding
boxes and more accurate association scores from camera and LiDAR measurement
data for real-time detection by using the boost correlation feature (BcF);

e  This paper proposes a new 3D-CloU computing module, enhancing the fault tolerance
of intersection-over-union (IoU) computing. This 3D-CIoU can handle more scenarios
by using the length-to-width and length-to-height ratios of the detected bounding box
and tracked bounding box;

e We combine 3D-GIoU and 3D-CloU, named 3D mixed IoU (3D-MiloU), instead of
3D mean IoU (3D-Mean-IoU) in [8], as the calculation method for geometric affinity,
which can express the geometric affinity between objects more carefully;

*  The approach is evaluated on the large autonomous driving benchmark KITTI [9],
and the results show that compared with existing methods, the proposed method
effectively improves the tracking accuracy, IDSW, and other evaluation metrics.

The rest of this paper is organized as follows. The related work on the MOT method
is described in Section 2. Our method is presented in Section 3. Section 4 shows the
experimental evaluation, analysis, and limitations of our method. The findings, conclusions,
and future research work are summarized in Section 5.

2. Related Works
2.1. Multi-Object Tracking Framework

There are two basic paradigms for solving multi-object tracking (MOT) problems.
One is tracking by detection (TBD), which treats detection and tracking as separate tasks.
According to the methods proposed in [10-12], most current MOT methods follow the
TBD paradigm. However, MOTs that follow the TBD paradigm have many problems,
such as low performance and error accumulation, since object detection, object association,
and data association are all in a cascading track. Therefore, to solve these problems, joint-
detection tracking (JDT) [13] is trained for end-to-end learning. Wu et al. [2] proposed a new
online tracking model, track to detect and segment (TraDeS), which improves multi-object
tracking by feeding information from the tracking stage to the detection stage and by
designing a Re-ID loss that is more compatible with the detection loss. In addition, there
are already many tracking methods based on the JDT paradigm, such as CenterTrack [14],
ChainedTracker [15], JDE [16], Retinatrack [13], and JMODT [17]. ChainedTracker [15]
constructs tracklets by chaining paired boxes in every two contiguous frames. Zhang
et al. [7] showed that using the correlation of each detection pair can improve the model’s
performance. Although JDT is more beneficial for the overall performance, designing its
model is more difficult. Therefore, it is particularly important for the JDT paradigm to
design a more reasonable model with multi-sensor information.

Thus far, it has been confirmed in [2,6,7,17] that compared with single-sensor fusion,
multi-sensor fusion significantly improves tracking accuracy. A greater portion of studies
on 3D-MOT-based multi-sensor information fusion emphasized the importance of the
impact of sensor calibration accuracies on 3D-MOT. However, the attribute information
between objects is ignored.

2.2. Affinity Metrics for Object Detection

The affinity between objects can be estimated by appearance, motion prediction,
and geometric intersections. Unlike fluoroscopy-based object detection data fusion [18],
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current object-level bulk feature fusion schemes use image features and LiDAR features in
tandem or based on attention maps [6] to represent multi-modal features. Among them,
the appearance affinity calculation mainly involves the following methods, which are only
based on camera features: ODESA [19], SMAT [8], CenterTrack [14], ChainedTrack [15],
JDE [16], and Retina Track [13]. Methods based on batch fusion features obtained from the
camera and LiDAR include JRMOT [6], and those based on the point-wise fusion of cameras
and LiDAR include JMODT [17]. However, these methods only integrate information from
each modality separately and do not fully use the relationship between features.

2.2.1. Appearance Modality

To improve the accuracy of multi-object joint detection and tracking, the shared
feature given by the region proposal network (RPN) [20,21] requires additional processing.
JMODT [17] uses the traditional IoU to filter invalid candidate features and uses absolute
subtraction [7] as the operation of candidate feature correlation to represent the objects’
correlation between adjacent frames. Meanwhile, mmMOT uses point multiplication,
subtraction, and absolute subtraction to represent similarities between candidate frames.
Moreover, mmMOT concludes, via experiments, that absolute subtraction has the best
performance in the similarity calculation of adjacent frames. In conclusion, these studies
show that they only consider the distance similarity [22] of features in adjacent frames, and
they do not cover the direction similarity of features between adjacent frames. Therefore,
we propose a boost correlation feature module which considers the distance similarity of
features in adjacent frames and the direction similarity between features. Combining the
two enhances the association score measured by the camera and LiDAR, thus providing
more accurate information for real-time joint detection and tracking. Table 1 shows the
most advanced MOT mainstream methods in autonomous driving.

Table 1. A methodological comparison between state-of-the-art MOT and the proposed BcMOT
method.

Object Detection and Correlation Affinity Metrix
Type Method Detection Correlation Appearance Motion Geometry Data Asociation Year
Modality
ODESA [19] 2D Re-ID Camera KF 2D IoU HA 2020
Re-ID
SMAT [8] 2D Optical Flow Camera X 2D IoU HA 2020
TBD [10,11] JRMOT [6] 3D Re-ID Camera + LIDAR KF 3D IoU JPDA 2020
(Batch Fusion)
mmMOT [7] 3D Re-ID Ie +LiDAR x x MIP 2019
Start-End amera + L1
CenterTrack Paired .
[14] 2D/3D Detection Camera Offset 2D Distance Greedy 2020
ChainedTrack 2D Farallel Camera x 2D ToU HA 2020
JDT [13-17] [15] €
JDE 2D Parallel Camera KF 2D Distance HA 2019
Re-ID
Retina Track Parallel
[13] 2D Re-ID Camera KF 2D IoU HA 2020
Parallel Improved
JMODT [17] 3D Re-ID Camera + LiDAR KF 3D DIoU K/HP 2021
Start-End (Point-Wise
Fusion)
JDT [13-17]
Camera +
Parallel LiDAR
BcMODT Re-ID . . . Improved
(Ours) 3D Start-End (I;ou}t-Wlse KF 3D MiloU MIP 2022
usion)
BcF
BcF

KF = Kalman filter; Offset = image-based deep offset prediction; IoU = intersection over union; DIoU = distance-
IoU affinity; MiloU = mixed-loU affinity; HA = Hungarian algorithm; JPDA = joint probabilistic data association;
MIP = mixed-integer programming.
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2.2.2. Motion and Geometry

Geometrical affinity is calculated by using the intersection over union(IoU) [23,24]
between two boxes. The motion relationship between objects can be represented using a
variety of different metrics, such as the degree of overlap between the predicted bounding
box for an object and the ground truth bounding box, the similarity of the motion patterns
of the two objects, or the degree of temporal coherence between two objects. The specific
metric used to represent the motion affinity will depend on the specific application and
the characteristics of the objects being tracked. The Kalman filter [25,26] is the mainstream
motion prediction algorithm, which has been applied in JRMOT [6], JIMODT [17], and
CenterTrack [14], among others. The network will predict a series of prediction boxes when
testing with the trained model.

At this moment, most studies use the NMS [27] to remove some redundant boxes; that
is, it is used to remove some boxes with an IoU that is greater than a certain threshold,
and then the IoU with the ground truth in the remaining boxes is calculated. Generally, it
is specified that the detection is correct when the IoU value of the candidate box and the
ground truth is greater than 0.5. The IoU cannot accurately reflect the size of the coincidence
degree. The detection effect of the same IoU is quite different. Rezatofighi et al. used
the IoU to subtract the proportion of the empty area of the smallest external rectangle as
the GIOU [28]. Unlike the IoU, which only focuses on overlapping areas, the GloU not
only focuses on overlapping areas but also on other non-overlapping areas, which can
better reflect the coincidence degree of the two. Since the GloU still relies heavily on the
IoU, it is difficult to converge in the two vertical directions due to large errors, which is
why the GloU is unstable. Some scholars modified the penalty term of the maximized
overlapping area by introducing the minimum bounding box into the GloU to minimize
the standardized distance between the two BBox center points in order to accelerate the
convergence process of loss. The DIoU [29] is more consistent with the object box regression
mechanism than the GloU, taking into account the distance, overlap rate, and scale between
the object and anchor so that the object box regression becomes more stable. There will be
no divergence in the training process for the IoU and GloU. Although the DIoU can directly
minimize the distance between the center points of the prediction box and the actual box
to accelerate convergence, another important factor in the bounding box regression, the
aspect ratio, has not been considered yet.

3. Methodology
3.1. System Architecture

The network comprises several parts, which are indicated in a blue font, that work in
tandem to achieve continuous object tracking, as shown in Figure 1.

The BceMODT uses a deep neural network composed of several subnetworks, including
a backbone network, RPN, RCNN [30], and a PointRCNN [31]. This pipeline, in which each
stage builds upon the output of the previous one, enables the system to perform highly
efficient object tracking. The backbone network extracts features from the input images
and input point cloud, the RPN generates object proposals, the RCNN classifies and refines
these proposals, and finally, the PointRCNN performs 3D object detection and instance
segmentation.

The detection network uses the Rol and proposal features to generate detection results.
The correlation network uses the Rol and BcF to generate Re-ID affinities and start-end
probabilities. The proposed 3D-MiloU and BcF are shown in Figure 1 with green boxes.
The data association module refines the affinities between similar objects. The affinity
computation module is enabled by the mixed-integer programming [7] approach, which
associates detections with objects based on their similarities. Finally, the track management
module ensures continuous tracking despite potential object occlusions and reappearances.
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Figure 1. The system architecture of the proposed camera-LiDAR-based joint multi-object detection
and tracking system.

3.2. Boost Correlation Feature

To generate 3D bounding boxes and more accurate association scores from the camera
and LiDAR measurement data, the shared feature given by the RPN requires additional
processing. Without changing the 2D or 3D encoding modules, the RPN features are filtered
by the threshold, and the object features under the same ID are homogenized, as shown
in Figure 2.
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Figure 2. Region proposal processing for training the object correlation network. The input proposal
features with the same ID label are shown with the same color.

We use a high-threshold 6}, to filter out proposal regions from the RPN, which
reduces the input of invalid areas and helps ensure network convergence. In addition, to
improve the feature obscurity caused by information loss, we improve the robustness of
the proposal features by calculating the average value of proposal features with the same
ID. Generally, the first operation eliminates unnecessary inputs to ensure the stability of the
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training process. The second operation enhances the proposed features by utilizing shared
knowledge and supplementing missing information.

The features selected from the proposal feature selection process are passed through
the region point cloud-encoding module, where they are transformed and encoded. The
encoded features are then used in the BcF module as a pair-wise correlation operation to
represent the dependency between objects in adjacent frames.

The mmMOT method [7] proposed element-wise multiplication, subtraction, and ab-
solute subtraction to calculate the candidate feature correlation [12]. To infer the adjacency,
the correlation of each detection pair is needed. The correlation operation is batch-agnostic,
and thus it can handle cross-modality, and the operation is applied channel by channel to
take advantage of the neural network. In JMODT, ineffective candidate features are filtered
based on the traditional IoU threshold [17], and absolute subtraction is used to calculate the
candidate feature correlation to indicate the correlation between adjacent frames. However,
none of these methods cover the directionality of the feature. Therefore, the correlation
feature needs to be considered in a more diversified manner. Cosine similarity is a measure
of the similarity between two vectors [32]. It is dimensionally independent and insensitive
to the sizes of features. Therefore, it can be extended to feature computing at high latitudes.
Moreover, it is more concerned with distinguishing the difference from the feature direction,
and it is not sensitive to the absolute value. Therefore, we combine the features of frame;_4
and frame; and their cosine similarity to represent the object dependency between adjacent
frames, named the boost correlation feature. For M candidate features in the given t frame
and N candidate features in the given t — 1 frame, the size of the feature correlation matrix
is M x N. In order to obtain the relationship between global objects, the characteristic ma-
trix is averaged from the rows and columns. Since the start-end estimation is symmetrical,
the generated N start features and M end features are transferred to the start-end network
together:

Fi-F
BeFux = 1Fa = Bl g,

Z?:l Fdi X Fki (1)

VI (Fa)? % /T (F)?

The boost correlation feature is defined in Equation (1), where F; and F; denote the
feature information of the detected bounding box B; and tracked bounding box By, respec-
tively. F; - Fy is the inner product of features F; and F;. We combine the features of frame;_,
and frame; and their cosine similarity to represent the object dependency between adjacent
frames, named the BcF. The schematic diagram of the boost correlation feature module
is shown in Figure 3. Specifically, Feature;_; and Feature; are the features of frame;
and frame;, respectively, and t represents the time. ||Feature;_1 — Feature;|| represents the
absolute subtraction of Feature; 1 and Feature;, Feature;_q - Feature; 1 represents the dot
product of ||Feature;_1|| and ||Feature;||, and ||Feature;_1|| and ||Feature;|| represent the
magnitudes of Feature;_1 and Feature;.

= ||Fs — F||

Feature; Feature;_4

H Feature, Feature,_, ! a ' E '
M ﬁ Featuret HH Feature,_,

Figure 3. Schematic diagram of boost correlation feature module.
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3.3. 3D-IoU

In this section, first, we introduce the 3D-GIoU and 3D-CloU, which were proposed
based on the 2D-IoU, 2D-GloU, 2D-ClIoU, 3D-IoU, 3D-GloU, and 3D-DIoU in object detec-
tion in this paper [28,29,33,34]. Then, we introduce the 3D-MiloU, which consists of several
parts, and the 3D-MiloU will be described in this subsection.

All 3D-IoUs require the overlapping volume overlapsp,, and union volume Uniongy,
which comprise the calculation methods of overlapsp, . The volume of union Union  is
provided in advance. In Equation (2), overlapp,,,, is the area of overlap in the top view
between B, and By, overlapy,, is their overlapping height values, and overlapsp,, is their
overlapping volume:

overlapgpdrk = Overlﬂpbevd,k * Overlaphd,k 2)

Uniong x = voly + voly — overlapsp,, ®)

In Equation (3), Uniong \ is the union volume of the detected bounding box B; and
tracked bounding box By, while vol; and voly are the volumes of the detected bounding
box B; and tracked bouding box By, respectively. With the defination of overlapsp and
Uniong, IoUsp is as defined in Equation (4):

BiNBy overlapsp,,
B; U By N Uniong

IoUszp = S [0,1] (4)

3.3.1. 3D-GIoU

Bounding boxes overlap differently in 3D and top view cases. For Figure 4a,b, ma-
genta and green represent the tracked bounding box By and detected bounding box By,
respectively. Gray-green represents their intersection. In addition, the blue bounding box
lines represent the smallest enclosing box, and the blue dotted line represents its diagonal.
The blue bounding box line represents the largest enclosing box, and the blue dotted line
represents its diagonal, where center ;s is the center point distance of B; and By. Table 2
shows the details of the parameters in Figures 4 and 5.

Maxy,y MinbaNiag Onalmin

Max Diago-r.lfd"“' Minyg N

., M

overlap, j

gcenter‘;is

* v

.-‘ \ =9
N

By

Diagonal;n

N

1| - ’ L
N / Y =B, 3\ :
] N Diagona S

(a) (b)

Figure 4. Schematic diagram of the 3D view and top view of 3D-MiloU. (a) 3D-MiloU. (b) Top view
of 3D-MiloU.
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Figure 5. Views of detection boxes and tracking boxes: 3D, top, and right views. (a) 3D view. (b) Top

view. (c) Right view.

Table 2. Description of the parameters in Figures 4 and 5.

Parameter Description

By Detected bounding box in 3D view.

By Tracked bounding box in 3D view.

B/ Detected bounding box in top view.

B, Tracked bounding box in top view.
center g The center distance of B; and By in 3D view.
Center{’ji s The center distance of B; and By, in top view.

Diagonal,,;,, Diagonal distance of Miny,y.
Diagonalyax Diagonal distance of Maxy,,.
Diagonal] ;. Diagonal,,;, in top view.
Diagonall,,. Diagonaly,qy in top view.
Ming,y Minimum bounding boxes of B; and By.
Maxyp,y Maximum bounding boxes of B; and Bj.
overlapy The overlapping volume of B; and By.
overlapyy Overlapping area of B); and By.

Here, 3D-mGIoU denotes the 3D-GIoU with Box,,;,, and 3D-MGIoU denotes the
3D-GloU with Boxsx. When Maxy,, and Miny,, overlap, GloU,3p is equal to GIoUp3p.
Both the 3D-mGloU and 3D-MGIoU are defined in Equation (5):

00l iy — Uniong
vozmin >

00lyax — Uniong
00l max )

GIOUm3D = IOU3D - <
®)

GIOUM3D = IOU3D — (
when Maxy,, and Max,,;, overlap and GloU,,3p is equal to GIoUp3p.

3.3.2. 3D-CIoU

As for the 2D-CloU, when the center points of the two boxes coincide, the values
of centery; and Diagonal,;, do not change. Therefore, it is necessary to introduce the
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length-to-width ratio and length-to-height ratio between B; and By. Equation (6) defines

the 3D-CloU: )
Cloum3D = IOU3D — <C€Vlt€7’dls> — X0

Diagonal,,;;,
t ) (6)
center gjs
I =1 — -

Clolumsp oUsp (Diagonalmax> e
In Equation (6), the 3D-CIoU is different from the 3D-DIoU. The authors of [17]

2
center g center g .
used ——— . Here, we use | ————— | , and the 3D-CIoU has two additional
Diagonal,,;, Diagonal,,;,

parameters compared with the 3D-DIoU, which are « and v. Here, « is a parameter used
to balance the scale, and it is defined in Equation (7), while v is used to measure the
proportion’s consistency between the detected bounding box B; and tracked bounding box
By, and it is defined in Equation (8):

v

"= T Tolip) 10 7

4 ! I ! AN
v = — [ (arctan —= — arctan -~ | + ( arctan - — arctan -~ (8)
72 [ Wy hd hk

where [, w;, and h; as well as Iy, wg, and hy in Figure 5 represent the length, width,
and height of B; and By, respectively. In Equation (8), [;/wy, and [} /wy are the ratios of
the length and width of B; and By, respectively, while h;/w; and hy/wy are the ratios
of the height and width of B; and By, respectively. (arctan(l;/w;) — (arctan(ly/wy)) and
(arctan(hy/wy) — (arctan(hy/wy)) calculate the difference in the length and width ratios
and the difference in the height and width ratios of B; and By, respectively, and v calculates
the difference between B; and By, by the difference of the inverse tangent value of the aspect
ratio of By and By, which can make full use of the geometric characteristics of B; and By,
rendering the affinity more accurate.

3.3.3. 3D-MiloU

Thus, the 3D-MiloU uses a combination of the 3D-GIoU and 3D-CIoU. Moreover,
it makes calculations with the minimal bounding box Miny,, and maximum bounding
box Maxy,,. Because the IoU based on the minimum external rectangular box and the
maximum external rectangular box is calculated several times for the intersection part,
we use the average of the 3D-GIoU and 3D-CloU as the 3D-MiloU, and the formula for
calculating the 3D-MiloU is defined as follows:

MiloUsp = Avemge(GloUmg,D + GloUpmsp + CloUy3p + CIOUM3D) 9)

Here, the 3D-MiloU combines the advantages of the 3D-GloU and 3D-CloU, and
there are three ways to overlap B; and By. For the first method, when B; and By have no
overlap at all, IoU3p is equal to zero, and MiloUjzp is also equal to zero. For the second
method, when B; and Bj completely overlap, Iolsp is equal to one. At this moment,
centergis = 0, v = 0, a does not exist, voly, = Vol = Uniongy, and MiloUzp =
(GloUysp + GIoUpsp) = 2 % IoUsp. Therefore, MiloUsp needs to be averaged. For the
final method, when B; and Bj, do not completely overlap, MiloUsp contains four IoUsps.
If we want to use MiloUsp as the IoU, we need to average MilolU3p to reduce the influence
of multiple IoUsps on MiloUsp. Considering three different overlapping situations, we
use the average value of (GloU,3p + GloUpp + CloUy3p + CloUpsp) as the 3D-MiloU.
Based on the experimental results of the KITTI dataset [9], the 3D-MiloU improved its
performance more than the others. The pseudo-code of the 3D-MiloU is provided in
Algorithm 1.
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Algorithm 1 Three-dimensional mixed intersection over union.

Require: Bd = (xd,yd,zd, hd, Wy, ld, Gd), Bk = (xk,yk,zk, hk, Wy, lk, Qk),'
Ensure: 3D-MiloU

1: function 3D-MIIOU(By, By)

2. Calculate B'; and By for B; and By on Top View;

3 By = (xy zg w13, 605),

s Bl = (bl 6);

5 Calculate the smallest 3D enclosing box Minp,, and the largest 3D enclosing box
Maxyy;

6: Minpg,y, = (xminr Ymins Zmins Ponins Wmins Lmin, Gmin)r

7 Maxpg,y = (xmux/ Ymax, Zmax, Riax, Wmax, lnax, Gmax)}

8: Calculate Digonal,,;, and Digonaly,y;

Digonalmin = \/hmin2 + wmin2 + lminzl

9:
] - 2 2 2.,
10: Digonalygyx = \/hmax + Wiax® + lnax”™;
11: Calculate voly, voly, vol iy, VOlyay, overlapy, overlapy,,, overlapsp;
12: ZJOld — hd * Wy * ld/
13: voly  hy x wy * I,
14: UOlmin — hmin * Winin * lmin/
15: 00lmax < Mmax * Wmax * lmax,
16: overlapy < min(|lyq + %I, lyi + %) — max(llye — %1, lye — %1,
17: overlapye, <— BN By,
18: overlapsp < calculate with Equation (2);
19: Calculate 3D-MiloU:
20: if overlapy,, or overlap,, == 0:
21: ToUsp =0
22: else:
23: IoU3p < calculate with Equation (4),
24: mGloUsp <« calculate with Equation (5),
25: MGIoUzp < calculate with Equation (5),
26: mClolsp < calculate with Equation (6),
27: MClIoUsp < calculate with Equation (6);

28: 3D-MiloU+<— calculate with Equation (9).

3.4. Affinity Computation

This section introduces the affinity calculation module. Compared with calculating the
appearance affinity based on the distance of the camera-LiDAR fusion features, this section
adds the BcF to the appearance affinity, integrates the factors of fusion feature directivity
between adjacent frames, improves the measurement of appearance affinity, and calculates
the appearance affinity more accurately. Geometric affinity combines the characteristics of
the proposed 3D-GloU and 3D-CloU by adding the aspect ratios of B; and By as penalty
items, and the geometric features of the box can be used efficiently. This combination
renders the affinity calculation more accurate and can provide more accurate information
for data association and tracking. Algorithm 2 provides the pseudo-code of the affinity
calculation.

B; and By are the detected bounding box and tracked bounding box, respectively, A?PP
denotes the appearance affinity, and A3P~MiloU denotes the geometrical affinity, while X*//
is the weighted sum of the appearance affinity A?PP and geometrical affinity A3D—Milol,
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Algorithm 2 Affinity metric with BcF and 3D-MiloU.

Require: Detection measurements D, tracks K and their proposal features F =
{Fi/ ieDnN K}
Ensure: refined affinities X%/ = {x;{;f ,de D,k e K}
1: function LS(Features .4, Featurespext)
2: for each k € K do
By + 3D box prediction for track k using Kalman Filter.
foreachd € D do
BcF; i < calculate with Equation (1);
a;ﬁf < Appearance Re-ID for boost feature BcF x;
B; < 3D box prediction for detection d;
aZ{i‘MHOU < calculate with Algorithm 1.
end for
10: end for
11: AP {af,ﬁf,d €D,k e K};
12: ABDMiloU o 33~ MiloU g € D,k € K} ;
13: P « Softmax A%? along columns;
14: Q « Softmax A%F? along rows;
15: AP+ 2(P+ Q);
16: XUF < a A?PP 4 g ASD-MiloU,

3.5. Time Complexity

BcMODT uses cosine similarity to calculate the feature distance and direction similarity
between adjacent frames rather than using absolute subtraction, as observed in other
methods such as JMODT and mmMOT. The time complexity of the absolute subtraction
of F; and F; depends on their size, while the time complexity of computing the cosine
similarity between two vectors, F;_1 and F;, is O(n), where 1 is the number of elements in
the vectors.

Additionally, our method combines the features of frame; 1 and frame; and their
cosine similarity to represent the object dependency between adjacent frames. The time
complexity of performing the element-wise multiplication of vector F;_; — F; by a scalar
value, which is the cosine similarity of F;_1 — F;, is also O(#n). This is because computing the
cosine similarity requires calculating the dot product of the two vectors and the magnitudes
of the two vectors and then dividing the dot product by the product of the magnitudes. In
summary, the time complexity of the operation of absolute subtraction and the BcF is O(n).

4. Experiments

This section provides the experimental results for BceMODT, including the experi-
ment’s settings, baseline and evaluation metrics, quantitative results, ablation experiments,
qualitative results, and limitations.

4.1. Experimental Settings

This work ran on a computer with an Intel(R) Core (TM) i7-10700K CPU, 32 GB of
RAM, and RTX 3090 x 2 and programs with the languages of Python and Pytorch [35]. We
used the pretrained detection model of EPNet [36]. The correlation network was trained
for 60 epochs with a batch size of 4. We used the AdamW [37] optimizer with a cosine
annealing learning rate [38] of 2 x 10~%. The parameters of all compared methods were set
according to their best performances. For data association, we used improved MIP [17] as
the data association method in this study, and the parameters were set as in JMODT.

4.2. Baseline and Evaluation Metrics

We evaluated our proposed 3D-MOT method on the KITTI [9] tracking dataset. The
new method consists of 21 training sequences and 29 test sequences of forward-looking
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camera image information and LiDAR point cloud information. The training sequence is
divided into approximately equal training sets and verification sets.

In addition, each ground truth in the frame contain a 3D bounding box with a unique
ID. Only objects with a 2D-IoU [23] greater than 0.5 can be accepted as TP. According
to KITTI standards [9], we used CLEARMOT, MT/ML/FP/EN, ID switch (IDSW), and
fragmentation (Frag) to evaluate the MOT performance [39]. The details of the official
evaluation metrics are shown in Table 3.

Table 3. Evaluation measures.

Measure Better Perfect Description
MOTA [39] Higher 100% Multi-object tracking accuracy.
MOTP [39] Higher 100% Multi-object tracking precision.
HOTA [40] Higher 100% Higher-order tracking accuracy.
MT Higher 100% Mostly tracked targets.
ML Lower 0% Partly tracked targets.
FP Lower 0 The total number of false positives.
FN Lower 0 The total number of false negatives (missed targets).
IDSW Lower 0 Number of identity switches.
FRAG Lower 0 The total number of times a trajectory is fragmented.
Time Lower - The total execution time.
FPS Higher - Frames per second.

4.3. Quantitative Results

Compared with other published methods, such as AB3DMOT, mmMOT, JRMOT, and
JMODT, in the vehicle-tracking benchmark tests using the KITTI dataset [9], our method
improved the accuracy to a certain extent and outperformed the other methods with respect
to some indicators, as shown in Tables 4 and 5. Tables 4 and 5 provide two evaluation
standards. Table 4 is the evaluation data based on MOTA [39], and Table 5 is based on
HOTA [40].

Table 4. KITTI car tracking results based on MOTA. " x" means not, while "v"" means yes.

Method ~ AB3DMOT[11] mmMOT[7]  JRMOT[6l JmopT[7]  BOMOT
Benchmark Car Car Car Car Car
JDT X X X v v
AT v v v X X
MOTA 1 83.92% 84.77% 85.70% 86.27% 86.53%
MOTP 1 85.30% 85.21% 85.48% 85.41% 85.37%
MODA 1 83.95% 85.60% 85.98% 86.40% 86.66%
MODP 1 88.21% 88.28% 88.42% 88.32% 88.29%
TP 1 33,864 33,695 34,556 35,857 35,972
FP | 978 711 772 772 1248
FN | 4542 4243 4049 3433 3341
MT 1 66.77% 73.23% 71.85% 77.38% 78.31%
ML | 9.08% 2.77% 4.00% 2.92% 2.62%
IDSW | 10 284 98 45 45
Frag | 199 753 372 585 626
Runtime 0.005 5 0.002 s 0.007 s 0.001 s 0.001 s

The data are accessed on 21 November 2022 from https:/ /www.cvlibs.net/datasets/kitti/old_eval_tracking.php.
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In the evaluation results based on MOTA on the KITTI benchmark, compared with the
baseline and others, we can see that our method progressed in MOTA, MODA, TP, FP, MT,
and ML. Moreover, in the evaluation’s results based on HOTA on the KITTI benchmark,
our method was better than the baseline and the other methods in HOTA, MOTA, TP, FP,
MT, and ML.

Table 5. KITTI car tracking results based on HOTA. "x" means not, while "v"" means yes.

Method ~ AB3DMOT[11] mmMOT[7] JRMOT[6] jmopT[7]  BOMOT
Benchmark Car Car Car Car Car
JDT X X X v v
AT v v v X X
HOTA?T 69.99% 62.05% 69.61% 70.73% 71.00%
MOTA?T 83.61% 83.23% 85.10% 85.35% 85.48%
MOTP?t 85.23% 85.03% 85.28% 85.37% 85.31%
TPt 29,849 30,325 30,108 30,954 31,039
FP| 4543 4067 4284 3438 3353
FNJ 979 787 752 1249 1260
MT?H 66.92% 72.92% 70.92% 77.39% 78.15%
MLJ 9.08% 2.92% 4.62% 2.92% 2.62%
IDSW, 113 733 271 350 381
Frag| 206 570 273 693 732
Runtime 0.005 s 0.002 s 0.007 s 0.001 s 0.001 s

The data are accessed on 21 November 2022 from https:/ /www.cvlibs.net/datasets/kitti /eval_tracking.php.

In Tables 4 and 5, our method had some improvement in multi-object tracking accuracy,
ML, etc. compared with the baseline and other methods. In the MOTA-based evaluation
criteria, our method improved by 0.26% over the baseline in MOTA, the true positive result
improved by 115, the most tracked result improved by 0.93%, and the most lost result
decreased by 0.3%, as shown in Table 4. In the HOTA-based evaluation criteria, our method
improved by 0.27% over the baseline in HOTA, MOTA increased by 0.13%, the true positive
result improved by 85, the most tracked result improved by 0.76%, and the most lost result
decreased by 0.3% in Table 5. Although most of our evaluation metrics were better than
those for the other methods, our methods had certain defects. The total number of times
the trajectories fragmented was greater than the numbers in other methods. This may
be related to the fact that 3D-MiloU-based geometric affinity calculations use the aspect
ratio. When the box’s length, width, and height slightly change, the geometric affinity will
fluctuate, resulting in slight fluctuations.

4.4. Ablation Experiments

In this subsection, we alternately removed the 3D-DIoU, 3D-loU, 3D-GloU, 3D-CloU,
3D-MiloU, and BcF to perform the ablation study, as shown in Table 6. It can be seen that
our method could improve tracking performances.

Table 6 shows that multiple IoU ablation experiments with the BcF module were
performed. Seven types of IoU combinations are provided in the first column of the table,
and each IoU was ablated twice for the BcF. Moreover, two comparisons were performed
for each IoU combination in the table for the BcF. Each IoU combination with x indicates
the original IoU calculation method, and those with v' indicate that the IoU was added
to the BcF module. When comparing all IoU methods, the accuracy of all IoU calculation
methods significantly improved after adding the BcF module. Compared with the IoU
method without adding the BcF module, our proposed 3D-MiloU method had limited
improvement in terms tracking accuracy, with only 0.20% improvement in comparison
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with the baseline. Compared with the 3D-MiloU without the BcF, our method increased
by 0.37% in MOTA. Compared with the 3D-DIoU with the BcF, our method increased by
0.30% in MOTA. Compared with the 3D-DIoU, our method increased 0.57% in MOTA.
Meanwhile, the FP, FN, and IDSW of all IoU methods decreased to different degrees after
adding the BcF module.

Table 6. Evaluation of different metrics for affinity computation. "x" means without BcF, while "v™"
means with BcF.

Measure BcF MOTAT MOTP{T MTYT ML, FP| FNJ IDSW|  Fragl| Time| FPS?T

X 86.09%%  87.13%  86.11%  1.39% 545 997 4 144 4011 92.24

3D-DIoU J 8636% 87.16%  85.65%  1.39% 531 984 1 137 38901  94.83

% 8615% 87.15%  86.11%  1.39% 531 1004 4 144 3884 9527

3D-GloU /o 8639% 8717%  85.19%  1.39% 516 993 5 139 39.629  95.11

%  8582% 87.25%  8472%  1.85% 500 1072 4 144 37.63 98.32

3D-CloU v 8611%  8726%  85.19%  1.85% 486 1055 3 137 38.69 95.36

% 8612% 87.10% 86.11%  1.39% 564 977 2 141 3887 9520

3D-DIoU 3D-GIoU /o 8642%  87.12%  85.65%  1.39% 546 962 1 137 39.35 93.75
X 8606% 87.13%  86.11%  1.39% 546 999 4 144 3914 9453

3D-DloU 3D-CloU J 8639% 87.16%  85.65%  1.39% 526 987 0 137 38.57 95.71
% 8610% 87.10% 86.11%  1.39% 565 978 2 141 39.59 93.45

3D-DIoU 3D-GIoU 3D-CloU  , gg 460, 87.12%  85.65%  1.39% 541 964 0 137 39.26 93.96
] X 86.29% 8719%  85.65%  1.39% 527 993 4 127 3850  96.69
3D-MiloU (Ours) J  86.66% 87.18%  8657%  1.39% 490 990 3 142 3834 9729

Comparing the total execution time and FPS with BcF and without BcF of different
metrics of the affinity computation in the ablation experiment, the results of the total
execution time and FPS in Table 6 and Figure 6 show that our proposed method is almost
the same as 3D-DIoU, because the time complexity of calculating the distance between
adjacent frame features by using absolute subtraction and the time complexity of our
proposed method are both O(n). Therefore, our proposed method will not increase the
total execution time of the algorithm. Both the total execution time and FPS in Figure 6 can
explain that these additional calculations had no effect on the time complexity.

60 T T 140
[ 30-DioU ! I 30-DioU
5 3D-Glou [ 3D-Glou
3D-CloU 3D-Clou
50 | = 30-DloU3D-Ghow g 1201 E 3D-DIOU+3D-GloU 7
—~ -DloU+3D-Clo 3D-DIoU+3D-CloU
g [l 30-DIoU+3D-GloU+3D-Clou| [l 30-DIoU+3D-GloU+3D-CloU|
= I 30-MioU - 100 I 30-Miou
© 40+ S
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= & 80 R
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Figure 6. Total execution time and FPS of different metrics. (a) Total execution time. (b) Frames per
second.

4.5. Qualitative Results

In multi-object detection and tracking, detection and tracking are very challenging
because of occlusion and other problems. Whether in 2D images or 3D point clouds,
the object may be partially or completely occluded for a while. We compared the 2D
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Ground Truth

visualization results for our method with the baseline on the KITTI [9] dataset. We selected
40 frames from 70 to 110 in sequence 0002 and displayed every five frames in Figure 7.
Figure 7 shows the test results of the ground truth, AB3DMOT, JMODT, and our method.

Compared with AB3DMOT, the 80th, 85th, 90th, 100th, and 105th frames show that our
method had good performance compared with AB3DMOT in terms of missed detections.
The 70th and 90th frames show that our method was better than AB3DMOT in terms of
false detection. Compared with the baseline (JMODT), the frames from 70 to 110 indicate
that our method outperformed the baseline in terms of missed detection. The yellow
circle of the lines from frame 70 to 105 show that our method was superior to the baseline
(JMODT) in IDSW. By conducting a comprehensive comparison, our method was observed
to be closer to the ground truth.

AB3DMOT

Figure 7. Visualization of tracking comparisons between the ground truth, baseline, and our improved
work on trajectory 2D images of the KITTI [9] dataset. The squares indicate the detected objects.
The red circle indicates false detection, the white dotted circle indicates missing detection, and the
yellow circle indicates IDSW. All datasets and benchmarks on KITTI [9] are copyright by KITTI and
published under the Creative Commons Attribution-NonCommercial-ShareAlike 3.0 License.

4.6. Limitations

However, our proposed BcMODT also has certain limitations. One limitation of the
proposed method is that it may not perform as well when applied to other types of 3D
object-tracking scenarios beyond autonomous driving. For example, the method may not
be as effective when tracking objects in environments with complex backgrounds or in
scenarios with a more significant number of objects. Another limitation is that the proposed
method relies on the availability of both camera and LiDAR data, which may not always
be feasible in specific applications. A dataset cannot prove the superiority of the proposed
method, and experimental data of more representative datasets are required.

5. Conclusions

In this paper, an online 3D multi-object detection and tracking method was proposed.
In summary, the 3D-MiloU can improve geometrical affinities. The boost correlation feature
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enhancement module is designed to enhance the correlation between similar objects and
can also provide the network with an association score of the real-time detection camera
and LiDAR measurement data. Extensive experiments were carried out on the public KITTI
benchmark. Our method was superior to other methods in terms of tracking accuracy and
speed. Without using additional training datasets, our method obtained the MOTA (86.53%)
in the MOTA-based evaluation criteria and HOTA (71.00%) in the HOTA-based evaluation
criteria. Compared with the baseline, BcMODT improved the MOTA in the MOTA-based
evaluation criteria by (0.26%) and improved HOTA in the HOTA-based evaluation criteria
by (0.27%). Due to the fusion of camera and LiDAR data, as well as the fusion of object
detection and tracking, our method is very suitable for autopilot applications that require
high tracking robustness and real-time performance.

In the future, we will focus on adapting the proposed method in order to better handle
these types of scenarios and further improve the tracking accuracies. Additionally, it would
be interesting to explore the use of additional modalities beyond camera and LiDAR data
to observe if this leads to further improvements in terms of tracking performance. It would
also be valuable to investigate methods for improving the real-time processing of large
amounts of data in 3D MOT to enable more efficient tracking in complex scenarios.
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