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Abstract: The limitations of the existing Global Navigation Satellite Systems (GNSS) integrated with
Inertial Measurement Units (IMU) have presented significant challenges in meeting the stringent
demands of precision maneuvering. The identified constraints in terms of accuracy and availability
have required the development of an alternative solution to enhance the performance of navigation
systems in dynamic and diverse environments. This paper summarizes the research regarding the
integration of ultra-wideband (UWB) technology as an augmentation of the conventional GNSS+IMU
system; it proposes an approach that aims to overcome the limitations of conventional navigation
systems. By making use of UWB technology, the proposed low-cost UWB-augmented GNSS+IMU
system not only fulfils the required performance standards but also offers the unique capability to
navigate seamlessly across indoor and outdoor environments. The developed system was validated
through comprehensive testing and analysis in both the automotive and maritime sectors. The
obtained results highlight the system’s capacity as a dependable and resilient solution for precise
navigation, and they promote its use within the domain of accurate maneuvering.

Keywords: UWB-augmentation; indoor navigation; intelligent transport systems; seamless navigation;
accuracy

1. Introduction

Due to the unprecedented advancements in transportation technologies, precise and
reliable navigation systems have become part of the foundation of modern transportation
and mobility. In every transportation sector, such as the automotive and maritime sectors and
even the aviation sector, the ability to accurately determine a vehicle’s position and orientation
in real time has completely changed not only the way we move but also the way we live.

In the last decades, Global Navigation Satellite Systems (GNSS) and Inertial Mea-
surement Units (IMU) have played fundamental roles in the navigation world. GNSS has
provided global positioning information to almost every corner of the globe, while IMUs,
which rely on accelerometers and gyroscopes, offer continuous updates on orientation
and movement. The fusion of these two technologies has made possible a wide variety of
applications, ranging from those used in air travel and maritime shipping to those used in
terrestrial navigation in the automotive domain [1,2].

However, as the requirements for navigation systems have significantly grown, conven-
tional GNSS+IMU-based solutions have faced multiple new challenges, such as the need for
higher availability or seamless navigation in indoor/outdoor transitions in which this archi-
tecture may not excel [3,4]. Precision maneuvering, such as the safe operation of autonomous
vehicles or the delicate task of docking boats in confined spaces, requires such accuracy and
reliability that common commercial technologies often cannot meet the requirements.
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As a response to these challenges, multiple technologies and proposals have emerged [5,6]
as promising augmentation systems for GNSS+IMU-based navigation, of which ultra-wideband
(UWB) technology is an example. UWB is a radio technology seen as a reliable option when
trying to address the primary limitations of GNSS in situations with limited visibility. This
is due to its sub-meter accuracy and the tailored transmitting anchor setup it offers, which
converts it into a reliable source of information for vehicle positioning, enhancing produc-
tivity on assembly lines, and asset tracking in warehouses, among other applications [7–13].
Previous research shows that, due to the fact that UWB technology is analogous to GNSS in
terms of its trilateration principle, they can be fused by employing different algorithms and
strategies [10,14,15]. In addition, research has been conducted with the aim of using UWB
augmentation for a faster obtention of real-time kinematics (RTK) fixed solutions [16,17], using
loosely coupled fusions for multisensor pedestrian navigation [18] and even for the design of
error-avoiding methods for sensor integration in controlled lab environments [19]. The authors
in [20] propose a GNSS+INS+UWB+Map integration in which RTK is also employed to obtain
higher accuracies; thus, UWB is not employed as an augmentation system but as a way of
increasing solution availability indoors. The research work in [21] proposes a two-stage filter
in which a GNSS+INS+UWB layer aids a second GNSS+INS to improve its position, which is
then tested in a controlled lab environment. Lastly, [22] does employ UWB as an augmentation
system for a GNSS+IMU approach, but with the aim of solving GNSS outages using a two-stage
extended Kalman filter (EKF).

This scientific paper explores the integration of UWB as an augmentation technology
for GNSS+IMU-based navigation systems by means of a single error-state EKF, addressing
the pressing need for improved accuracy and performance in transportation applications.
For this purpose, a tightly coupled dual-constellation (GPS+GALILEO) GNSS+IMU+UWB
algorithm was implemented to test the influence of a low-cost technology such as UWB as
an augmentation method for a low-cost GNSS+IMU navigation system. This algorithm
was tested in real-world scenarios by installing the mentioned low-cost system in some of
the most employed means of transport, such as those used in the automotive and maritime
sectors, and by employing two different UWB anchor geometries. These tests took place
in dynamic scenarios, such as the entrance to a garage in a suburban environment and
Bilbao’s commercial port, which handles various types of cargo, including containers, bulk
cargo, liquid bulk cargo, and general cargo.

The selection of these means of transport was motivated first by the constant evolution
of autonomous driving and the lack of capacity of low-cost navigation systems to fulfil
accuracy-related requirements [23]. Second, the high maneuvering complexity of big ships
inside ports leads to unnecessary fuel consumption (and the consequent pollution) and
even ship integrity risks. According to the European White Book [24,25], the mentioned
maritime-related facts should be solved; this generates the need for new infrastructures
and technological improvements.

With the objective of discussing the performed work, a theoretical approach is first
presented in Section 2. To do so, a general overview of the Kalman filter is first presented,
in order to then discuss the implemented sensor fusion that includes UWB measurements
in the commonly employed GNSS+IMU tightly coupled algorithm. Afterwards, the de-
scription of the employed measurement sites is introduced in Section 3, in order to then
show and analyze the results of the application of the UWB-augmented fusion algorithm
in Section 4. Finally, the obtained conclusions are presented in Section 5.

2. Materials and Methods

The following section discusses the theoretical approach behind the employed navi-
gation algorithm, known as the Kalman filter (KF). Additionally, the implemented sensor
fusion is introduced, showing how UWB observables are introduced into the commonly
used tightly-coupled algorithm that fuses GNSS and IMU observables.
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2.1. The Kalman Filter

The Kalman filter (KF) is the basis for most of the estimation algorithms used in
navigation, as it serves a variety of purposes. Smoothing navigation solutions, maintaining
Inertial Navigation System (INS) alignment and calibration, and even fusing GNSS data
with other navigation sensors are some of its well-known uses. Its main feature is its ability
to maintain real-time estimates of constantly changing system parameters like position
and velocity. This is conducted by employing the deterministic and statistical properties of
the aforementioned parameters and making assumptions about the input measurements
and their properties and uncertainties. As this type of algorithm can be classified as a
recursive algorithm, it is worth noting that past measurements are employed together with
the dynamic model of the navigation system to obtain more accurate position, velocity, and
time (PVT) estimates.

This algorithm is usually initialized with a time-invariant parameter x that has been
computed by employing a snapshot algorithm such as the least squares estimation (LSE)
method, for example. It is then assumed that this parameter is not only time-variant but
that it can be described by a dynamic model that relates two adjacent epochs as:

x̂k = Φk−1 xk−1 + wk, wk ∼ N
(
0, Qwk

)
, (1)

where x̂k is the parameter to be estimated, Φk−1 represents the dynamic model-dependent tran-
sition matrix, xk−1 represents the last known value of the parameter to estimate, wk represents
the system process noise, and Qwk represents the covariance matrix of the process noise.

Nevertheless, this estimation of parameter x̂k is computed by means of an uncertain
algorithm, such as LSE; accordingly, the uncertainty related to this estimation is inherited
by the future values. Therefore, the propagation of said uncertainty becomes a necessary
task so that its unbounded propagation degrades the results. In this research work, the
following covariance propagation method is employed to consider the evolution of the said
parameter with time:

P̂k = Φk−1Pk−1ΦT
k−1 + Qk−1, (2)

where P̂k is the propagated covariance, Φk−1 describes the dynamic model-dependent
transition matrix, Pk−1 describes the a priori covariance matrix, and Qk−1 is the covariance
matrix of the system noise.

The KF, in a similar way to other filters, needs time to converge and become stable.
These values tend to converge to the true values in a fault-free scenario in which correct
assumptions are made. This behavior can be observed in the values of the system noise
covariance, Qk−1, which is usually initialized with large values and rapidly converges to
stable values (see Figure 1).
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The KF performs a combination between the input measured information and the
estimated state by means of a weighted sum of these two data sources, in order to avoid poor
estimations and observation outliers. This is represented by the Kalman gain matrix, which
assigns a measure of trust to the input state and the estimated state; it is computed as follows:

K̂k = P̂k HT
K

(
Hk P̂k HT

K + Rk

)−1
, (3)

where K̂k is the computed Kalman gain matrix, Hk is the measurement matrix, and Rk
describes the measurement covariance matrix.

This weighting matrix is applied, as mentioned, as a measure of trust that is given to
the measurements and the estimations. This yields:

xk = x̂k + K̂k(zk − Hk x̂k) = x̂k + K̂kδzk, (4)

where xk is the computed state, zk is the read measurement vector, and δzk is the innovation vector,
which describes the difference between the read measurement and the expected measurement.

Having introduced the KF, and after presenting an overview of its most general form,
the particularization of the KF that was employed in this research work is discussed in the
following subsection; this leads to the explanation of the sensor fusion approach, known as
tightly coupled architecture, and how the integration of the UWB technology is performed.

2.2. Tightly Coupled Sensor Fusion: GNSS, IMU, and UWB

The Kalman filter is a very flexible filter that can be adapted to multiple architectures.
This flexibility offers the possibility to modify almost any parameter of the filter, leading
to a particular version of itself. When talking about the prediction stage of the filter, for
example, two main variations can be found: the total-state KF and the error-state KF.

The former one, on the one hand, can be applied to filters that integrate only posi-
tioning systems, but it is also suitable for use with dead reckoning sensors. In this kind of
integration, the position solution is predicted forward in time using the velocity solution
and, in high-dynamics applications, the acceleration states can also be used to enhance the
navigation solution. This type of filter is useful in achieving a smoothing of the noise in the
navigation measurements. This kind of prediction can also be used to bridge gaps in the
system measurements due to tunnels or other kinds of signal outage-causing objects [26].

The error-state integration, on the other hand, is an integration type in which the
navigation solution of a certain reference navigation system is corrected using measure-
ments from the complementary navigation system. The said reference system must be
an inertia-measuring device or some kind of [26,27] dead reckoning type of system. The
state vector, in this case, is formed by the error states for the reference navigation system,
which consist of the attitude, velocity, and position errors, together with the clock bias and
drift estimations. Note that in the absence of a relative navigation system (i.e., IMU), the
error-state integration converges to the total-state integration.

The design of a filter and, specifically, its integration architecture can be understood
as a tradeoff between the optimization of the processing efficiency and the maximization
of the robustness and accuracy of the navigation solution. At the time of fusing different
types of measurements, the KF offers the possibility of being configured according to
different architectures, depending on the stage at which the data are fused; this leads to
three common architectures: the loosely coupled KF, the tightly coupled KF, and the deeply
coupled KF [26].

As recently discussed, three commonly used sensor integration architectures can be
found when fusing GNSS and IMU data and two main types of prediction stages. In this
research work, the tightly coupled integration (see Figures 2 and 3) was employed, which is
mainly used in scenarios in which the possibility of having incomplete data is high. In this
architecture, raw data from all the sensors are fed to the same KF, and the PVT solutions
are no longer used until the final output estimation of the system. Consequently, it is the
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KF external to the main sensor that is the one in charge of estimating the output state from
the input raw data. Moreover, an error-state prediction-based version of the algorithm was
chosen in order to fuse the range-based data from GNSS and UWB with the acceleration
and gyroscope data provided by the IMU [26,27].
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The error-state prediction architecture is a variation of the Kalman filter that does not
directly estimate the state vector of the filter but, instead, estimates an error vector of the
filter, which is computed by the propagation of the a priori errors and noise power spectral
density (PSD) of the measurements. Depending on the architecture of the filter, this can be
used to only estimate the error vector, which is also known as an open-loop architecture, or
to compute the state vector by applying a closed-loop correction (Figure 3).

Therefore, in an error-state implementation of the Kalman filter, the state vector
described in (5) no longer represents the estimation of the filter’s state, but the estimation
of the error vector, which models the remaining errors in the system after the correction of
the state. This error vector can be represented as follows:

x̂k =



ϵAttX
ϵAttY
ϵAttZ
ϵVelX
ϵVelY
ϵVelZ
ϵPosX
ϵPosY
ϵPosZ
ϵAccX
ϵAccY
ϵAccZ
ϵGyrX
ϵGyrY
ϵGyrZ

δt
.

δt



, (5)

where ϵAttX , ϵAttY, ϵAttZ describe the error uncertainties of the attitude, ϵVel X , ϵVelY, ϵVel Z
describe the error uncertainties of the velocity, ϵPosX , ϵPosY, ϵPosZ describe the error uncer-
tainties of the position, ϵAccX , ϵAccY, ϵAccZ describe the error uncertainties of the accelerom-
eter bias, ϵGyrX, ϵGyrY, ϵGyrZ describe the error uncertainties of the gyroscope bias, and

δt,
.

δt describe the clock offset and clock drift uncertainties, accordingly.
This state estimates are usually initialized with zero values, contrary to what is per-

formed in the total-state filters, where an initial-state estimation such as the LSE is per-
formed. This initialized error-state vector should be propagated using a different transition
matrix which models the propagation of the error estimation with time. In this research
work, the transition matrix shown in [26] was adapted to include position and clock data
and to match the state vector shown in (5). Let the employed transition matrix be:

Φk−1 =



−Ω τs 03×3 03×3 03×3 Ĉk−1 τs 0 0
Fe

21 τs −2 Ω τs Fe
23 τs Ĉk−1 τs 03×3 0 0

03×3 Ĉk−1 τs I3×3 03×3 03×3 0 0
03×3 03×3 03×3 I3×3 03×3 0 0
03×3 03×3 03×3 03×3 I3×3 0 0

0 0 0 0 0 τs 0
0 0 0 0 0 0 1


, (6)

where Ĉk−1 describes the last computed position; τs describes the transition interval;
03×3, I3×3 are 3× 3 zero and identity matrixes, respectively; Ω denotes the skew-symmetric
matrix of Earth rate; Fe

21 is the skew matrix of −Ĉk−1 fk−1, with fk−1 being the last measured

specific force; Fe
23 describes the gravity force at Ĉk−1 as 2 g0

(
Ĉk−1

)
·
(
r
(
Ĉk−1

))−1·Ĉk−1·
∣∣Ĉk−1

∣∣−1,
being g0

(
Ĉk−1

)
; and r

(
Ĉk−1

)
is the gravity vector and the geocentric radius at Ĉk−1.
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Accordingly, the system noise covariance matrix, Qk−1, introduced in (2) is defined as
stated in [26]:

Qk−1 =



n2
rg I3 03 03 03 03 03 03
03 n2

ra I3 03 03 03 03 03
03 03 03 03 03 03 03
03 03 03 n2

bad I3 03 03 03
03 03 03 03 n2

bgd I3 03 03

03 03 03 03 03 n2
rcp 03

03 03 03 03 03 03 n2
rc f


(7)

where n2
rg, n2

ra, n2
bad, and n2

bgd are the power spectral densities of, respectively, the gyro
random noise, accelerometer random noise, accelerometer bias variation, and gyro bias
variation, and it is assumed that all the gyros and all the accelerometers have equal noise
characteristics. Note that the matrix proposed in [26] was extended from 15 × 15 to 17 ×
17 in order to include the clock phase noise, n2

rcp, and the clock frequency, n2
rc f . Note that

these values were obtained from the datasheet of the devices in Table 1, according to the
explanations in [26].

Table 1. List of the subsystems in the measurement system.

Subsystem Model and Specifications

GNSS antenna Septentrio—PolaNt-x (triple frequency,
multi-constellation) (Leuven, Belgium)

Low-cost GNSS receiver Ublox—ZED-F9P mPCIE (dual frequency,
multi-constellation) (Thalwil, Switzerland)

Low-cost IMU Advanced Navigation—Orientus (Sydney, Australia)
Low-cost UWB receiver Proprietary hardware

Reference system Septentrio—AsteRx Full (triple frequency,
multi-constellation) (Leuven, Belgium)

Processing unit Novatronic—VBox 3611 4L i5-6300U/8 GB RA
(Madrid, Spain)

The closed-loop architecture implementation allows the achievement of a high per-
formance out of an error-state KF due to the fact that the estimated errors are fed back to
the filter every iteration, correcting in this way the system itself and zeroing the filter’s
states. Consequently, the filter’s states remain small, minimizing the effect of higher-order
products in the system model. Note that the same amount is added to or subtracted from
the estimated state and the true state; thus, the error covariance matrix is not affected by
the feedback process [26,27].

When trying to fuse different sensor data for navigation, not only does the KF consider
the geometry of the input sources, but also the dynamism of the system. As a consequence,
a group of commonly based observations such as the range-based observations can be
gathered even if they come from different types of sensors (i.e., GNSS, UWB, Bluetooth,
etc.). Due to the fact that these measurements model the same physical parameter (i.e., the
distance from the receiver’s antenna to the transmitting system’s antenna), they can be
indistinctively processed. Accordingly, introducing UWB measurements to the commonly
employed GNSS+IMU sensor fusion fulfils the first requirements a priori. For this purpose,
the observation matrix, H, shown in (8) is shaped as follows:
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H =



axGNSS1 ayGNSS1 azGNSS1 0 0 0 1 0
axGNSS2 ayGNSS2 azGNSS2 0 0 0 1 0

...
...

...
...

...
...

...
...

axGNSSn ayGNSSn azGNSSn 0 0 0 1 0
axUWB1 ayUWB1 azUWB1 0 0 0 0 0
axUWB2 ayUWB2 azUWB2 0 0 0 0 0

...
...

...
...

...
...

...
...

axUWBm ayUWBm azUWBm 0 0 0 0 0
0 0 0 axGNSS1 ayGNSS1 azGNSS1 0 1
0 0 0 axGNSS2 ayGNSS2 azGNSS2 0 1
...

...
...

...
...

...
...

...
0 0 0 axGNSSn ayGNSSn azGNSSn 0 1



, (8)

where axGNSSi, ayGNSSi, azGNSSi represent the normalized vectors linking the GNSS antenna
and each of the employed satellites, and axUWB j, ayUWB j, azUWB j represent the normalized
vectors linking the UWB antenna and each of the employed transmitting UWB antennae.

Note that the UWB range observables can be linearized analogously to the GNSS
pseudo-range observables but avoid the clock drift field, which is not contemplated and,
thus, is represented with a null derivative value. Moreover, it should be noted that no
lever arm is contemplated since the same reference is employed for both GNSS and UWB
antennae, neglecting any possible location error between them. Nevertheless, any other
setup should consider said lever arm in order to add said antennae separation.

Moreover, the addition of the UWB ranges to the GNSS observables, due to their
similarity, was performed by adding the UWB ranges to the observable vector of the KF, zk,
without the need for any kind of transformation; thus:

zk =



∆ρ1
...

∆ρn
∆r1

...
∆rm
∆

.
ρ1
...

∆
.
ρn


=



ρ1 − ρ̂1
...

ρn − ρ̂n
r1 − r̂1

...
rm − r̂m
.
ρ1 −

.̂
ρ1

...
.
ρn −

.̂
ρn


, (9)

where ρi is the pseudo-range measurement for the ith satellite, rj is the range measurement
for the jth UWB anchor, and

.
ρi is the doppler measurement for the ith satellite.

Accordingly, as different sourced measurements are to be fused, this should be re-
flected in all the parameters of the filter related to the observables. This could vary de-
pending on the design of the filter; however, following the architecture shown in previous
sections, the only parameter of the Kalman filter that depends on the number of measure-
ments and their characteristics is the measurement covariance matrix described by Rk. This
diagonal matrix is open to characterization, as different approaches can be found in the
literature. In this research, the elements were weighted according to the power spectral
density (PSD) and then reweighted according to the signal’s signal-to-noise-ratio (SNR)
and satellite elevation in the case of the satellite signals and according to the elevation in
the case of the UWB signals. The diagonal elements of the matrix that correspond to the
satellite signals are characterized as:

σsatii = f (PSDGNSS) f (elevationsatii , SNRsatii ), (10)
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The latter term of the equality, which is used for the unequal reweighting of the
observables, was modelled as follows [28]:

f (elevationsatii , SNRsatii ) = sin(elevationsatii )
−2

10−
SNRsatii

−SNR0
SNRa ·

 SNRA 10
SNR0−SNRsatii

SNRa +1

(SNR0 − SNR1)·(SNRsatii − SNR1)
+ 1

, (11)

where SNR1, SNR0, SNRa, and SNRA are empirical design parameters; elevationsatii

denotes the elevation of satellite ii; and SNRsatii quantifies the SNR of satellite ii.
The diagonal elements that correspond to the UWB signals, on the other hand, are

reweighted by following an adaptation of a previous version of (11) that takes into account
the signal’s received signal strength indicator (RSSI) instead of the SNR. This equation is
described as:

f
(

elevationanchorjj
, RSSIanchor jj

)
= sin

(
elevationanchorjj

)−2
·10−

RSSIanchor jj
100 , (12)

where elevationanchorjj
denotes the elevation of anchor jj and RSSIanchor jj is the RSSI of the

signal received from anchor jj.
Note that the RSSI is an estimated measure of the power level of the incoming signal.

This parameter becomes smaller at larger distances, which intuitively matches the attenua-
tion behavior of the signals when travelling in space. This indicator, consequently, is used
to estimate how well a particular radio receiver will receive data from the transmitting
system.

Analogously to GNSS, the RSSI and elevation masks were applied to the UWB mea-
surements, which were tunable by the user according to the needs of the scenario.

When fusing different types of radio-based observables, the proper design of the mea-
surement covariance matrix is a crucial step, as unbalances in the measurement weighting
can lead to undesired biases in the result. Following the mentioned case of the fusing of
GNSS and UWB signals, since UWB signals offer a lower range of error uncertainty, they
have a higher impact on the measurement weighting. This may imply an improvement
compared to using just GNSS signals; however, any unexpected error in a UWB signal may
degrade the performance of the fusion, regardless of the quality of the GNSS signals.

3. Results

The following section shows and analyzes the real-world scenarios that were used to
test the implemented algorithm and the improvement on the addition of UWB technology
to the GNSS+IMU sensor fusion, especially for precision approaching and maneuvering.
These scenarios gather two of the main motorized transportation domains, such as maritime
and automotive and the particular complexities that make them considerably challenging
scenarios.

In every test, the setup of the equipment was composed in the following way: the
antennae (see Figure 4) were placed on the highest or (when not available) the best visibility
point of the vehicle (on the deck of the boat—see Figure 5; in the trunk of the car—see
Figure 6), while the corresponding receivers (the commercial off-the-shelf GNSS receiver
and the proprietary UWB receiver developed by CEIT-BRTA [29,30]), the reference high-
performance positioning system and the recording computer were located in the closest
covered and safe part of the vehicle (on the deck of the boat—see Figure 5; in the trunk of
the car—see Figure 6), to avoid damage to the devices.
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Moreover, the UWB anchors were placed within the limits of the measurement site
(Figure 9), to cover all the areas in which the vehicle could go through during its ma-
neuvers. The UWB anchors with good satellite visibility were located with the same
high-performance navigation system, applying real-time-kinematics (RTK) corrections
to the positioning algorithm, in order to obtain centimeter-level accuracy. If any anchor
was located in a low visibility location, it was located by rotating relative to the local X-Y
coordinates from known trustworthy coordinates to east–north–up (ENU) coordinates for
a later translation to ECEF absolute coordinates.

For the relative location of said anchors, the accurate position of the rest of the anchors
was used, as the solutions obtained from the RTK positioning were assumed to be accurate
enough. The ground truth, on the other hand, was obtained using the same high-performance
system, applying the required corrections to obtain an RTK centimeter-level position.

Between the installed sensors, two main groups should be distinguished. On the one
hand, the IMU acts as a device to measure and report the specific forces and angular rates of
the car. On the other hand, both GNSS and UWB act as range-based technologies which are
used by applying the principle of trilateration. Accordingly, these two radio technologies
will suffer similar degradation when lacking the line-of-sight (LOS) component of their
signals and when an excessive multipath is found. However, the use case-tailored geometry
and location of the UWB anchors allow the avoidance of part of the mentioned signal-
degrading effects, making this technology less likely to suffer from this error source.

3.1. Automotive

This measurement scenario is located at the technological park of Miramon, San Sebas-
tian, Spain. This suburban site is a suitable environment to check the performance of the
enhancement of a GNSS+IMU-based navigation system with the UWB technology since it
contains a complex urban canyon composed of a high building density zone followed by an
indoor part inside a garage, where abrupt maneuvers were performed to turn the car back to
the outside of the garage. This indoor area implies a challenge for the GNSS due to its lack of
satellite visibility and for the IMU due to the high accelerations. Accordingly, locating UWB
transmitting anchors around and inside said indoor area allows, first, a position accuracy
enhancement and then an indoor navigation where no GNSS coverage is found.

The analyzed measurements belong to the maneuvers performed with a commercial
five-seat car inside the UWB signal coverage zone, where the same procedure was repeated
for seven consecutive rounds. This procedure is as follows: The car in which the setup
was installed begins its operation when located at the convergence spot that can be seen
between anchors A0, A1, and A3 in Figure 7 or the start spot in Figure 7. After waiting for
approximately 30 s, the car initiates its operation towards the outside of the garage zone
(also the UWB signal coverage zone) at 4 m/s, only to maneuver outside and enter again
following the same path at the same velocity. Once in front of the garage’s entrance, the
car goes inside the indoor environment (close to 40 s without GNSS data available; see
Figure 8) until the imaginary edge forms the anchors A6 and A7, after which a reorienting
maneuver is performed to finish back at the starting point (start/end spot in Figure 7),
where it remains stationary for 15 s and the recording systems are paused.

An example of the representation of said maneuvers can be observed in Figure 8.
This figure shows the visibility of each UWB anchor in terms of the coverage range and
RSSI when these are read by the moving onboard tag. Accordingly, it can be seen how
the ranges correlate with the behavior explained in the previous paragraph: they remain
still for approximately 30 s, only to increase their value until the onboard tag decouples
from the last visible anchor. After having maneuvered outside of the garage area, the read
range values decrease (meaning that the car approaches their location), show a disturbance
related to the reorienting maneuver, and remain still for some seconds at the same value as
in the beginning, due to the same starting and ending locations of the testing car during
the measurement.
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The RSSI from the received signals shows a similar behavior; it is bigger at a shorter
distance between the transmitter anchors and receiver tag (with values between −79 dBm
and −97 dBm) and shows noise of less stable values when a clear LOS signal is not received.
Note that due to the fact that RSSI values seem to be noisier from −86 dBm, and become
noisier the lower the RSSI value, a RSSI mask has been defined at said −86 dBm.

Note that Figure 8 shows a UWB data gap between 15:01:20 and 15:03:20. This lack of
UWB corresponds to the period in which the car goes outside the UWB coverage zone and
maneuvers to proceed back inside the UWB coverage zone again. Moreover, it also shows
the 40 s period inside the indoor environment in which no GNSS data are available and in
which fast UWB range variations can be observed.

3.2. Maritime

The maritime scenario in which the algorithm was tested is a water inlet in the
industrial environment of the port of Bilbao, which is surrounded by ships and metal objects
that can affect the reception of both GNSS signals. This real environment was used to carry
out docking/undocking maneuvers and to test whether the UWB-based position accuracy
enhancement would fulfil the expectations set by the previous automotive scenario, given
the open shape of the transmitting anchor location over the port. Moreover, the advantages
of employing a tightly coupled algorithm were tested in this scenario. Note that the
L-shaped open geometry of the transmitting anchors does not allow the presence of more
than three contemporary usable observables continuously. This suboptimal geometry
(according to the literature, optimal geometries tend to have closed shapes. See [31–35]
for optimal geometry calculations) would generate complexities for a loosely coupled
algorithm, since this would require three contemporary signals to compute a position.
Nevertheless, the implemented tightly coupled algorithm fuses the available UWB signals
(signals with a time difference smaller than 0.3 seg from the GNSS timestamp) with GNSS
observables at every GNSS timestamp, allowing the use of even a single UWB signal.

The analyzed measurements belong to the docking/undocking maneuvers of an 18 m
long tugboat (provided by the local maritime authorities) that were performed inside the
UWB signal coverage zone, where the same procedure was repeated for five consecutive
rounds. This procedure is as follows: The ship on which the setup was installed began
its operation when located at the convergence spot (green spot) that can be seen between
anchors A1 and A2 in Figure 9 or the start spot in Figure 9. After waiting for approximately
60 s, the ship initiated its undocking operation towards the outside of the port (also the UWB
signal coverage zone), only to maneuver outside and enter again following an anticlockwise
circular path, all at a mean speed of 3 m/s. Once approaching the docking point, the ship
started decelerating in order to stop right at the starting spot (start/end spot in Figure 9).
Note that the docking maneuver was performed from the side where no UWB anchors
were located, leading to a later recoupling with the augmentation system.

In a similar way to the automotive scenario, an example of the representation of said
maneuvers can be observed in Figure 10. This figure shows the visibility of each UWB
anchor in terms of the coverage range and RSSI when these are read by the moving onboard
tag. Accordingly, it can be seen how the ranges correlate with the behavior explained in
the previous paragraph: they remain still for approximately 30 s, only to increase their
value until the onboard tag decouples from the last visible anchor. After having undocked,
while performing the docking maneuver, the read range values decrease (meaning that
the car approaches their location), show a disturbance related to the reorienting maneuver,
and remain still for some seconds at the same value as in the beginning, due to the same
starting and ending locations of the testing car during the measurement.

The RSSI from the received signals again shows a similar behavior; it is bigger at a shorter
distance between the transmitter anchors and receiver tag (with values between −80 dBm
and −106 dBm) and seems to be noisier at smaller values. In this case, the same −86 dBm
RSSI mask was employed in order to compute the results shown in the next section.



Remote Sens. 2024, 16, 911 14 of 20

Remote Sens. 2024, 16, x FOR PEER REVIEW  14  of  21 
 

 

60 s, the ship initiated its undocking operation towards the outside of the port (also the 

UWB signal coverage zone), only to maneuver outside and enter again following an anti-

clockwise circular path, all at a mean speed of 3 m/s. Once approaching the docking point, 

the ship started decelerating in order to stop right at the starting spot (start/end spot in 

Figure 9). Note that the docking maneuver was performed from the side where no UWB 

anchors were located, leading to a later recoupling with the augmentation system. 

 

Figure 9. Test scenario: suburban environment with surrounding metallic objects and buildings. L-

shaped distribution of the UWB anchors within the area. (Upper) Location of the anchors relative 

to the start/end position. (Lower) Location of the anchors and the ground truth in the test scenario. 

In a similar way to the automotive scenario, an example of the representation of said 

maneuvers can be observed  in Figure 10. This figure shows  the visibility of each UWB 

anchor  in  terms  of  the  coverage  range  and RSSI when  these  are  read  by  the moving 

onboard  tag. Accordingly,  it  can  be  seen  how  the  ranges  correlate with  the  behavior 

Figure 9. Test scenario: suburban environment with surrounding metallic objects and buildings.
L-shaped distribution of the UWB anchors within the area. (Upper) Location of the anchors relative
to the start/end position. (Lower) Location of the anchors and the ground truth in the test scenario.



Remote Sens. 2024, 16, 911 15 of 20

Remote Sens. 2024, 16, x FOR PEER REVIEW  15  of  21 
 

 

explained in the previous paragraph: they remain still for approximately 30 s, only to in-

crease their value until the onboard tag decouples from the last visible anchor. After hav-

ing undocked, while performing the docking maneuver, the read range values decrease 

(meaning that the car approaches their location), show a disturbance related to the reori-

enting maneuver, and remain still for some seconds at the same value as in the beginning, 

due to the same starting and ending locations of the testing car during the measurement. 

The RSSI from the received signals again shows a similar behavior; it is bigger at a 

shorter distance between the transmitter anchors and receiver tag (with values between 

−80 dBm and −106 dBm) and seems to be noisier at smaller values. In this case, the same 

−86 dBm RSSI mask was employed in order to compute the results shown in the next sec-

tion. 

 

Figure 10. Example of the visibility of UWB anchors in the maritime measurement. 

Note  that  Figure  10  shows  (analogously  to  Figure  8)  a UWB  data  gap  between 

10:27:32 and 10:34:19. This lack of UWB corresponds to the period between the undocking 

and the docking of the boat, in which the boat goes outside the UWB coverage zone and 

maneuvers to proceed back inside the UWB coverage zone again. Moreover, it can also be 

observed that, since this scenario offers a constant LOS component of every UWB signal, 

the measured ranges are significantly higher than in the previous scenario. However, this 

increase in range implies a significant reduction in the RSSI, decreasing its a priori relia-

bility. 

4. Discussion 

This  section  shows  and  analyzes  the  results  obtained when  applying  the  imple-

mented UWB-based augmentation to the GNSS+IMU tightly coupled Kalman filter. These 

results were obtained after processing the data collected in the measurements explained 

in Section 3. It should be noted  that the computation of the performance of  this sensor 

fusion approach was  limited  to  the coverage  region of  the UWB  transmitting anchors, 

which were deployed only where precision maneuvering was needed. Not only was this 

carried out due to the available resources, but because of the economical limitation of this 

approach. Even though the performance of this technological approach significantly out-

performs the GNSS+IMU fusion in terms of accuracy and overall availability, the cost in-

creases proportionally to the number of anchors to be deployed. Accordingly, since com-

mercial off-the-shelf UWB systems provide a limited coverage outdoors (<30 m of radius), 

Figure 10. Example of the visibility of UWB anchors in the maritime measurement.

Note that Figure 10 shows (analogously to Figure 8) a UWB data gap between 10:27:32
and 10:34:19. This lack of UWB corresponds to the period between the undocking and the
docking of the boat, in which the boat goes outside the UWB coverage zone and maneuvers
to proceed back inside the UWB coverage zone again. Moreover, it can also be observed that,
since this scenario offers a constant LOS component of every UWB signal, the measured
ranges are significantly higher than in the previous scenario. However, this increase in
range implies a significant reduction in the RSSI, decreasing its a priori reliability.

4. Discussion

This section shows and analyzes the results obtained when applying the implemented
UWB-based augmentation to the GNSS+IMU tightly coupled Kalman filter. These results
were obtained after processing the data collected in the measurements explained in Section 3.
It should be noted that the computation of the performance of this sensor fusion approach
was limited to the coverage region of the UWB transmitting anchors, which were deployed
only where precision maneuvering was needed. Not only was this carried out due to the
available resources, but because of the economical limitation of this approach. Even though
the performance of this technological approach significantly outperforms the GNSS+IMU
fusion in terms of accuracy and overall availability, the cost increases proportionally
to the number of anchors to be deployed. Accordingly, since commercial off-the-shelf
UWB systems provide a limited coverage outdoors (<30 m of radius), the cost increase of
deploying UWB anchors all over the vehicle’s route would make this approach unsuitable
for some applications. Moreover, the accurate absolute positioning of each anchor may
become a time-consuming task, which would significantly increase the cost if the UWB
anchors were deployed all over the vehicle’s route.

The computation of the error was performed by comparing the calculated solution’s
position with the ground truth’s coordinates with the closest time value. As the output data
rate of this ground truth was ten times higher than the one of the developed navigation
algorithm, a maximum time error of 0.1 s could be suffered and, thus, added to the
computed error.



Remote Sens. 2024, 16, 911 16 of 20

The tables in the following subsections summarize the results of the multiple measure-
ment rounds performed in the test sites described in Section 3. The first table in every set
evaluates each of the performed rounds in terms of the horizontal error, which is divided
into the minimum, mean, and maximum values, together with its variance and 95th per-
centile. Moreover, the second table of every set shows the improvement ratio introduced
by the UWB-based augmentation.

4.1. Automotive

The following Table 2 shows the improvement introduced when applying UWB tech-
nology as an augmentation system to be used during precision approaching or maneuvers
in the automotive domain, and its comparison with the performance of a navigation system
is based only on a low-cost GNSS receiver and a low-cost IMU. As mentioned, these mea-
surements consist of seven consecutive rounds to ensure repeatability. Due to the fact that
this scenario includes an indoor environment with no GNSS signal coverage (see Figure 8),
the indoor maneuvering is based on the dead reckoning of the IMU for the GNSS+IMU
approach and a tightly coupled UWB+IMU for the UWB-augmented approach.

Table 2. Horizontal positioning error obtained from the automotive test campaign. (Upper) Absolute
results; (Lower) improvement due to the introduction of UWB technology.

Scenario Name
Horizontal Error (HPE) [m] # of

solutions

Min. Mean Max. Variance 95%

GNSS_IMU—Round 1 3.29 7.4 10.6 0.98 8.48 328

GNSS_IMU_UWB—Round 1 0.26 0.3 0.51 0.05 0.34 328

GNSS_IMU—Round 2 6.32 6.66 7.5 0.09 7.33 61

GNSS_IMU_UWB—Round 2 0.29 0.33 0.56 0.002 0.45 61

GNSS_IMU—Round 3 3.24 5.88 8.71 0.8 7.58 308

GNSS_IMU_UWB—Round 3 0.26 0.43 0.52 0.003 0.47 308

GNSS_IMU—Round 4 3.95 6.01 7.52 0.62 7.31 219

GNSS_IMU_UWB—Round 4 0.24 0.27 0.39 0.0004 0.3 219

GNSS_IMU—Round 5 3.4 5.91 10.39 1.84 8.87 435

GNSS_IMU_UWB— Round 5 0.27 0.36 0.8 0.001 0.39 435

GNSS_IMU—Round 6 3.87 5.37 7.06 0.56 6.8 213

GNSS_IMU_UWB—Round 6 3.87 4.7 8.2 0.3 5.49 213

GNSS_IMU—Round 7 4.35 7.74 16.7 8.22 12.34 106

GNSS_IMU_UWB—Round 7 0.39 1.56 1.93 0.11 1.81 106

Improvement due to UWB
Horizontal Error (HPE) [m] # of

solutions

Min. Mean Max. Variance 95%

Round 1 92% 96% 95% 95% 96% 0%

Round 2 95% 95% 93% 98% 94% 0%

Round 3 92% 93% 94% 100% 94% 0%

Round 4 94% 96% 95% 100% 96% 0%

Round 5 92% 94% 92% 100% 96% 0%

Round 6 0% 12% −16% 46% 19% 0%

Round 7 91% 80% 88% 99% 85% 0%
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For the sake of an easier understanding, the discussion on the results is mainly pre-
sented in the second table (Table 2), which shows the improvement of the GNSS+IMU+UWB
system against the GNSS+IMU one. This table provides an easier way of understanding
the results since it shows the ratio between the postprocessed results round by round and
uses a color coding that emphasizes the observed phenomenon. Accordingly, a green cell
denotes a reduction in the horizontal positioning error (HPE), a red cell denotes an increase
in the HPE, and the colorless cell denotes no change in the HPE. Note that every value in
the “# solutions” column shows no variation from the introduction of UWB technology
since there was no epoch without GNSS coverage that required more observables to be able
to compute a solution.

Accordingly, by checking the color code (Table 2), at a first glance the reduction in the
HPE is obvious since every cell shows a reduction except for that from round 6, where an
increase in the maximum error can be observed. Nevertheless, this increase in the peak
maximum error comes with a reduction in the 95th percentile error and a reduction in the
variance, which implies an overall reduction in the distance of the highest error values
from the mean. The lowest value remains unchanged at 3.87 m.

Moreover, going into the numerical values, a significant reduction in the HPE can be
observed, up to 96% of the mean, and even 100% (rounded periodic decimal of 99.9%).
This significant reduction represents an order of magnitude reduction in 5 out of 7 rounds,
reaching a submeter accuracy; and an accuracy of almost below 50 cm in 4 out of 7 rounds
(rounds 1 to 4). In this way, the introduction of UWB as an augmentation system caused an
overall significant reduction in the HPE and helped avoid the long dead reckoning stage
of the IMU inside the GNSS signal-lacking zone (inside the garage). Note that this dead
reckoning of the IMU, even if it generates a continuous stream of solutions where there are
no GNSS data available, accumulates an error that increases with time until new ranging
data are received.

4.2. Maritime

The following tables show the improvement introduced when applying UWB tech-
nology with suboptimal geometry as an augmentation system to be used during precision
approaching or maneuvers in the maritime domain, and its comparison with the perfor-
mance of a navigation system is based only on a low-cost GNSS receiver and a low-cost
IMU. As mentioned, these measurements are composed of five consecutive rounds in order
to be able to draw meaningful conclusions.

Note that the previously described criterion for understanding the table is still valid
for the above in Table 3. Accordingly, a green cell denotes a reduction in the horizontal
positioning Error (HPE), a red cell denotes an increase in the HPE, and a colorless cell
denotes no change in the HPE. Analogously to what is seen in Table 2, it can be seen
that every value in the “# solutions” column shows no variation from the introduction of
UWB technology, since there was no epoch without GNSS coverage that required more
observables to be able to compute a solution (see Figure 10).

Regarding the accuracy, an improvement of 51–98% can be observed in the minimum
HPE which, together with the improvement of the maximum HPE of up to 52%, causes an
improvement of the mean HPE up to 88% (Table 3). Note that the reduction in the mean
HPE may imply a reduction in the overall accuracy of the solution, but when this reduction
is added to the reduction in the error variance, it can be concluded that not only were the
error peaks reduced, but also the overall distribution of the error, which led to a higher
convergence of the error towards the ground truth.

Moreover, note that the introduction of UWB allows the implemented navigation
system to be used as an in-port maritime navigation system since the sub-10-meter accuracy
requirement set by [24,36] is fulfilled 100% of the time.
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Table 3. Horizontal positioning error obtained from the maritime test campaign. (Upper) Absolute
results; (Lower) improvement due to the introduction of UWB technology.

Scenario Name
Horizontal Error (HPE) [m] # of

solutions

Min. Mean Max. Variance 95%

GNSS_IMU—Round 1 1.82 11.11 13.76 8.46 13.53 1090

GNSS_IMU_UWB—Round 1 0.05 3.22 6.58 4.5 6.22 1090

GNSS_IMU—Round 2 6.9 8.02 10.99 0.79 10.09 999

GNSS_IMU_UWB—Round 2 0.14 0.97 7.57 0.78 2.12 999

GNSS_IMU—Round 3 1.76 3.3 8.79 2.97 7.51 699

GNSS_IMU_UWB—Round 3 0.21 1.11 6.62 0.39 1.73 699

GNSS_IMU—Round 4 0.35 1.9 4.25 0.66 3.63 1094

GNSS_IMU_UWB—Round 4 0.17 0.68 4.25 0.14 1.23 1094

GNSS_IMU—Round 5 0.37 2.47 4.31 0.33 3.36 3998

GNSS_IMU_UWB—Round 5 0.03 0.67 3.69 0.1 1.08 3998

Improvement Due to UWB
Horizontal Error (HPE) [m] # of

solutions

Min. Mean Max. Variance 95%

Round 1 97% 71% 52% 47% 54% 0%

Round 2 98% 88% 31% 1% 79% 0%

Round 3 88% 66% 25% 87% 77% 0%

Round 4 51% 64% 0% 79% 66% 0%

Round 5 93% 73% 14% 70% 68% 0%

5. Conclusions

This paper confirmed the suitability of UWB observables as an augmentation system
for a GNSS+IMU-based navigation system that can be used for precision approaching or
maneuvering. Accordingly, the feasibility of said sensor fusion was proven and discussed,
as a continuation of the work found in the literature mentioned in the introduction.

Moreover, this sensor fusion was tested in a dynamically changing real-world sce-
narios, proving not only that the proposed GNSS+IMU+UWB algorithm works and is
valid for everyday use, but also that it significantly improves the commonly employed
GNSS+IMU algorithm when employed with low-cost systems in challenging scenarios.
This improvement becomes clear in the results shown in the tables in Section 4, where
the mean reduction in the HPE reaches 72% for the automotive domain and 80% for the
maritime domain. Furthermore, the employed fusion allowed submeter accuracy to be
reached for five out of seven measurements in the automotive domain and three out of five
measurements in the maritime domain.

Furthermore, two different UWB anchor geometries were tested in the mentioned
real-life environments: an open geometry one and a closed one. Even though the studies in
literature show that the optimal placement of transmitting UWB anchors is a closed shape
for standalone UWB positioning, when this is employed as an augmentation system for
another ranging technology such as GNSS, a suboptimal open UWB anchor geometry is
still valid when observing improvements in the solution’s accuracy.

In conclusion, the implemented sensor fusion allowed the achievement of a decrease of
an order of magnitude with respect to the one provided by low-cost GNSS+IMU commercial
systems, regardless of the means of transport or the scenario.

Further research will explore, on the one hand, the use of the proposed sensor fusion
for other transportation domains, such as the railway. On the other hand, the possibility of



Remote Sens. 2024, 16, 911 19 of 20

employing other low-cost sensors to improve the capabilities of navigation systems will
be explored. Afterwards, having ensured improvements in accuracy and continuity, the
integrity aspect of this (or future) multisensor approach will be studied. In this context, the
definition of tailored protection levels will be carried out. For this purpose, individual and
common approaches will be studied for the different means of transport.
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