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Abstract

:

Frequency synchronization error, as one of the inevitable technical challenges in distributed synthetic aperture radar (SAR), has different impacts on different SAR systems. Multi-monostatic SAR is a typical distributed configuration where frequency synchronization errors are tiny in distributed airborne and low earth orbit (LEO) SAR systems. However, due to the long time delay and long synthetic aperture time, the imaging performance of a multi-monostatic geosynchronous (GEO) SAR system is affected by frequency oscillator errors. In this paper, to investigate the frequency synchronization problem in this configuration, we firstly model the echo signals with the frequency synchronization errors, which can be divided into fixed frequency errors and random phase noise. Secondly, we talk about the impacts of the two kinds of errors on imaging performance. To solve the problem, we thirdly propose an autofocus back-projection (ABP) algorithm, which adopts the coordinate descent method and iteratively adjusts the phase error estimation until the image reaches its maximum sharpness. Based on the characteristics of the frequency synchronization errors, we further propose the Node ABP (NABP) algorithm, which greatly reduces the amount of storage and computation compared to the ABP algorithm. Finally, simulations are carried out to validate the effectiveness of the ABP and NABP algorithms.
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1. Introduction


Geosynchronous synthetic aperture radar (GEO SAR) operates on a geosynchronous orbit at a height of approximately 36,000 km [1], which has the advantages of a short revisit period (from a few hours to a day) and a wide coverage area (more than 2000 km) compared with the traditional low earth orbit (LEO) SAR and, therefore, has a significant potential for application in disaster prevention and mitigation, including floods and geologic hazards [2,3,4].



As an extension of monostatic GEO SAR, the concept of the bistatic and distributed GEO SAR system has been proposed in recent years. In addition to significantly cutting down on imaging time, cooperative efforts between several GEO satellites hold considerable promise for applications like tomography and three-dimensional deformation inversion [5]. The Geosynchronous SAR for Earth Monitoring by Interferometry and Imaging (GEMINI) system was proposed by A.M. Guarnieri in 2012. It forms an interferometric formation using one or more pairs of GEO satellites and is capable of interferometry and continuous time coverage [6]. Then, in 2015, he proposed the Advanced Radar Geosynchronous Observation System (ARGOS), which utilizes the cooperative work of multiple along-track GEO satellites and can greatly reduce the imaging time [7]. In 2020, Hu et al. proposed two bistatic/multistatic concepts, which can achieve SAR tomographic tasks and three-dimensional deformation inversion tasks [8].



The distributed SAR system will introduce frequency synchronization errors due to the inconsistency of the frequency sources among separate platforms [9,10]. There exist two kinds of configurations in a distributed SAR system: the first is the multi-monostatic configuration, where  N  stations contribute to  N  phase centers [11,12]; the second is the bistatic configuration, where  N  stations contribute to   N   N − 1   / 2   phase centers [13]. In the bistatic configuration, frequency synchronization errors are caused by inconsistencies in the frequency sources of the separated transmitter and receiver. The errors affect every echo signal thus destroying coherence between echoes. However, in the multi-monostatic configuration, each station transmits and receives echoes independently, so frequency synchronization error caused by several monostatic stations only affects the connections between stations.



Existing studies on frequency synchronization errors are all based on the bistatic airborne platforms or low-orbit spaceborne platforms, and some conclusions have been drawn [14,15,16,17]. Weiss points out that the requirement for frequency stability of the oscillator is related to the purpose of the specific application, and the longer the required coherent processing time, the higher the requirement for stability [10]. Y.Z. classified the frequency synchronization errors into fixed errors and random errors and analyzed the effects of frequency synchronization errors on imaging performance as well as interferometric performance [18]. Common solutions to frequency synchronization errors are direct signal synchronization [19,20,21], duplex links synchronization [15,22,23], and autonomous estimation synchronization [9]. Direct signal synchronization requires that the receiver antenna be located in the illuminated area, thus limiting its applications. Meanwhile, duplex links synchronization requires specific communication links, which would increase the complexity and cost of the system. Autonomous estimation based on phase error estimation techniques, such as autofocus algorithm and multisquint processing, plays an important role in frequency synchronization [24,25]. However, the quality and quantity of available measurements for residual phase errors in the SAR image have a significant impact on the estimated quality [24,26].



While attention has been paid to the bistatic configuration, there has been little analysis and discussion of the frequency synchronization problems of the multi-monostatic configuration, where frequency synchronization errors mainly affect the connections. In existing distributed airborne and LEO SAR systems, the phase errors in connections are too tiny to affect imaging. In the GEO SAR field, because the orbital altitude is two orders of magnitude higher than that of LEO SAR, resulting in echo delays and synthetic aperture times also two orders of magnitude higher, the phase error caused by frequency synchronization errors will be different [27]. Moreover, Z.H. and Y.L. analyzed the impact of frequency oscillator errors on GEO SAR imaging performance, and the results showed that the phase noise of the oscillator caused azimuthal shift, main flap widening, and integrated sidelobe level ratio (ISLR) deterioration in the SAR image [28,29]. A similar effect exists in the multi-monostatic configuration. Since it is also caused by the instability of the frequency oscillator errors, we also consider this effect as a result of the frequency synchronization error.



To address this issue, we investigate the multi-monostatic GEO SAR system, analyze the impact of frequency synchronization errors on imaging, and design an effective synchronization scheme. Due to long time delay of pulse return and long synthetic aperture time, the imaging performance of monostatic GEO SAR system is affected by frequency oscillator errors. In the multi-monostatic configuration, the effect of random phase noise is reduced because of the shortened synthesis aperture time. The effect of fixed frequency errors increases dramatically due to the coherence of echoes at the connections to be maintained. The back-projection (BP) imaging algorithm was chosen for the imaging process because of its adaptability to complex trajectories and higher imaging accuracy [30], which is more in line with the task requirements of distributed systems. We propose the autofocus BP (ABP) algorithm to eliminate the effects of frequency synchronization errors, which iteratively adjusts the phase error estimation until the image reaches its maximum sharpness [31,32,33]. Furthermore, based on the characteristics of the effect of frequency synchronization errors, we are able to improve the ABP algorithm to be able to maintain the imaging performance of the system while reducing the amount of storage and computation.



The structure of this article is as follows. In Section 2, we modeled the echo signal with frequency synchronization errors in the multi-monostatic GEO SAR system. In Section 3, we analyzed the influence of phase errors caused by frequency synchronization errors on GEO SAR imaging performance. In Section 4, we proposed the ABP and Node ABP (NABP) algorithm to solve the phase errors, and some simulations were conducted to verify the effectiveness of ABP and NABP for frequency synchronization. Finally, we gave our conclusions in Section 5.




2. Signal Model


2.1. Frequency Error Model


According to the different forms of the oscillator errors, the time-varying frequency model of the oscillator can be expressed as


   f  o s c    t  =  f  o s c   + Δ  f  o s c   + b ⋅ t +  n  o s c    t   



(1)




where    f  o s c     is the nominal frequency of the oscillator, and   Δ  f  o s c     is the initial frequency offset between the actual frequency and the nominal frequency.   b ⋅ t   is the linear frequency drift due to component aging and other factors, which is usually measured in days, months, and years, and is an important indicator of the long-term frequency stability. Considering that even with GEO SAR, the working time is usually measured in minutes or hours, the effect of linear frequency drift   b ⋅ t   is generally not considered during working time.    n  o s c    t    is a random process modeling frequency noise, which can be calculated from the following equation [34,35]:


   n  o s c    t  =  1  2 π     d  φ e   t    d t    



(2)




where    φ e   t    denotes a random process modeling phase noise associated with random frequency fluctuations.



Frequency oscillator quality is often described in terms of frequency stability. In practical engineering applications, the frequency stability is always described by the average change rate over a time interval   Δ t  , as follows [35]:


   y ¯    Δ t   =   ϕ   t + Δ t   − ϕ  t    2 π  f  o s c   Δ t    



(3)







Typically, random phase noise    φ e   t    is modeled as a second-order stationary stochastic process, which is described by the Allen variance in the time domain and the power spectral density    S φ    T S      f    in the frequency domain. The power-law model proposed can model common phase noise types, as follows:


   S φ    T S      f  = a  f  − 4   + b  f  − 3   + c  f  − 2   + d  f  − 1   + e  



(4)




where coefficients   a − e   describe contributions from random walk frequency noise, flicker frequency noise, white frequency noise, flicker phase noise, and white phase noise, respectively.    S φ    T S      f    describes the one-sided spectral density of phase fluctuations in units of radians squared per Hertz bandwidth at frequency  f  from the carrier frequency. Table 1 gives the typical phase noise coefficients of an oscillator used in the spaceborne SAR system, and the power spectral density function is shown in Figure 1. For ease of analysis, the one-sided power spectrum density    S φ   f    is generally used, which is written as


   S φ   f  =     2  S φ    T S      f  , f > 0     0 , f < 0      



(5)







In a distributed SAR system, the instantaneous frequency    f n   t    of the  n -th station can be written as


   f n   t  =  f 0  + Δ  f n  +  n n   t  , n = 1 , 2 , ⋯ , N  



(6)




where    f 0  = m ⋅  f  o s c     is the center frequency of the system, and   Δ  f n  = m ⋅ Δ  f  o s c , n     is the initial frequency offset of the  n -th station.    n n   t    is the random frequency noise caused by phase noise    φ n   t   , and    φ n   t  = m ⋅  φ e   t   .   m =  f 0  /  f  o s c     is the ratio of the system center frequency to the nominal oscillator frequency.




2.2. Echo Signal Model


The multi-monostatic configuration to be discussed in this paper is depicted in Figure 2. We assume that all the  N  distinct satellites are in the same orbit and fly in an along-track formation. Each radar only receives the echo data backscattered from the irradiated terrain of its own electromagnetic waves, and the echo data received by the satellites can be spliced into a complete piece of echo data without overlap and missing. To achieve the same azimuth resolution, the synthetic aperture time of the monostatic GEO SAR system is  N  times that of the multi-monostatic GEO SAR system.



To obtain an analytical expression, we assume that the radar signal is a general linear frequency modulation (LFM) signal. The ideal echo of the  n -th station can be expressed as


   s n    τ , t   =  σ P   ω r    τ −  τ  n d      ω a   t  exp   j 2 π  f 0    τ −  τ  n d       exp   j π  K r      τ −  τ  n d      2     



(7)




 τ  and  t  denotes the fast time and the slow time, respectively.    ω r   ⋅    and    ω a   ⋅    are the range and azimuth window function, respectively.    τ  n d     denotes the time delay of the  n -th radar,    σ P    is the scattering coefficient of the target  P ,  c  represents the velocity of light, and    K r    indicates the chirp rate.



Under ideal circumstances, after demodulation by the local oscillator signal   exp   − j 2 π  f 0  τ     and pulse compression, the signal of the  n -th station is given by


   s  n , m c     τ , t   =  σ P   ω a   t   sinc    B   τ −  τ  n d       exp   − j 2 π  f c   τ  n d      



(8)




where   B =  T p  K   is the frequency bandwidth, and    T p    indicates the chirp duration.



When frequency oscillator errors are taken into account, the echo of the  n -th station can be rewritten as


    s ˜  n    τ , t   =  σ P   ω r    τ −  τ  n d      ω a   t  exp   j π  K r      τ −  τ  n d      2    exp   j 2 π    ∫ 0  t −  τ  n d       f n   ζ  d ζ    + j  φ  n 0      



(9)




   φ  n 0     is the initial phase.



After demodulation by the local oscillator signal   exp   j 2 π    ∫ 0 t    f n   ζ  d ζ    + j  φ  n 0       and pulse compression, the signal of the  n -th station can be rewritten as


      s ˜   n , m c     τ , t   =  σ P   ω a   t   sinc    B   τ −  τ  n d       exp   − j 2 π  f 0   τ  n d         ⋅ exp   j   − 2 π Δ  f n   τ  n d   +  φ n    t −  τ  n d     −  φ n   t         



(10)




where    φ n   t  =    ∫ 0 t   2 π  n n   ζ  d ζ      is the phase noise of the  n -th frequency oscillator. Comparing Equations (10) with (8), we find that the second exponential term is the phase error due to the frequency synchronization error. Phase error term of the  n -th station is given by


   ϕ n   t  = − 2 π Δ  f n   τ  n d   +  φ n    t −  τ  n d     −  φ n   t   



(11)







According to Equation (11), the phase error can be divided into two components: deterministic error caused by   Δ  f n    and random error caused by    n n   t   . In the next section, we analyze these two items separately.





3. Analysis of Phase Error Effect


In this section, we analyze the influence of deterministic phase error and random phase error on the imaging performance of the distributed GEO SAR system. Experimental simulation results are then given. Typical orbital elements and system parameters for GEO SAR system are given in Table 2 and Table 3, respectively. According to the given parameters of GEO SAR satellite, the effective velocity is   v ≈ 847.6    m / s   , the squint angle is    θ  s q   = 30 °  , the equivalent synthetic aperture time of the monostatic GEO SAR system is    T a  = N  T s  = 1050    s   , the slant range is   R ≈ 36 , 571    km   , and the corresponding pulse delay is    τ  n d   ≈ 0.244    s   . The SAR system uses oscillators with a nominal frequency of    f  o s c   = 10    MHz   , so the multiplication factor is   m =  f 0  /  f  o s c   = 125  .



3.1. Deterministic Error


Using    t c  = 0   for the center time, the instantaneous slant range    R n   t    can be expressed as


   R n   t  ≈  R  n , c   − v sin  θ  s q   t +  1 2     v 2    cos  2     θ  s q        R  n , c      t 2   



(12)




   R  n , c     is the slant range when   t =  t c  = 0  . GEO SAR has a long synthetic aperture time, in which case the trajectory is curved, and the slant range history needs to be modeled as a higher-order polynomial, typically a fourth-order function. However, the coefficients of the higher-order terms are too small to have an effect on the analysis of the frequency errors. So, we still use the common second-order slant range model as an approximation.



We assume that the slant ranges are approximately equal at the moments of signal transmission and reception, which ignores the position change caused by the radar’s motion during the time delay. Then, the time delay of the  n -th radar can be expressed as


   τ  n d   ≈   2  R n   t   c   



(13)







According to Equations (11)–(13), the deterministic error term    ϕ  n d    t    can be expressed as the sum of a constant term, a linear term, and a quadratic term, as follows:


     ϕ  n d    t    = − 2 π Δ  f n   τ  n d   = − 4 π Δ  f n   R n   t  / c         ≈ − 4 π Δ  f n     R  n , c    c  + 4 π Δ  f n    v sin  θ  s q    c  ⋅ t − 2 π Δ  f n     v 2    cos  2     θ  s q       c  R  n , c     ⋅  t 2     



(14)







To achieve good imaging, it is generally required that the phase error of adjacent pulses has to satisfy      ϕ e    ≤ π / 4  , and the total phase error in the synthetic aperture time has to satisfy      ϕ e    ≤ π / 4   [36]. In a monostatic SAR system, the constant phase error will not have an impact on the imaging. Linear phase error only results in an azimuthal shift of the image, which does not affect the image quality [37]. Quadratic and higher-order phase errors are the main cause of image defocusing [38,39]. It is generally required to keep the quadratic phase error within   π / 4  , which will result in less than 2% main lobe broadening [15]. So, we have


    2 π Δ  f n     v 2    cos  2     θ  s q        R  n , c   c   ⋅        T a   2     2    ≤  π 4   



(15)




and then


    Δ  f n    ≤    R  n , c   c   2  v 2     T a   2    cos  2     θ  s q        



(16)




with the aforementioned system parameters, the calculation yields     Δ  f n    ≤ 9234.4    Hz   . According to Equation (3), the following can be obtained:


   y ¯     T a    =      ϕ  n d     t +  T a    −  ϕ  n d    t    / m   2 π  f  o s c    T a    =     − 2 π Δ  f n   T a  / m     2 π  f  o s c    T a    =     Δ  f n    m ⋅  f  o s c       ≤ 7.39 ×   10   − 6    



(17)




This requirement for frequency oscillator is easily met in current spaceborne SAR systems.



In the multi-monostatic GEO SAR discussed in this paper, each radar can be considered as a sub-aperture of the complete aperture. For signal processing, the echoes are spliced to obtain the complete echo signals after being received by each radar of the multi-monostatic GEO SAR. In this case, all three items of Equation (14) have an effect on image focusing. With the simulation parameters given in this paper, the linear and quadratic terms are very tiny compared to the constant term and can be neglected, so the instantaneous slant range can be replaced by the slant range at the center moment, which is    R  n , c    . The deterministic phase error present in the  n -th echoes block at this point can be expressed as


   ϕ  n d    t  = − 4 π Δ  f n     R n   t   c  ≈ − 4 π Δ  f n     R  n , c    c   



(18)




which is determined by the deviation of the actual frequency of the frequency source from the nominal frequency.



In order to discuss the effect of segmentation constant phase errors on imaging quality, we conducted a series of simulation experiments. The simulation experiments use the same parameters listed in Table 2 and Table 3, with the difference that we reduced the ten platforms to two, which can be called bi-monostatic GEO SAR, to better observe the effect of the segmentation constant errors. The phase error of the first echoes block is set to 0, and the phase error of the second echoes block is Δf. Setting Δf to different values, the simulation results are shown in Figure 3 and Table 4.



The simulation shows that the main effect of this phase error is the rise in the sidelobes’ levels, which produces a false target, accompanied by a slight narrowing of the main lobe and a shift in azimuthal direction. When the phase error of the two echoes blocks is π, the first sidelobe is elevated to the position of the main lobe, resulting in the production of two almost identical targets with a −3 dB bandwidth spread of 13.11 m. When the phase error is less than π/2, the azimuthal resolution is unchanged with a slight narrowing of the primary flap and an elevation of the first sidelobe, but not exceeding −3 dB. However, too high a level of the sidelobe undoubtedly has a great impact on the image quality.



For this segmented constant phase error, we can take the threshold mentioned above: the phase error between neighboring echoes should be limited with π/4. Based on the above analysis, it is reasonable to use the threshold of π/4. In more precise cases, π/8 can be used as the threshold.



If the phase error is required to be limited to π/4, in the worst case, two neighboring radars have opposite frequency deviations, resulting in a phase error at the echoes block junction that is greater than π/4 even though the deterministic phase error of each radar is less than π/4. Therefore, to be on the safe side, we limit the phase error of each radar to be less than π/8, so that even if the frequency deviations of the neighboring radars are opposite, the difference in the phase error of the neighboring echoes can be controlled to be π/4 or less. So, we have [15]


       ϕ  n d    t      max   =   4 π Δ  f n     R  n , max    c    ≤  π 8   



(19)




and then


    Δ  f n    ≤  c  32  R  n , max     ≈  c  32  R  n , c      



(20)







The calculation yields     Δ  f n    ≤ 0.26    Hz   . Then, the frequency stability can be calculated as


   y ¯     T s    =      ϕ  n d     t +  T s    −  ϕ  n d    t    / m   2 π  f  o s c    T s    =     − 2 π Δ  f n   T s  / m     2 π  f  o s c    T s    =     Δ  f n    m ⋅  f  o s c       ≤ 2.1 ×   10   − 10    



(21)







This is a much higher requirement than Equation (17) and is not so easy to fulfill. The limitation derived from Equation (20) is essentially generalizable in the multi-monostatic configuration of the GEO SAR system because it is mainly determined by the slant range, which is not significantly different in the GEO SAR system. In this case, the higher the carrier frequency, the higher the requirements for frequency stability. Currently, higher frequency bands are being explored for the GEO SAR system, which makes higher demands on frequency synchronization.



To observe the influence of the deterministic phase error on SAR imaging, we conduct the multi-monostatic GEO SAR imaging simulations for a ground point target using the back-projection (BP) algorithm. The simulation parameters are listed in Table 2 and Table 3. The ground range resolution is 4.97 m and azimuth resolution is 4.98 m.



Figure 4 and Figure 5 and Table 5 show the results and performance of multi-monostatic GEO SAR with a series of frequency synchronization errors. Figure 4a–c show BP images with frequency errors of   Δ  f n  = ± 0.26    Hz   ,   Δ  f n  = ± 0.5    Hz   , and   Δ  f n  = ± 1    Hz   , respectively. The errors are set according to the rule that neighboring radars have the same absolute value and opposite signs of error, such as   Δ f = { 0.26 , − 0.26 , 0.26 , ⋯ , − 0.26 }    Hz   . This rule maximizes the phase error between neighboring radars. Figure 4a compares their azimuth profiles with an ideal azimuth profile. We can see that as   Δ  f n    increases, the sidelobes’ levels rise. When   Δ  f n  = ± 0.26    Hz   , meaning that the maximum phase error between neighboring echoes is exactly   π / 4  , a clear elevation of the sidelobe level can be seen, but the effect on the imaging results is small. When   Δ  f n  = ± 0.5    Hz   , meaning that the maximum phase error between neighboring echoes is   π / 2  , the sidelobes’ levels are so high that false targets begin to appear in the imaging results. When   Δ  f n  = ± 1    Hz   , which means the maximum phase error is  π , the target point splits into two indistinguishable points, causing enormous damage to the imaging.



Figure 4d–f show BP images with frequency errors of     Δ  f n    ≤ 0.5    Hz   ,     Δ  f n    ≤ 1    Hz   , and     Δ  f n    ≤ 2    Hz   , respectively. The error for each radar in the multi-monostatic system is a random value within a range, which is a more realistic situation. Figure 5b compares their azimuth profiles with an ideal azimuth profile. Note that the image deviation caused by the large frequency error is neglected for a better comparison of the azimuthal profiles. As the error limit increases, which means the frequency stability decreases, the sidelobe interference and the image degradation worsens. When     Δ  f n    ≤ 2    Hz   , multiple sidelobes’ levels are almost as high as the main lobe level that the real target cannot be distinguished.



In order to quantitatively evaluate the effect of the error, we calculated the Impulse Response Width (IRW), Peak Sidelobe Level Ratio (PSLR), and integrated sidelobe level ratio (ISLR) of the above imaging results, as shown in Table 4. As the frequency synchronization error increases, the deterioration of the performance parameters is significant.




3.2. Random Error


According to Equation (11), random error    ϕ  n e    t    caused by the oscillator noise can be written as


   ϕ  n e    t  =  φ n    t −  τ  n d     −  φ n   t   



(22)







The power spectral density function of the random error can be written as


     S   ϕ n     f    =    exp   − j 2 π f  τ  n d     − 1   2   S   φ n     f          = 4  m 2   sin 2    π f  τ  n d      S φ   f          = 2  m 2   S φ   f    1 − cos   2 π f  τ  n d          



(23)







For different SAR systems, the impact caused by phase noise mainly depends on the time delay. Figure 6 shows the power spectrum density functions of random phase noise for GEO SAR and LEO SAR (the time delay is    τ d  = 6.7   ms  ). The shorter slant range of the LEO SAR system results in a smaller time delay, which in turn enables     sin  2    π f  τ  n d       to have a suppression effect on the low-frequency noise. As the orbital altitude increases, the time delay increases and the low-frequency suppression decreases. The expression of the spectrogram contains the cosine term, which varies periodically, and when     f  τ  n d       is sufficiently large, the spectrum will have the sidelobe.



Phase noise can be decomposed into linear phase, quadratic phase, and high-frequency phase, leading to azimuthal offset, main flap widening, and integrated sidelobe level ratio (ISLR) deterioration in the SAR image, respectively. The azimuthal offset is negligible for the system resolution. Main flap widening is quantified by analyzing the variance of the quadratic phase error (QPE) over synthetic aperture time, which can be calculated from [15,40]


   σ   φ  e 2    2  =  m 2        π  T s   2     4     ∫ 0   1   T s        f 4    sin  2    π f  τ  n d      S φ   f  d f     



(24)







The contribution of high-frequency phase noise to the ISLR of an SAR image can be expressed as follows:


    ISLR   osc   = 4  m 2     ∫  1 /  T s   ∞     sin  2    π f τ    S φ   f  d f     



(25)







Figure 7a,b illustrate variation curves of the standard deviation of QPE and ISLR caused by high-frequency phase noise. In our multi-monostatic configuration, synthetic aperture time is reduced to   1 / N   of the monostatic system for the same resolution requirement, which leads to a significant reduction in the influence of phase noise. According to the simulation parameters in Table 2 and Table 3, the synthetic aperture time of the multi-monostatic system is 105 s, where the corresponding QPE is 0.04 rad and the ISLR loss is −25 dB, while the synthetic aperture time of the monostatic system corresponds a QPE of 0.11 rad and an ISLR loss of −16 dB.



By designing filter whose frequency response agrees with the power spectrum density in Equation (23), the phase noise can be simulated in Figure 8a, where the phase noise of the multi-monostatic system is combined with the phase noise of each platform. Figure 8b shows the azimuth profiles with the two kinds of phase noise. As seen in Figure 8, the distributed system effectively shortens the work time, enabling smaller phase noise and less impact on imaging. Table 6 quantifies the performance metrics, showing it has lower PSLR and ISLR in the multi-monostatic system.





4. Autofocus Algorithm for Frequency Synchronization Error Compensation


The GEO SAR system exhibits completely different characteristics from LEO SAR and airborne SAR in terms of being affected by oscillator errors due to big time delay and long synthetic aperture time. The multi-monostatic configuration proposed in this paper is able to attenuate the effect of oscillator phase noise to some extent due to the reduction in the synthetic aperture time, but abrupt changes occur at the junctions of echoes between multiple channels. All these reasons make a higher demand on the stability of the frequency source.



In existing synchronization methods, direct signal synchronization requires additional electromagnetic wave signals to be transmitted and received between satellites, and dedicated synchronization link requires the design of additional hardware. Both of them put an extra burden on the system. Considering that frequency synchronization errors in this configuration eventually lead to phase errors, which can be estimated by many well-established algorithms, we proposed the autofocus back-projection (ABP) algorithm based on phase error estimation as a new synchronization method. The choice of autofocus algorithm is related to our imaging algorithm. Further, by analyzing specific error characteristics, we are able to incorporate a priori information to improve the ABP algorithm, making it significantly less computationally intensive while maintaining imaging performance.



4.1. Autofocus Back-Projection Algorithm


Considering the complexity of GEO SAR trajectories, we use the BP algorithm for imaging. We assume that     b  k    is the back-projected value vector of the echo at the  k -th azimuth sampling position to all grid points in the imaging scene, and ideally the BP algorithm imaging result is


   z  =   ∑  k = 1  K     b  k     



(26)




where  K  is the azimuth sampling number. In the presence of azimuthal phase error    ϕ k   , the imaging result is


   z  =   ∑  k = 1  K      b ˜   k    =   ∑  k = 1  K     b  k   e  j  ϕ k       



(27)







The autofocus back-projection (ABP) algorithm improves image quality by estimating the phase error in each azimuth sampling position and compensating back for it. Defining the estimated phase error as    ϕ ^  =     ϕ ^  1  ⋯   ϕ ^  k  ⋯   ϕ ^  K     , we then have the image after phase error correction, as follows:


    z ^   =   ∑  k = 1  K      b ˜   k   e  − j   ϕ ^  k       



(28)







The sharpness value of an image is an important characterization quantity for detecting the degree of image focusing. There are various expression forms of sharpness, such as power sharpness, logarithmic sharpness, square sharpness, and so on, in which the square sharpness can be strengthened and weakened by approximate equal amplitude of the strong and weak targets of the image and has shown good characterization performance in different scenarios. The sharpness of the image is lower when the image is out of focus and corresponds to a higher sharpness value when the image is well focused [41]. Adopting the Maximizing Image Sharpness (MIS) rule, the objective function is given by


   ϕ ^  = arg     max  ϕ  s  ϕ   



(29)




where   s  ϕ    is the sharpness of the image, which is defined as the form   s  ϕ  =   ∑ i    u i 2     , with    u i  =      z i     2  =  z i   z i ∗    denoting the intensity of the  i -th pixel.



Equation (29) is a multivariate optimization problem. By using the coordinate descent method, it can be reduced to a univariate optimization problem. The estimation of the  k -th variable in the  l -th iteration is


    ϕ ^  k l  = arg     max  ϕ  s     ϕ ^  1 l  , ⋯ ,   ϕ ^   k − 1  l  , ϕ ,   ϕ ^   k + 1   l − 1   , ⋯ ,   ϕ ^  K  l − 1      



(30)







Substituting Equation (30) into Equation (28) yields


   z   ϕ  =   ∑  q = 1   k − 1       b ˜   q   e  − j   ϕ ^  q l      +   ∑  q = k + 1  K      b ˜   q   e  − j   ϕ ^  q  l − 1       +    b ˜   k   e  − j ϕ   =  x  +  e  − j ϕ    y   



(31)




where   y   is always the back-projected value corresponding to the current parameter to be estimated, and   x   is determined by the other back-projection values and phase errors. The update of   x   is the main step of the algorithm, as follows:


       y  =    b ˜   k        x  k l  =   ∑  q = 2  K      b ˜   q   e  − j   ϕ ^  q  l − 1       , k = 1       x  k l  =   x   k − 1  l  +    b ˜    k − 1    e  − j   ϕ ^   k − 1  l    −    b ˜   k   e  − j   ϕ ^  k  l − 1     , k > 1      



(32)




Equation (29) can be written as


   ϕ ^  = arg     max  ϕ      ∑ i    u i 2      = arg     max  ϕ      ∑ i        z i   z i ∗     2       



(33)







Based on the geometrical interpretation of the optimization model proposed by Ash, the optimal single-pulse phase corrections can be derived in closed form as the solution of a quartic polynomial [42]. The flow chart of the ABP algorithm is illustrated in Figure 9. The iteration termination condition is written as follows:


     s ϕ    l + 1     −  s ϕ   l       s ϕ    l + 1       ≤   10   − 4    



(34)







Assuming that the distributed system has a fixed frequency error of     Δ  f n    ≤ 2   and random phase noise, the results of ABP are shown in Figure 10. Observing the true values in Figure 10a, it can be concluded that the phase error is mainly determined by the fixed frequency error, and the random phase noise is very small, so the phase error between the multi-monostatic platforms is segmented, where abrupt changes occur at the data connections between different platforms. The defocusing of the image is mainly determined by the mutation errors at these junctions, so the key to focusing the image is to correctly estimate the value of the phase error at the connections.



Observing Figure 10a, the phase error obtained by ABP does not exactly match the actual error, but good focusing results are still obtained. This is due to the fact that the ABP algorithm correctly estimates the constant phase error, i.e., the abrupt change error between segments, as shown in Figure 10b. After compensating for the mutation errors, the remaining estimation error varies linearly, which only causes an azimuthal shift of the image and does not affect the focusing result. Figure 11 gives the imaging result of ABP and the result of compensation using only the node errors. We can see that Figure 11a has an azimuthal offset, whereas Figure 11b does not.



The variations in image sharpness value and mean square error (MSE) with the number of iterations are shown in Figure 11. The sharpness value improves dramatically after the first iteration, and the MSE is already less than   5 ×   10   − 5    . After the subsequent iterations, the sharpness value of the image reaches the true value, and the mean square error is less than   2 ×   10   − 5    . Combining Figure 12, the first iteration achieved a better result, and the last three iterations have essentially the same results.




4.2. Node Autofocus Back-Projection Algorithm


ABP algorithm uses all information of the whole scene to calculate the sharpness, so it needs to compute and store the back-projected values for all azimuth samples, which results in a heavy burden for memory. Assume that the number of discrete cells per dimension in the imaging scene is  M  and the total number of azimuth samples is  K , the required memory to store the back-projections is (in double precision) [43]


   M p  = 8 ×  M 2  × K  



(35)




As the scene size and the number of azimuth samples increase, the required memory increases dramatically, which limits ABP’s practical application.



According to our previous analysis, the phase error due to the frequency synchronization error is segmented. The phase errors between the echoes are small within each segment, and the key to focusing the image is to correctly estimate the phase error at the connections between several platforms. Therefore, when using ABP, the focus should be on the estimation of the connections, and the error within the segment can be ignored to some extent.



Based on the above analysis, we propose the Node ABP (NABP) algorithm. There are two key steps in the algorithm: estimate and update. First, we estimate the phase error at the head position for each segment, and second, we update the phase error values at the other locations within the segment to be consistent with the head. The schematic diagram of NABP is shown in Figure 13. The flow chart of the program in Figure 8 can be changed to Figure 14, where an additional judgment statement is added.



The specific calculations are analyzed next. According to Equation (28), the BP imaging result of the multi-monostatic system can be rewritten as


   z  =   ∑ n     ∑  k n       b ˜    k n       =   ∑ n   exp   j  Φ n      ∑  k n      b   k n        



(36)




where   n = 1 , ⋯ , N   is the platform number, and   k n   refers to the azimuth echoes captured by the  n -th SAR. The estimated phase error is    Φ ^  =         Φ ^  1     ⋯      Φ ^  i     ⋯      Φ ^  N         .



According to Equations (31) and (32), it is no longer necessary to update each   x  , but only the   x   at the head and the end of the segment. In the  l -th iteration, the   x   of the  n -th segment head can be written as


      x   n _ h e a d  l    =   x   n _ h e a d − 1  l  +    b ˜    n _ h e a d − 1    e  − j   ϕ ^   n _ h e a d − 1  l    −    b ˜    n _ h e a d    e  − j   ϕ ^   n _ h e a d   l − 1             =   x   n − 1 _ e n d  l  +    b ˜    n − 1 _ e n d    e  − j   Φ ^   n − 1  l    −    b ˜    n _ h e a d    e  − j   Φ ^  n  l − 1        



(37)




It is easy to understand that the previous back-projected value of the  n -th segment head is the     n − 1    -th segment end, and the   x   of the  n -th segment end can be written as


      x   n _ e n d  l    =   x   n _ h e a d  l  +      b ˜    n _ h e a d   +    b ˜    n _ 2   + ⋯ +    b ˜    n _ e n d − 1      e  − j   Φ ^  n l    −      b ˜    n _ 2   +    b ˜    n _ 3   + ⋯ +    b ˜    n _ e n d      e  − j   Φ ^  n  l − 1             =   x   n _ h e a d  l  +     B  n  −    b ˜    n _ e n d      e  − j   Φ ^  n l    −     B  n  −    b ˜    n _ h e a d      e  − j   Φ ^  n  l − 1        



(38)




where     B  n  =   ∑  n _ h e a d   n _ e n d       b ˜   n      is the back-projection sum of the  n -th segment.



With the above analysis, for the  n -th segment, we only need to store the first back-projected value      b ˜    n _ h e a d    , the last back-projected value      b ˜    n _ e n d    , and the sum of the back-projected values     B  n    for   x   update and phase error estimation. When there are  N  radars operating simultaneously in the system, only   3 N   back-projected values need to be stored, which is much less than the total number of azimuth samples  K . For ABP processing, there are  K  parameters to be estimated, meaning that the estimation operation is performed  K  times in one iteration. Suppose    l  A B P     is the number of iterations in which the ABP reaches the threshold value, then the estimation operation is performed a total of    l  A B P   ⋅ K   times. For NABP processing, there are  N  parameters to be estimated. The estimation operation is performed a total of    l  N A B P   ⋅ N   times where    l  N A B P     is the number of iterations in which the NABP reaches the threshold value.    l  A B P     and    l  N A B P     are generally not that significantly different, while  K  is more than three orders of magnitude larger than  N . In this way, NABP requires much less memory and computation to estimate the phase error due to frequency synchronization errors. The differences in computational complexity and required storage between the proposed NABP and ABP are given in Table 7.



Some simulations are conducted to verify the ability of the NABP algorithm we proposed. The ABP algorithm takes 4 iterations to reach the iteration termination condition, while the NABP algorithm requires 31 iterations. The variation in sharpness values with the number of iterations is plotted in Figure 15. We find that the sharpness values using the NABP algorithm grow slowly, so more iterations are needed to achieve a similar effect with the ABP algorithm. Although the iteration condition is not reached, the sharpness values after 15 iterations are not far from the true values.



The comparisons of azimuth profiles are shown in Figure 16. There are azimuth profiles of results after 4 iterations using ABP, after 4 iterations using NABP, after 15 iterations using NABP, and after 31 iterations using NABP. Enlarging the left and right first sidelobes, we find only a small difference there. In fact, even with 31 iterations, the amount of computation and storage of NABP is still much smaller than that of ABP; thus, it is an effective way to improve computational efficiency in terms of performing frequency synchronization error compensation. Target imaging performance in different cases is given in Table 8.





5. Conclusions


In this paper, we discussed fully the frequency synchronization problem of multi-monostatic configuration. It is pointed out that due to the high orbital characteristics and long synthetic aperture time, the fixed frequency errors lead to a constant phase error in the echoes block of each monostatic radar, which destroys the coherence between the echoes blocks and thus leads to image scattering when multi-monostatic configurations are imaged cooperatively. To ensure that the phase error between neighboring echoes is less than   π / 4  , it is necessary to ensure that the frequency deviation of the frequency source is less than 0.26 Hz during the synthetic aperture time, i.e., the stability of the frequency source is    y ¯     T s    ≤ 2.1 ×   10   − 10    . We also discuss the effect of phase noise on the cooperative imaging of multi-monostatic configurations and show that the characteristics of high orbits and long synthetic aperture times make the effect of phase noise on GEO SAR larger than that on LEO SAR and that the quadratic phase error due to phase noise can be 0.11 rad over the synthetic aperture time of 1050 s, with an ISLR loss of −16 dB. Multi-monostatic configuration is able to reduce the synthetic aperture time, thus attenuating the effect of phase noise on imaging. Overall, the effect of frequency synchronization errors on multi-monostatic configurations is mainly caused by fixed frequency errors of each radar, which result in a constant phase error for each echoes block. Clarifying this point is conducive to the subsequent estimation and compensation of the phase error.



To solve the phase error caused by frequency synchronization error, we proposed the ABP algorithm, and experimental data verified the effectiveness of the proposed algorithm. Analyzing the estimation results of ABP, we found that only the estimations at the connection position of different radars are significant. Based on the priori knowledge, we proposed the NABP algorithm that only estimates the phase errors at the nodes utilizing the ABP algorithm, which can basically maintain the estimation performance while greatly reducing the memory burden and time consumption and can effectively solve the frequency synchronization problem under this configuration. With our simulation parameters, NABP reduced at least 50–100 times the amount of data storage and computation compared to ABP.
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Figure 1. Typical power spectral density function of the spaceborne SAR system. 
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Figure 2. Distributed configuration of GEO SAR system. 
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Figure 3. Results of bi-monostatic GEO SAR with various frequency errors: (a) BP image with   Δ f = π / 8  . (b) Azimuth profile of (a). (c) BP image with   Δ f = π / 4  . (d) Azimuth profile of (c). (e) BP image with   Δ f = π / 2  . (f) Azimuth profile of (e). (g) BP image with   Δ f = π  . (h) Azimuth profile of (g). 
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Figure 4. BP images of multi-monostatic GEO SARs with various frequency errors: (a)   Δ  f n  = ± 0.26    Hz   ; (b)   Δ  f n  = ± 0.5    Hz   ; (c)   Δ  f n  = ± 1    Hz   ; (d)     Δ  f n    ≤ 0.5    Hz   ; (e)     Δ  f n    ≤ 1    Hz   ; and (f)     Δ  f n    ≤ 2    Hz   . 
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Figure 5. Azimuth profiles of multi-monostatic GEO SARs with various frequency errors. (a) Given frequency errors. (b) Random frequency errors. 
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Figure 6. The power spectrum density functions of random phase noise for GEO SAR and LEO SAR. 
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Figure 7. Influence of phase noise with synthetic aperture time. (a) Standard deviation of QPE varies with synthetic aperture time. (b) ISLR caused by high-frequency phase noise varies with synthetic aperture time. 
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Figure 8. Influence of phase noise in monostatic and multi-monostatic GEO SAR system. (a) Phase noise in monostatic and multi-monostatic GEO SAR system. (b) The azimuth profiles with the two kinds of phase noise. 
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Figure 9. Flow chart of the ABP algorithm. 






Figure 9. Flow chart of the ABP algorithm.



[image: Remotesensing 16 01470 g009]







[image: Remotesensing 16 01470 g010] 





Figure 10. Results of ABP. (a) Estimations of azimuth samples. (b) Estimations of azimuth node samples. (c) The azimuth profiles after ABP processing. 
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Figure 11. Results of ABP. (a) Result after ABP processing. (b) Result after node error compensation. 
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Figure 12. Sharpness and estimation MSE after ABP. (a) Sharpness after ABP; (b) estimation MSE after ABP. 
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Figure 13. Schematic diagram of the NABP algorithm. 
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Figure 14. Flow chart of the NABP algorithm. 
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Figure 15. The variation in sharpness values with the number of iterations. 
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Figure 16. The azimuth profiles in different cases. 
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Table 1. Typical coefficients of the oscillators.






Table 1. Typical coefficients of the oscillators.





	Parameters
	Values





	   a  / dB    
	−95



	   b  / dB    
	−90



	   c  / dB    
	−200



	   d  / dB    
	−130



	   e  / dB    
	−155










 





Table 2. Typical orbital elements for GEO SAR system.






Table 2. Typical orbital elements for GEO SAR system.





	Parameters
	Values





	Semi-major axis
	42,164 km



	Eccentricity
	0



	Inclination
	   16 °   



	Argument of periapsis
	   90 °   



	Right ascension of the ascending node
	   0 °   



	True anomaly
	   0 °   










 





Table 3. Key parameters for analysis and simulation.
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	Parameters
	Values





	   f 0   : Center frequency
	   1.25   GHz   



	 B : Signal frequency bandwidth
	    60   MHz    



	  P R F  : Pulse repetition frequency
	    10   Hz    



	   T p   : Pulse width
	    250   μ s    



	 N : Number of radars
	   10   



	   T s   : Synthetic aperture time
	    105   s    










 





Table 4. Target imaging performance with fixed frequency offset in the bi-monostatic GEO SAR.






Table 4. Target imaging performance with fixed frequency offset in the bi-monostatic GEO SAR.





	Δf
	Δφ
	IRW (m)
	PSLR (dB)
	ISLR (dB)
	Shift (m)





	0
	0
	4.98
	−13.31
	−10.31
	0



	0.256
	   − π / 8   
	5.02
	−11.17
	−9.83
	−0.45



	0.512
	   − π / 4   
	4.98
	−9.41
	−8.61
	−1.06



	1.024
	   − π / 2   
	4.90
	−6.06
	−5.39
	−2.12



	2.048
	   − π   
	4.5 (13.11)
	−0.01
	0.91
	−4.22










 





Table 5. Target imaging performance with fixed frequency offset.






Table 5. Target imaging performance with fixed frequency offset.





	   Δ  f n     (Hz)
	IRW (m)
	PSLR (dB)
	ISLR (dB)





	0
	4.98
	−13.28
	−10.35



	   ± 0.26   
	5.00
	−10.68
	−6.15



	   ± 0.5   
	4.92
	−4.36
	−0.59



	   ± 1.0   
	4.97
	−0.04
	/



	     Δ  f n    ≤ 0.5     
	5.16
	−7.49
	−4.94



	     Δ  f n    ≤ 1   
	4.80
	−5.27
	0.97



	     Δ  f n    ≤ 2   
	5.17
	−1.40
	3.23










 





Table 6. Target imaging performance with random phase noise.






Table 6. Target imaging performance with random phase noise.











	
	IRW (m)
	PSLR (dB)
	ISLR (dB)





	Ideal results
	4.98
	−13.28
	−10.35



	Multi-monostatic
	5.00
	−13.13
	−10.34



	Monostatic
	4.98
	−12.17
	−10.06










 





Table 7. Comparison of ABP and NABP in terms of computational complexity and storage.
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	ABP
	NABP





	Estimated Parameter
	  K  
	  N  



	Computational Complexity
	    l  A B P   ⋅ K   
	    l  N A B P   ⋅ N   



	Storage
	   8  M 2  ⋅ K   
	   8  M 2  ⋅ 3 N   










 





Table 8. Target imaging performance in different cases.
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	IRW (m)
	PSLR (dB)
	ISLR (dB)





	0
	4.98
	−13.28
	−10.35



	ABP,4
	5.00
	−13.32
	−10.37



	NABP,4
	5.00
	−12.00
	−10.17



	NABP,15
	5.00
	−12.86
	−10.32



	NABP,31
	5.00
	−13.18
	−10.33
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