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Abstract: Carrier-free ultra-wideband sensors have high penetrability anti-jamming solid ability,
which is not easily affected by the external environment, such as weather. Also, it has good perfor-
mance in the complex jungle environment. In this paper, we propose a jungle vehicle identification
system based on a carrier-free ultra-wideband sensor. Firstly, a composite jungle environment with
the target vehicle is modeled. From this model, the simulation obtains time-domain echoes under
the excitation of carrier-free ultra-wideband sensor signals in different orientations. Secondly, the
time-domain signals are transformed into MTF images through the Markov transfer field to show
the statistical characteristics of the time-domain echoes. At the same time, we propose an improved
RepVGG network. The structure of the RepVGG network contains five stages, which consist of
several RepVGG Blocks. Each RepVGG Block is created by combining convolutional kernels of
different sizes using a weighted sum. We add the self-attention module to the output of stage 0 to
improve the ability to extract the features of the MTF map and better capture the complex relationship
between characteristics during training. In addition, a self-attention module is added before the linear
layer classification output in stage 4 to improve the classification accuracy of the network. Moreover,
a combined cross-entropy loss and sparsity penalty loss function helps enhance the performance and
accuracy of the network. The experimental results show that the system can recognize jungle vehicle
targets well.

Keywords: carrier-free UWB sensor; jungle vehicle targets; Markov transfer field; RepVGG; self-attention
module; sparsity penalty loss

1. Introduction

Sensor target recognition in jungle environments is of great significance and has a
wide range of applications in forest protection, jungle rescue, and jungle intrusion alarms.
However, in jungle environments, foliage shading, propagation attenuation, and tempera-
ture variations make it extremely difficult for conventional optical and infrared sensors to
detect targets. However, carrier-free UWB sensors can compensate for these shortcomings
because of their advantages such as high strong anti-interference capability [1], distance
resolution [2], low power consumption [3], good electromagnetic penetration [4], and
insensitivity to light and climate factors. Carrier-free UWB sensors have been widely used
in some fields, such as human movement recognition [5], ground-penetrating mining [6],
micro-Doppler [7], medical diagnosis [8], underwater detection [9], SAR imaging [10],
network communications [11], and navigation [12]. Existing carrier-free UWB sensor target
recognition is mainly applied to human movement recognition and gesture recognition.
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There is little research on large-size complex targets using carrier-free UWB sensors in jun-
gle environments. This paper uses a carrier-free UWB sensor to identify jungle environment
vehicle targets to help in jungle rescue and other applications.

UWB sensors have high-resolution characteristics [13], and the echo in the one-
dimensional time domain is similar to those of the HRRP (high-resolution range pro-
file). Many researchers have launched studies on HRRP target recognition using machine
learning methods, such as Extreme Value Distribution [14], continuous learning based
on CVAE-GAN [15], methods for CNN with Multi-Axis Attention and Residual Connec-
tions [16], a temporal–spatial feature aggregation network (TSFA-Net) [17], Composite
Deep Networks [18], and Attention-ERTCN [19]. Although HRRP is processed in the
frequency domain and carrier-free UWB sensor echoes are processed in the time domain,
despite the difference in the processing of data, the methods of identification can be learned
from each other. For target recognition in carrier-free UWB sensors, many researchers have
proposed recognition methods for different tasks, such as semi-supervised stacked convo-
lutional denoising autoencoder (SCDAE) [20], Deep Residual Shrinkage Learning [21], and
Multi-Task Self-Supervised Learning [22]. All the above methods are for the identification
of one-dimensional time-domain echoes. With the development of deep learning, more
and more researchers have drawn on the application of deep learning in the image field,
applying deep learning to feature extraction and recognition, unlike traditional signal
processing, where features are extracted manually. The use of the one-dimensional signal
to two-dimensional image transformation for classification, fault diagnosis, and medical
diagnosis has attracted more and more researchers. For example, a coal–rock interface
recognition method based on Gramian Angular Field (GAF)-deep learning is proposed
to identify coal–rock interfaces [23]. Chengang Lyu proposes a method based on the
Gramian Angular Field (GAF) and a convolutional neural network (CNN) [24]. Signal
intra-pulse sequences are transformed into gray-scaled STFT spectrograms, and a CNN
network is designed to extract features and classify the spectrogram [25]. Kah Liang Ong
proposes a speech emotion recognition method that combines the Mel spectrogram with
the Short-Term Fourier Transform (Mel-STFT) and Improved Multiscale Vision Transform-
ers (MViTv2) [26]. However, Markov transfer field images possess several advantages in
comparison with time–frequency maps and GAF transformations. Firstly, they excel in
representing the local features of the signal. Secondly, they are superior in capturing the
time-series relationship of the signal. Additionally, they offer better interpretability and
require less computational effort. Therefore, we use a Markov transfer field to convert
the echoes from the one-dimensional time domain of the carrier-free UWB sensor into a
two-dimensional Markov transfer field map.

The concept of the self-attention mechanism was initially introduced in the year
2017, primarily for the purpose of processing information in text form [27]. After that,
the self-attention module expanded into other fields, such as image classification [28]
and semantic segmentation [29]. Self-attention module-based methods are capable of
capturing the interrelationships and dependencies among image pixels, thereby enhancing
the precision of semantic segmentation [30]. Adopting a self-attention structure minimizes
the dependence on manually tuned parameters, grasps the intrinsic correlations among
features, and augments the network model’s interpretability [31]. The self-attention module
is effective at forming global interdependencies among features [32]. The self-attention
module enables the model to focus more on the critical information within the text [33].
The self-attention module facilitates adaptive concentration on various regions and the
capture of features [34]. Therefore, in this paper, for the task of carrier-free UWB sensor
target identification, we embedded the self-attention module into the RepVGG network.
It can help the network extract the features of the images better, improve classification
accuracy, and make the model have good generalization. At the same time, combining the
advantages of simplicity of structure, efficient running speed, and good performance of
RepVGG [35], it has good performance for the task of target recognition in the jungle, which
is very suitable for application scenarios such as jungle rescue and forest intrusion alarms.
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In this paper, an improved RepVGG network is proposed to improve the ability to
extract features from the MTF graph by adding a self-attention module to the output of
stage 0, which helps the network to better capture the complex relationship among the
features. Another self-attention module is incorporated before the output of the linear layer
classification in stage 4 during training to improve the classification accuracy of the network.
In addition, a loss function combining cross-entropy loss and sparsity penalty is proposed
to enhance the performance and accuracy of the network. The experimental results show
that the network can identify jungle vehicle targets well. The main contributions of this
paper are summarized as follows:

(1) We propose an enhanced scheme for identifying a target sensor on carrier-free UWB
jungle vehicles and model four types of vehicle targets in the jungle composite elec-
tromagnetic environment for a carrier-free UWB sensor.

(2) We use the MTF Markov transfer field method to convert a one-dimensional echo
signal into a two-dimensional image, which can reflect the internal dynamics and
correlations in the signal and improve the accuracy and robustness of image classification.

(3) An improved REPVGG network is proposed with two areas of improvement. Firstly,
the self-attention module is embedded in stage 0 and stage 4. The self-attention
module in stage 0 can help the network to extract more integral features. In stage 4,
the network embedded in the self-attention module can better adapt to the variability
in different input image features and has better generalization performance. Secondly,
we combine the sparsemax loss and cross-entropy loss functions to improve the
classification accuracy.

This paper continues as follows: Section 2 provides a concise overview of the electro-
magnetic modeling of vehicle targets in the jungle environment by a carrier-free UWB sen-
sor and the conversion of the one-dimensional time-domain echoes into two-dimensional
images by MTF Markov transfer field. Section 3 describes the details of the improved
RepVGG network. Section 4 presents the simulation results and comparative analysis.
Section 5 covers the conclusions and discussion of future work.

2. Related Works
2.1. Carrier-Free Ultra-WideBand Sensor

An ultra-wideband signal is defined as a signal with a relative bandwidth greater than
25%, i.e.,

η =
fH − fL
fH + fL

, 0 ≤ η ≤ 1 (1)

where fH and fL refer to the highest frequency and lowest frequency defined by the power
spectrum of the ultra-wideband signal at around −20 dB from the peak. A carrier-free
ultra-wideband sensor transmits narrow nanosecond pulses in the time domain without
a carrier frequency, which can be classified into three categories according to waveforms
as follows: unipolar pulses, mono, and multicircular waves. Theoretically, the transmit
signal of a carrier-free ultra-wideband sensor resembles a Dirac function. In practice,
we usually do not have access to infinitely short time or spatial intervals to describe an
instantaneous shock or signal like a Dirac function. Gaussian functions have a finite width
and are therefore more suitable for describing phenomena in a finite time or space range.
Meanwhile, sensors, circuits, or instruments in real physical systems often have limited
response time or bandwidth. This means that they cannot accurately detect or process
transient shock signals. The actual response of these systems can be better modeled by
using Gaussian functions. Consequently, in practical application, we approximate the
Dirac function by a Gaussian function. In other words, the carrier-free UWB signals can be
equated with a Gaussian function:

Ω(t) = E exp[−a2(t − tm)
2] (2)
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where E is the peak value of the emitted signal. a is the pulse width factor that satisfies the
equation: a = 2

√
π/∆T, where ∆T is the equivalent pulse width of the instantaneous pulse.

tm is the delay of the peak value. When t = tm, the pulse signal reaches peak amplitude.
According to the theory of transient electromagnetic scattering, the impulse response

of any target consists of the following two parts: the impulse component generated by the
target’s discontinuous boundary (early response) and the radiation component formed
by the target’s induced current at the natural frequency point (late response). The early
response of the target is generated by the interaction of the incident signal wavefront
with the target, reflecting the local characteristics of the object, and is manifested in the
time domain as a series of wavefronts corresponding to different scattering centers. The
amplitude of the resonance component of the late response and the propagation component
of the signal at the scattering centers are weak. So, ideally, we ignore the late response
of the target, and we also ignore the propagation effect of the signal among the various
scattering centers of the complex target, considering the complex target as consisting of
a single independent scattering center, and these independent scattering centers as ideal
point targets, and only considering the time delay of the echo signal and the amplitude
attenuation, simplified into the following equation:

h(t, θ) =
N

∑
i=1

Ai(θ)ejψi(θ)δ[t − τi(θ)] (3)

where N is the number of strong scattering points. Ai is the amplitude of each scattering
center. τi is the time delay of the radial distance from the radar for each scattering center. θ
is used to describe the attitude angle of the target, and ψi(θ) is the phase shift corresponding
to each scattering center.

2.2. Modeling the Electromagnetic Environment of Jungle Vehicle Targets

We use the forest scattering model MIMICS proposed by F.T. Ulaby, who works at
the Wave Scattering Research Centre at the University of Michigan, USA. The MIMICS
model has been commonly used in the study of electromagnetic scattering properties of
forest vegetation. The vegetation model was divided into three layers from bottom to top
as follows: a ground layer at the bottom, a trunk layer in the middle, and a canopy layer at
the top. The layers of the model and the composition of the layers are shown in Table 1.

Table 1. The layers of the model and the composition of the layers.

Model Layers Layer Composition

Canopy layer Scatterers of leaves, stems, and branches
Trunk layer Scatterers of trunks perpendicular to the ground

Ground layer Soil surface with corresponding dielectric constant

The tree model in this paper is shown in Figure 1. The 3D modeling of the tree is
carried out in simulation software, which includes the canopy layer, the trunk layer, and
the ground layer in order from top to bottom. The top canopy layer consists of leaves and
branches, where the leaves are modeled by using arbitrarily oriented media elliptic discs.
The trunk layer is modeled by using a relatively large dielectric disc placed perpendicular
to the ground. The ground layer is the media plane generated by the Gaussian roughness
surface and is placed at the bottom of the model.
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Figure 1. Individual tree model. (a) Branches and trunk. (b) Overall tree model.

The model is used to form a jungle space unit of 10 m × 11 m × 6 m, which is fully
capable of masking the hidden targets in the jungle, as shown in Figure 2. We place four
kinds of target vehicles under the jungle as follows: a wheeled armored vehicle, a tracked
vehicle, a van truck, and a sedan. The four kinds of vehicles are modeled in 3ds Max.
The primary material of the vehicles is steel, and the sizes of the vehicles are shown in
Table 2. The sensor is placed at a distance of 10 m from the target. The transmitting
signal of the carrier-free ultra-wideband sensor is set as a Gaussian pulse with a center
frequency of 3 GHz. Figure 3 shows the transmitting signal time-domain waveform and
frequency-domain waveform. The transmitting and receiving antenna is a Vivaldi antenna,
as shown in Figure 4. The size of the antenna is 57 mm × 50 mm, and it operates in the
frequency band of 0.89–5.02 GHz with almost omnidirectional radiation from the H-plane.
The simulation is performed with a single transmitter and single receiver sensor. The pitch
angle of the sensor is set to 30◦, while the azimuth angle is set to vary from 0 to 360◦ at 2◦

intervals to obtain four vehicle echoes. When the sensor azimuth is at 0◦, the four vehicle
echoes are as shown in Figure 5.

Figure 2. Different perspectives of targets. (a) Side and top view of a wheeled armored vehicle.
(b) Side and top view of a tracked vehicle. (c) Side and top view of a van truck. (d) Side and top view
of a sedan.
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Table 2. The sizes of the vehicles.

Vehicle Type Vehicle Size

wheeled armored vehicle 4 m × 2 m × 2 m
tracked vehicle 7 m × 2.2 m × 2.2 m

van truck 8.5 m × 2.5 m × 2.7 m
sedan 4.58 m × 1.77 m × 1.42 m

Figure 3. Gaussian pulse.

Figure 4. Vivaldi antenna. (a) Antenna structure; (b) 3 GHz antenna far-field directional view.

Figure 5. Echoes of four kinds of vehicles.

2.3. Markov Transfer Field

Markov Transfer Field (MTF) is a time series image coding method based on the
Markov transfer matrix.
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For the conversion of 1D time series into MTF images, the time signal is divided
into Q quantile bins. We label the discrete quantile bins with a quantile qj (qj ∈ [1, Q]).
According to the division of quantile bins, each time domain amplitude is mapped to the
corresponding quantile bin. The Markov transfer matrix W is constructed by calculating the
leap between quartiles along the time axis as a first-order Markov chain and is expressed
as follows:

W =


w11 · · ·w1Q
w21 · · ·w2Q
...

. . .
...

wQ1 · · ·wQQ

 s.t. ∑j wij = 1 (4)

where wij is the probability that quartile qj is followed by quartile qi, wij = P. Typically, P
is considered to be the frequency with which quartile qi is transferred to quartile qj.

The time factor is usually considered, and the matrix M is constructed to capture the
dependency between the location and the time step. The matrix M extends the matrix W
by arranging each probability along the time order according to the relationship between
the quartiles and the time step, retaining the additional time information. The expression
of the matrix M is as follows:

M=


M11 M12 · · · M1n
M21 M22 · · · M2n

...
...

. . .
...

Mn1 Mn2 · · · Mnn



=


wij | x1 ∈ qi,, x1 ∈ qj · · · wij | x1 ∈ qi, xn ∈ qj
wij | x2 ∈ qi,x1 ∈ qj · · · wij | x2 ∈ qixn ∈ qj

...
. . .

...
wij | xn ∈ qi,x1 ∈ qj · · · wij | xn ∈ qixn ∈ qj


(5)

The time-domain echo signal is converted into a two-dimensional image through the
Markov transfer field, as shown in Figure 6.

Figure 6. Time domain echo and MTF image. (a) The time-domain echo. (b) MTF image.

3. The Improved RepVGG Network

In this section, we describe the self-attention module, the structural details of the
improved RepVGG network, and the composite sparsemax loss function and provide the
overall network structure and specific hyperparameters.

3.1. Self-Attention Module

The literature indicates that combining convolution and self-attention can improve
the performance of network image classification [36]. To better extract the features of the
image, improve the classification accuracy of the network, and enhance the generalization
ability of the network, RepVGG is improved by embedding the self-attention module to
make the network perform better.
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Three convolution layers (query convolution, key convolution, and value convolution)
are used to compute the query, key, and value vectors, respectively. The query and key
vectors are used to compute the attentional weights, and the value vector represents
the information that the network needs to retain. Specifically, the input tensor x can
be expanded into the shape of batch size, channels, height, and width. We perform a
convolution operation on it with the query convolution layer and key convolution layer
to obtain the query and key vectors, compute the matrix multiplication between query
and key, and then normalize the energy with a softmax function to obtain the attention
weights, and, finally, convolve the input with value convolution layer to obtain the value
vector. Considering that the attention weights already have the importance of each element
in the input tensor, we multiply the value vector and attention weights to obtain the
significant segments of the input. Finally, the output of this self-attention module is the
input tensor plus the output of the self-attention mechanism. In addition, before summation,
we multiply them by the trainable scaling parameter gamma and the trainable scaling
parameter beta, respectively. The network’s perception of image features is enhanced
by incorporating the self-attention module, and we control the degree of enhancement
through the gamma parameter and the beta parameter. Figure 7 illustrates the structure of
the self-attention module.

Figure 7. The structure of the self-attention module.

We add the self-attention module at the output of stage 0 to improve the network’s
ability to extract features of the image and better capture the complex relationships among
features. The self-attention module is added before the linear layer classification output at
stage 4 to improve the classification accuracy of the network.

3.2. Framework and Parameters of the RepVGG

In this section, we explain the structural details of the RepVGG network and give
the structure of the overall network and specific hyperparameters. The RepVGG network
has different structures in the training stage and inference stage. In the training stage, the
network has a multi-branch topology, as shown in Figure 8. In the inference stage, the
network structure is similar to the architecture of VGG. The inference structure consists
of a stack of 3 × 3 convolutions and ReLU functions. This decoupling of the training
and inference architectures is achieved by a reparameterization technique of the structure.
Hence, the network is called RepVGG.
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Figure 8. The structure of the RepVGG.

In the training stage, a multi-branch network structure is used, as shown in Figure 9,
using identity and 1 × 1 branches to construct the residual block for the training stage. The
formula is as follows:

y = x + g(x) + f (x) (6)

Figure 9. Training stage.

In the inference stage, as shown in Figures 10 and 11, the structure reparameterization
process is divided into the following three steps: Step 1. Fuse the 2D Convolution layer
with the BN (batch normalization) layer. Step 2. Convert the branches that have only the
BN layer into a single 2D convolution layer. Step 3. Fuse the convolution layers in each
branch into one convolution layer.

Figure 10. Diagram of fusion.
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Figure 11. The workflows of fusion.

In the first step, the 2D convolution layer and BN layers are fused. For the convolution
layer, the number of channels in each convolution kernel is the same as the number of
channels in the input feature map. The number of convolution kernels determines the
number of channels in the output feature map.

The BN layer (the inference stage) contains the following four main parameters: mean
µ, variance σ2, learning scaling factor γ, and bias β, where the mean µ and variance σ2

are statistically obtained during training. The learning scaling factor γ and the bias β are
learned during training. The output of the convolution layer is:

conv(x) = Wx + b (7)

The output of the BN layer is:

BN(x) = γ ∗ x − µ√
σ2

+ β (8)

Then, bring the output of the convolution layer into the BN layer:

BN(Conv(x)) = γ ∗ Wx + b − µ√
σ2

+ β (9)

Simplify:

BN(Conv(x)) = γ ∗ W√
σ2

∗ x + β − γ ∗ µ − b√
σ2

(10)

We can obtain the fusion layer through Formula (11).

Conv_BN(x) = ŵx + b{
ŵ = γ ∗ W√

σ2

b̂ = β − γ ∗ µ−b√
σ2

(11)

In the second step, the identity branch, the branch with the only BN layer, is converted
into a 2D convolution layer. A 3 × 3 convolution layer is built, which performs identity
mapping, i.e., the input feature map and output feature map are constant. Following the
first step, the convolution layer is fused with the BN layer.

In the third step, three branches are converted into a single convolution kernel, where
the 1 × 1 convolutional kernel is converted into the 3 × 3 convolution kernel by zero
padding. The formula is as follows:

O = (I ⊗ K1 + B1) + (I ⊗ K2 + B2) + (I ⊗ K3 + B3)
= I ⊗ (K1 + K2 + K3) + (B1 + B2 + B3)

(12)

where ⊗ means the convolution operation.



Remote Sens. 2024, 16, 1549 11 of 19

Finally, the overall structure of the improved RepVGG is shown in Figure 12. The
different target echoes are converted into two-dimensional images by the Markov Transfer
Field. During training, the images pass through the self-attention module, which helps
the network better capture the formation of the RepVGG block in stage 0. The images
then pass through the four RepVGG blocks and the 2D adaptive average pooling layer and
are sent to the self-attention module again, which improves the performance of feature
classification and the generalization ability of the network. Then, they are sent to the
linear for classification after flattening. The network structural parameters of the improved
RepVGG are shown in Table 3.

Figure 12. The overall structure of the improved RepVGG.

Table 3. The network structure parameters of the improved RepVGG.

Stage/Type
The Number
of RepVGG

Blocks

The Number of
Self-Attention

Modules
Input Size Input

Channels Output Size Output
Channels Stride

Stage 0 1 1 256 × 256 3 128 × 128 64 2
Stage 1 1 0 128 × 128 64 64 × 64 320 2
Stage 2 1 0 64 × 64 320 32 × 32 512 2
Stage 3 1 0 32 × 32 512 16 × 16 768 2
Stage 4 1 0 16 × 16 768 8 × 8 1280 2

Self-attention - 1 8 × 8 1280 8 × 8 1280 1
AdaptiveAvgPool2d - - 8 × 8 1280 1 × 1 1280 -

Linear - - 1 × 1 1280 1 4 -

3.3. Improved Loss Function

The traditional cross-entropy loss function has the advantages of fast convergence,
good generalization robustness, high classification accuracy, etc., but it is not perfect. The
sparsity of the cross-entropy loss function is poor for the category imbalance. The cross-
entropy loss function will pay more attention to the category with more samples and is
not sensitive enough to the category with fewer samples. In the case of a small sample
size, the network in the training process is prone to overfitting. The cross-entropy loss
function focuses more on the prediction result of classification rather than the boundary.
Therefore, we propose a new sparsity loss function, SparsityLoss. The method is designed
not only to consider the prediction accuracy of the model, but also to incorporate a penalty
on the model complexity to promote the sparsity of the model, which can reduce the risk
of overfitting, deal with unbalanced classification problems, and better handle noisy data,
thus improving the generalization ability and robustness of the model.
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SparsityLoss is a hybrid loss function that combines L1 regularization and cross-
entropy loss. SparsityLoss was originally designed to incorporate a model complexity
penalty to steer the model in the direction of greater simplicity and sparsity while ensuring
model learning efficiency and prediction accuracy. This improves the generalization ability
of the model. The core component of SparsityLoss consists of the following three parts: the
loss of the squared difference between the output of Softmax and the target value, the loss
of cross-entropy, and the L1 regularization term. The loss of the squared difference between
the output of Softmax and the target value strengthens the match between the target class
probability distribution and the predicted probability distribution. The L1 regularization
term imposes sparsity constraints on the model. Cross entropy loss is used to deal with
multiclassification problems.

The procedure of the loss function is described in Algorithm 1. SparsityLoss optimiza-
tion balances the predictive accuracy and complexity of the model by adjusting the weights
of the components in the loss function. Firstly, we operate on the model output (Softmax).
A fixed value (1/N) is subtracted from the output of each sample. N is the recognition
category. Its difference from the target label is measured by squared difference loss. In
addition, we introduce an L1 regularization term that directly penalizes the absolute value
of the model weights. It drives the weights to converge to zero, thus increasing the sparsity
of the model. Finally, we deal with the classification problem through cross-entropy loss to
effectively improve the classification accuracy of the model.

Algorithm 1 RepVGG with a Modified Loss Function.

Step 1: Calculate the softmax value of the model classification outputs.
softmax(xi) =

exi

∑
i

exi

Step 2: Calculate the output of sparsity.
sparsemax(xi) = max(softmax(xi)− 1/N)

where N is the number of categories.

sparsityLoss = 1
N

N
∑

i=1
(target(xi)− sparsemax(xi))

2 + L1_coe f f icient ∗ L1_Loss

Step 3: Weighted summation.
Loss = CrossEntropyLoss + sparsity_coe f f icient ∗ SparsityLoss

We trained the model by combining cross-entropy and squared error. This helps
to reduce the effect of extreme predictive values and steadily reduce the loss during
training. This combination strategy typically increases the model’s generalization ability
and tolerance to noise. The L1 loss adds a constraint on the sparsity of the weights. This
design facilitates the model to learn a sparser distribution of weights, which can reduce the
complexity of the model, improve its interpretability, and help prevent the occurrence of
the overfitting phenomenon. The SparsityLoss function proposed in this paper provides a
new optimization scheme for deep learning model training. By introducing a penalty for
model complexity in the loss function, SparsityLoss effectively promotes model sparsity
and improves the generalization ability of the model.

4. Experiment and Results

In this section, the improved RepVGG is simulated and compared with several classical
network models. Experimental details are given, and the results are analyzed.

4.1. Dataset Description and Experimental Details

We simulated four types of vehicle echoes from the sensor in the jungle environment,
with the sensor 10 m away from the center of the vehicle, in the direction of 30◦ pitch angle,
and collect echoes at 2◦ intervals in azimuth. The ratio of the training set, validation set,
and test set is 3:1:1, the SNR of the training set is varied from 0 to 25 at 5 dB intervals, the
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batch size is set to 20, the learning rate is set to 5 × 10−4, and the epochs are 100. The SNR
is defined by the following equation:

SNR = 10 log10(
Psignal

Pnoise
) = 10 log10(

A2
signal

A2
noise

) = 20 log10(
Asignal

Anoise
) (13)

where Psignal is the power of the signal, Pnoise is the noise power, Asignal is the signal ampli-
tude, and Anoise is the noise amplitude. As the SNR increases, the lower the noise power
and the higher the signal power, the cleaner the signal is. We add Gaussian noise with
different SNR ratios to the echo, where the SNR is 0 dB, 5 dB, 10 dB, 15 dB, 20 dB, and 25 dB,
as shown in Figure 13. In order to assess the efficiency of the model classification, com-
mon measures in machine learning, including the confusion matrix, overall classification
accuracy (OA), and the kappa coefficient (Ka), are utilized.

Figure 13. Time domain echo and MTF images without noise and at SNR = 0.

4.2. Performance Analysis of the Improved RepVGG

In a real scenario, a sensor does not just receive the target electromagnetic scattering
echoes, but it also other types of noise. To test the noise robustness of the improved
RepVGG that we propose, we simulated its recognition performance under different SNRs.
Meanwhile, to better analyze the recognition performance of the network, we introduced
the confusion matrix and the kappa coefficient.

The recognition performance of the improved RepVGG under different SNRs is re-
vealed in Figures 14 and 15. At SNR = 0 dB, the OA of the MTF of the four vehicle targets is
the lowest, which still achieves a recognition rate of 91%. Starting from the SNR of 0 dB,
every 10 dB increase in SNR results in improved recognition performance. The recognition
rate of the network reaches 93.8% when the SNR = 25 dB. The recognition rate of the
network reaches the highest when there is no noise, which reaches 95.1%. It is observed
that the recognition rates remain constant when the SNR is 10 dB compared with 15 dB, as
well as when the SNR is 20 dB compared with 25 dB. Furthermore, starting from the SNR of
0 dB, there is an overall upward trend in recognition performance. Figure 15 reveals that the
kappa coefficient of the network recognition also becomes larger and slowly higher, with a
kappa coefficient of 0.88 when SNR = 0 dB. When SNR = 25 dB, the kappa coefficient is
0.9167. The kappa coefficient of the network reaches 0.9352 when we do not add noise to the
echo. An evaluation with a kappa coefficient greater than 0.8 implies that the classifier has
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very good performance. An evaluation of a network with a kappa coefficient greater than
0.8 means that the classifier performs very well in the task being evaluated. The network
has high accuracy and consistency and can be trusted to classify the samples correctly. The
kappa coefficients of the network are all greater than 0.8 in the case when the SNR is greater
than 0 dB. Therefore, the improved RepVGG has high accuracy and consistency.

Figure 14. OA at a different SNR.

Figure 15. Kappa coefficients at a different SNR.

The confusion matrix for the recognition results of the network is depicted in Figure 17
at various SNRs of 0 dB, 5 dB, 10 dB, 15 dB, 20 dB, and 25 dB and in Figure 16 without noise.
As shown in the figure, the recognition rate of both cars and wheeled armored vehicles
reaches 100% during the recognition process for different SNRs and noiseless MTF maps,
indicating that cars and wheeled armored vehicles are highly discriminated by the feature
vectors extracted by the network. At SNR = 0 dB, the network recognized 10 samples of
trucks as tracked vehicles, while 3 samples of tracked vehicles were recognized as trucks.
At SNR = 5 dB, the network recognized five samples of trucks as tracked vehicles and
eight samples of tracked vehicles as trucks. At SNR = 10 dB, the network recognized
two samples of trucks as tracked vehicles and nine samples of tracked vehicles as trucks.
At SNR = 15 dB, the network recognized six samples of trucks as tracked vehicles and
five samples of tracked vehicles as trucks. At SNR = 20 dB, the network recognized one
sample of trucks as tracked vehicles and eight samples of tracked vehicles as trucks. At
SNR = 25 dB, the network recognized three samples of trucks as tracked vehicles and
six samples of tracked vehicles as trucks. In the noise-free condition, the network identified
four samples of tanks as trucks and three samples of trucks as tanks. In the case of a low
SNR, because the electromagnetic scattering characteristics of tracked vehicles and truck
vehicles are more similar under some observation angles, the number of scattering points
and the distribution in the echo are closer, the MTF images generated by the echo lead to a
low differentiation of the distribution of the feature vectors extracted by the network, and
with the increase in the SNR, there is a significant improvement in the network’s ability to
distinguish between the two vehicles. The overall recognition rate of the network is greater
than 90%, with the SNR not less than 0 dB. The experimental results show that the network
has good recognition accuracy and noise robustness.
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Figure 16. Confusion matrix without noise.

Figure 17. The confusion matrixes at SNR = 0 dB, 5 dB, 10 dB, 15 dB, 20 dB, and 25 dB. (a) SNR = 0 dB,
(b) SNR = 5 dB, (c) SNR = 10 dB, (d) SNR = 15 dB, (e) SNR = 20 dB, and (f) SNR = 25 dB.

4.3. Network Performance Comparison
4.3.1. Recognition Performance Comparison

We proposed an improved RepVGG network and validated its recognition perfor-
mance by comparing and analyzing it alongside other classical network recognition meth-
ods. These methods include DenseNet, Inception, VGG, ResNet, and LeNet. We plotted
the recognition performance curves under different SNRs, as shown in Tables 4 and 5. As
can be seen in Table 4, under a low SNR, the improved RepVGG network has a significant
improvement in recognition accuracy compared with the traditional classical neural net-
work models. Among the compared network models, the VGG has the highest recognition
rate of 87.5%, ResNet has the lowest recognition rate of 79.8%, and the improved RepVGG
network reaches 90.97% at SNR = 0 dB, which is 3% higher than VGG and 10% higher
than ResNet. When the SNR gradually increases, the recognition accuracy of each model is
significantly improved. At SNR = 25 dB, the recognition accuracy of each model exceeds
88%, the recognition rate of VGG is the highest at 93%, and Inception is the lowest at 88.5%.
The improved RepVGG network reaches 93.8%, which is 0.8% higher than VGG and 4.9%
higher than Inception.
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Table 4. OA of the six methods with SNR.

OA The Improved
RepVGG DenseNet Inception LeNet ResNet VGG

SNR = 0 90.97% 79.86% 85.42% 86.81% 79.86% 87.50%
SNR = 5 91.10% 83.33% 85.42% 86.81% 80.56% 88.89%

SNR = 10 92.40% 85.42% 85.42% 90.28% 86.81% 88.89%
SNR = 15 92.40% 87.5% 86.11% 91.67% 86.11% 88.89%
SNR = 20 93.80% 87.5% 86.11% 92.36% 88.89% 90.97%
SNR = 25 93.80% 90.97% 88.89% 92.36% 90.28% 93.06%
Noise-free 95.14% 91.18% 92.36% 94.44% 90.48% 93.06%

Table 5. KAPPA coefficient the six methods with SNR.

Kappa
Coefficient

The Improved
RepVGG DenseNet Inception LeNet ResNet VGG

SNR = 0 0.8796 0.731 0.806 0.824 0.731 0.833
SNR = 5 0.8796 0.778 0.806 0.824 0.741 0.852

SNR = 10 0.8981 0.806 0.806 0.87 0.824 0.852
SNR = 15 0.8981 0.833 0.815 0.889 0.815 0.843
SNR = 20 0.9167 0.833 0.815 0.889 0.852 0.88
SNR = 25 0.9167 0.88 0.852 0.889 0.87 0.907
Noise-free 0.9352 0.882 0.898 0.926 0.873 0.907

Table 5 shows the variation in the kappa coefficient at different SNRs. At a low
SNR, the improved RepVGG network’s kappa coefficient reaches 0.88, while among the
compared network models, VGG has the highest kappa coefficient of 0.833, and ResNet
has the lowest kappa coefficient of 0.731. When the SNR gradually increases, the kappa
coefficient of each model improves significantly. At SNR = 25 dB, each model exceeds 0.87.
The kappa coefficient of the improved RepVGG network is 0.9167. Among the compared
network models, VGG has the highest kappa coefficient of 0.907, and Inception has the
lowest kappa coefficient of 0.852. With the gradual increase in the SNR, the kappa coefficient
of the improved RepVGG network is always the highest, and compared with the other
networks, the improved RepVGG network has the best consistency. In the comprehensive
analysis, the improved RepVGG network has higher classification accuracy, better noise
robustness, and sound recognition performance.

4.3.2. Ablation Experiment

To demonstrate the advantage that the self-attention module and sparse loss function
bring to the recognition process, we conducted some ablation experiments, as shown in
Figure 18. When the classical RepVGG network was added to the self-attention module
alone, the recognition rate of the network increased from 93.1% to 94.4%. When the sparse
loss function alone was added to the classical RepVGG network, the recognition rate of
the network increased from 93.1% to 93.8%. When both the self-attention module and the
sparse loss function were also added to the VGG network, the recognition rate of the model
increased from 93.08% to 93.75%. This is a good indication that the self-attention module
and the sparsity loss function are more helpful in improving the recognition accuracy of
the network.
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Figure 18. Comparison of the ablation experiment.

5. Conclusions

In this work, we converted the traditional one-dimensional sensor echo into a two-
dimensional image by MTF transformation to better capture the time-series relationship of
the signal. The improved RepVGG network is proposed for the identification of carrier-free
ultra-wideband sensor jungle targets. In different stages, we introduce the self-attention
module to improve the ability to extract the features of target echoes and enhance ro-
bustness. Meanwhile, the composite sparse loss function is put forward to improve the
classification accuracy. The experimental results show that the improved RepVGG network
improves the recognition performance and noise immunity, and the OA and kappa coeffi-
cients of the proposed method are better than the five methods proposed in the literature.
In our future work, we will carry out research on the carrier-free ultra-wideband sensor
for water targets and airspace targets for better application in practical road driving, field
exploration, and other fields.
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