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Abstract: Remote sensing provides timely, economic, and objective data over a large area 

and has become the main data source for land cover/use area estimation. However, the 

classification results cannot be directly used to calculate the area of a given land cover/use 

type because of classification errors. The main purpose of this study is to explore the 

performance and stability of several model-assisted estimators in various overall accuracies 

of classification and sampling fractions. In this study, the confusion matrix calibration 

direct estimator, confusion matrix calibration inverse estimator, ratio estimator, and simple 

regression estimator were implemented to infer the areas of several land cover classes 

using simple random sampling without replacement in two experiments: a case study using 

simulation data based on RapidEye images and that using actual RapidEye and Huan Jing 

(HJ)-1A images. In addition, the simple estimator using a simple random sample without 

replacement was regarded as a basic estimator. The comparison results suggested that the 

confusion matrix calibration estimators, ratio estimator, and simple regression estimator 

could provide more accurate and stable estimates than the simple random sampling estimator. 

In addition, high-quality classification data played a positive role in the estimation, and the 

confusion matrix inverse estimators were more sensitive to the classification accuracy. In 

the simulated experiment, the average deviation of a confusion matrix calibration inverse 

estimator decreased by about 0.195 with the increasing overall accuracy of classification; 

otherwise, the variation of the other three model-assisted estimators was 0.102. Moreover, 

the simple regression estimator was slightly superior to the confusion matrix calibration 
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estimators and required fewer sample units under acceptable classification accuracy levels 

of 70%–90%. 

Keywords: area estimation; classification accuracy; model-assisted inference 

 

1. Introduction 

The area of each land cover class is an essential parameter of resources investigation, resources 

management, and earth observation [1–5]. It also plays an important role in scientific understanding 

when dealing with environmentally sensitive policies [6]. During the past few decades, many operational 

area estimation projects have been launched for all land cover/use classes, such as the Land Use/Cover 

Area Frame Statistical Survey (LUCAS) [3], or for specific land cover/use classes (mainly agriculture 

and forestry, such as Agriculture and Resources Inventory Surveys through Aerospace Remote Sensing 

(AgRISTARS), Cropland Data Layer (CDL), and Monitoring Agriculture with Remote Sensing 

(MARS) [7]. Satellite imagery-based scientific inference and sampling technology have been 

indispensable components of the area estimation procedure. 

Two different typical approaches are used for inference of area such as probability-based inference 

and model-based inference [8]. Probability-based inference, also known as design-based inference, is 

based on probability sampling and the validity of inference is based on the probabilistic nature of the 

sampling design [9]. All estimators that require probability samples are by definition probability-based 

estimators [10]. In this type of inference, satellite imageries are often used to improve the sample 

frame design [4]. Model-based inference uses models to predict the response variable for individual 

population units, and the sample could be non-probability and purposive [11]. It focuses on the 

parameters of the superpopulation, and the validity of estimates depends on the fitness of model [9]. In 

this type of inference, satellite imageries are often used as auxiliary data or variables to establish the 

model. Model-assisted estimators are kinds of estimators that rely on models, however they fall in the 

category of probability-based estimators, such as simple random sampling, stratified, ratio estimators, 

because of their reliance on probability sampling [12]. These estimators take advantage of the 

correlation of the auxiliary variables and variables of interest from the probability sample to establish a 

model for improving the precision of the estimation, acting as a middle ground between the simple 

random sampling estimator and model-based estimator [8]. Additionally in these estimations, satellite 

imageries are usually viewed as key auxiliary data from which the auxiliary variables are derived. 

Confusion matrix calibration estimators, ratio estimators, and simple regression estimators are widely 

used model-assisted estimators.  

The confusion matrix is a cross-tabulation of the classified category against the reference category 

or that observed in field survey at a specified location and is generally used to assess the accuracy of a 

classification [13]. The sample used to construct the confusion matrix reflects the ground truth 

condition and can be simultaneously input into estimators to implement the area estimation [5]. 

Initially, these estimators were regarded as a way to reduce or eliminate bias in pixel counting, which 

is performed by simply counting the pixels classified into the classes of interest and multiplying them 

by the area represented by each pixel [2,14,15]. Czaplewski and Catts [16] gave a more structured 
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presentation. In the present study, we refer to these estimators as confusion matrix calibration 

estimators. Moreover, ratio and simple regression estimators are commonly used estimators, which are 

particular cases or extensions of the general regression estimator [10] with a strong basis in statistical 

theory and a long history of applications in various fields [17]. The general regression estimator 

usually explores and takes advantage of the reliable relationship between two datasets [18], such as 

satellite images and ground survey data, to reduce the variance. 

Brun, et al. [19] applied regression and the confusion matrix calibration estimator to calculate  

crop areas and indicated that the relative efficiency of a confusion matrix calibration estimator is 

substantially lower than that of a regression estimator. However, they used different types of sample 

units during the estimation process—point sample units for confusion matrix calibration estimators and 

segment sample units for regression estimators—which may have introduced uncertainty to the 

conclusions. Gallego [2] provided a comprehensive review of various area estimation methods using 

remote sensing data and mainly probability-based estimators. Stehman [5] established model-assisted 

estimation as a unifying framework and pointed out a strong connection between accuracy assessment 

and area estimation for land cover or land cover change based on satellite imageries and compared and 

summarized a variety of confusion matrix calibration estimators [20]. McRoberts compared  

probability-based and model-based estimators based on logistic regression and remote sensing and 

inventory data to infer the proportion of forest [8], gave a systematic analysis about scientific inference 

using satellite imageries as auxiliary data [21], and implemented these estimators in many  

applications [22–27]. Foody [28] studied the impact of inaccurate ground reference data on the 

precision of land cover change area estimation in a simulation experiment and proved that the ground 

reference data imperfection can lead to a misestimation of land cover change area, the magnitude of 

which can be large when the area of land cover change is rare [29]. Olofsson, et al. [30] quantified the 

uncertainty in inferring the area of land cover change using stratified estimation by confidence interval. 

Although many studies used the derived data from satellite imageries for classification or extraction 

of specified land cover class/use, the effects of accuracy of the derived data on the performance of 

some estimators is not clear. The objectives of our study are to compare the performances of different 

model-assisted estimators, and to analyze the impacts of the various qualities of classification on these 

estimators. We used the confusion matrix calibration direct estimator, inverse estimator, ratio 

estimator, and simple regression estimator to infer the areas of land cover classes based on different 

qualities of classification. Here, two case studies were conducted; one used simulated data, and the 

other used actual satellite images. The extents of the two study areas were viewed as two finite 

populations, and the regular segment was the sampling unit. The four model-assisted estimators and 

simple random sampling estimator were then implemented to infer the areas of land cover classes 

based on the different qualities of classification. Finally, the estimates of each land cover of classes 

were then compared. 
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2. Study Area and Data 

2.1. Case Study Using Simulated Data 

The area chosen for the simulation study was a square-shaped region with an area of 400 km2 

(39°29′–39°40′N, 116°14′–116°28′E), hereafter referred to as study area 1, located in the Da Xing 

District of southern Beijing (Figure 1). Land cover classes for study area 1 are natural herbs dominated 

by sward and hydrophyte; crops dominated by maize; woods and built-up and bare lands. It is a  

rural–urban fringe zone with a fragmented landscape consisting of small, complex patches.  

Figure 1. Location of study area for the simulated experiment and case study. 

 

The data used in the simulated experiment were high-spatial resolution (5 m) images obtained on 

13 September 2010, from RapidEye satellites equipped with the Jena-Optronik multi-spectral imager. 
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The sensor is capable of collecting five distinct electromagnetic spectra: blue (0.44–0.51 μm), green  

(0.52–0.59 μm), red (0.63–0.69 μm), red-edge (0.69–0.73 μm), and near-infrared (0.76–0.88 μm). The 

spectral signatures of the five land cover classes previously mentioned are sufficiently distinct to 

support accurate classification. We used a support vector machine (SVM), a classifier defining a 

separating hyperplane based on supervised learning, to create the classification. In classification 

procedures, approximately 20 pixels of training samples in each land cover class were allocated based 

on interpretation, and a total of 104 pixels of training samples were input into the classifier. To 

evaluate the quality of the classification, all 16,000,000 pixels covering the entire study area 1 were 

viewed as the population. We selected 2000 pixels as a sample by simple random sampling without 

replacement. By interpreting the selected pixels one by one, we constructed the confusion matrix and 

calculated the overall accuracy [31]. The overall accuracy of classification (OA) is a main proportion 

measurement that ensures the pixel is correctly classified to describe the quality of a classification. As 

in this study, it is often derived from the confusion matrix with the diagonal elements (Table 1). The 

OA of SVM classification was 92%. In the simulated experiment, the SVM classification was used as 

a reference to validate and evaluate the performance of various estimators. To acquire different auxiliary 

data with various accuracies, we introduced classification errors into the reference data. Hereafter, the 

term auxiliary data will refer to the classification covering the entire area of interest; however, it could 

only provide inaccurate area information due to classification error or the relatively coarser spatial 

resolution. The term reference data is used to represent the images that describe the condition of 

ground truth or have less error and finer resolution to provide accurate area information. More details 

about the method of generating auxiliary data with different accuracies will be subsequently described 

in the Methods section. 

Table 1. Confusion matrix and the overall accuracy of classification. 

  Classification  

  Class 1 Class 2 … Class k Row Total 

Reference 

Class 1 n11 n12 … n1k r1 

Class 2 n21 n22 … n2k r2 

… … … … … … 

Class k nk1 nk2 … nkk rk 

 Column total c1 c2 … ck n 

( )
1

k

ii
i

The overall accuracy of classification OA n n
=

=  

( ) 1 'class i i ii iOmission error r n r producer s accuracy= − = −
1class i i ii iCommision error (c - n ) c = - user's accuracy=

2.2. Case Study Using Actual Remote Sensing Data 

An operational case study was also implemented at two irregular regions, both in study area 2: 

TongZhou (TZ, 39°40′N–40°2′N, 116°31′E–116°57′E) and ShunYi districts (SY, 40°0′N–40°19′N, 

116°28′E–116°59′E). It should be noted that a small fraction of these two districts was excluded 

because of limited image extent and cloud cover (Figure 1). These two regions cover approximately 
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788 km2 and 996 km2, respectively. In TZ, land cover types consist of winter wheat, grass, and wild 

rice shoots, wood, water, and built-up and bare lands. SY has the same land cover types, except for 

grass and wild rice shoots, although the landscapes are more fragmented and heterogeneous than those 

in TZ. 

The datasets used in this section include the Huan Jing (HJ)-1A and RapidEye images obtained on 

22 September 2010. The HJ-1 is a minisatellite constellation of China, and its main application fields 

are environmental monitoring and the prediction of land surface processing and disasters. HJ-1A is an 

optical satellite with a charge coupled device (CCD) camera and an infrared camera, and its repeat 

cycle is four days. HJ-1A imagery provides four optical bands including blue (0.43–0.52 μm), green 

(0.52–0.60 μm), red (0.63–0.69 μm), and near-infrared (0.76–0.90 μm), at 30 m resolution. The 

classification results via SVM from HJ images were used as auxiliary data; those from RapidEye 

images were used as reference data. Thus, the actual coverage of each category was known. 

3 Methods 

3.1. Simulation Procedure 

Classification is well known to be incapable of providing a reliable estimate by the pixel counting 

method, which is performed by simply counting the pixels classified into the classes of interest, then 

multiplying by the area represented by each pixel [2], particularly on a large scale or in a fragmented 

landscape [1,32–34]. However, with a large coverage area, it offers synoptic information, which can be 

auxiliary data to estimation. The quality of classification, described by the main measurement of 

classification, overall accuracy, is an essential factor affecting estimator performance [35]. To evaluate 

the performance of each estimator under diverse auxiliary data quality, classifications with various 

accuracies are necessary. However, it is difficult to effectively control the accuracy in specified 

quantitative terms in the classification process. Thus, we generated simulated images. In this section, 

we introduce the rationale and steps of generation of simulated images. 

In the image simulation process, the original SVM classification obtained in Section 2.1 was used 

as reference data. We then created a classification error layer, and two types of errors [36] were 

simulated. One was the misclassification of pure pixels because of the similarity of their spectral 

signature [37], which is hereafter referred to as internal error. It is a commonly distributed inside 

feature and consists of several spatially contiguous pixels. Its occurrences depend on the degree of 

spectral separability. The more similar the spectral responses of the features, the more likely 

misclassifications are to occur. For example, misclassification between crops and grass is more 

common than that between crops and water. The other type of misclassification, containing several 

categories and occurring around the boundaries of different land cover/use classes, involves mixed 

pixels and is hereafter referred to as edge error. The simulation steps are described below and Figure 2 

shows the workflow of simulation procedure. 

(1) Definition of homogeneous patches: A homogeneous patch is a polygon, which is a 

contiguous area of homogeneous mapped land cover/use. Four neighboring pixels were used 

to define contiguity. A unique ID for each homogeneous patch was assigned and the 
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logarithm transform by 10 of the area of each patch (expressed as x1) using its pixel count  

was calculated. 

(2) Partition of “internal” and “edge” of patch: A window of 5 × 5 pixel size was used to 

overlay the reference imagery, and its center traversed every pixel in this step. If these pixels 

within the window belonged to the same land cover/use class, the central pixel was marked 1, 

representing an internal pixel; if not, the central pixel was marked 0, representing edge pixel. 

Finally, internal pixels comprised the internal area and edge pixels comprised the fringe area. 

(3) Error simulation of internal area: This step generated an error layer inside the internal area. 

In our simulation, a sub-patch, with a fixed size was first set. The sub-patch could be any 

shape and size, as long as it was not larger than the smallest patch. It was necessary to ensure 

that the possibility of occurrence of sub-patch in any patch exists. Here, a regular sub-patch of 

5 × 5 pixel size was used in our simulation. Then, we introduced a parameter, α, that could be 

set by users, expressing a proportion of error in the internal area. These error sub-patches 

were distributed randomly and their land cover/use classes might be anything except 

their reference. 

(4) Error simulation of fringe area: The heterogeneity of each pixel in the fringe area, expressed 

as x2, was first calculated in eight neighboring pixels. Error probability for each pixel in the 

fringe area was then generated by Equation (1) [38]: 

0 1 1 2 2( )
1

pln x x
p

β β β= + +
−

 (1)

where p denotes the error probability for each pixel in the fringe area, β0, β1, β2 denote the 

coefficients of regression; the relation of regress was performed over all patches. It is notable 

that a high error probability for one pixel did not always indicate misclassification. For any 

pixel, supposing equation 1 gave a high error probability of this pixel; we could not determine 

if this pixel was an arbitrary error because the pixel can be classified correctly even if its error 

probability is high. Therefore, another parameter, c, was introduced to control the number of 

errors in the fringe area, which is a random digit between 0 and 1. If c was less than p, the 

pixel would be marked as an error, and its land cover/use class may be anything except 

the reference. 

(5) Simulated production: The errors generated in steps (3) and (4) were introduced into the 

reference to produce simulated images with various accuracy levels by adjusting parameters α 

and c. Finally, four simulated images were generated by injecting different quantitative errors. 

Hereafter, the simulated images were treated as the classification and also could be referred to 

as auxiliary data, and the original SVM classification was treated as the reference data. The 

overall accuracies of four simulated images were 62%, 70%, 80%, and 90%, respectively, 

representing the four classification levels (Figure 3). 
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Figure 2. Simulation procedure. 

 

Figure 3. Simulated images. 

 

3.2. Sampling Scheme and Samples 

Generally, the following factors are considered for sampling design: (1) population; (2) sampling 

unit; and (3) sampling method and sampling fraction [39,40].  

Here, the extents of the two study areas were viewed as two finite populations. Many studies  

and applications have been implemented using various types of sampling unit, points, segments 

(regular/irregular) and so on [39,41], they were feasible in these cases under certain conditions. To 

prevent confounding, we adopted the same area framework for the five estimators, and chose the 
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sampling unit by considering its feasibility under the circumstance of using satellite imagery. In our 

study, the classification was crisp, and the point sampling unit was not suitable for discrete class labels 

due to the limitations of the traditional linear simple regression estimator (details about this estimator 

were introduced in Section 3.3). In contrast, for the two confusion matrix calibration estimators, we 

have a wider choice of sampling units [42,43]. Considering these factors, we used a regular segment of 

80 m × 80 m as sampling unit. Because the comparison did not focus on the effect of the sampling 

method, a simple random sampling without replacement was implemented for convenience. We 

replicated the sample selection and estimation 2000 times for each classification by using different 

sample sizes ranging from 0.01% to 5.00%. 

3.3. Estimators 

3.3.1. Simple Random Sampling Estimator 

Here, a simple random sampling estimator (SRSE) [8], which is a representative of the  

probability-based estimator, was implemented as a baseline for comparison [44] in the case study using 

simulated data and that using real remote sensing images. 

The response variable, Y, is the area of land cover classes. Let ࢅ෡ࡿ denote the estimation for class k 

of the SRSE; N, the number of all units; n, the sample size; and ࢟ഥ, the sample units means of reference 

data. The estimator of the total area of class k is 

ˆ
SRSE

Y Ny=  (2)

In addition, its variance can be estimated as  

( ) ( )2 2ˆ ˆ 1SRSEV Y N f s n= −  (3)

where s is the variance of sample, f is the finite population correction factor (fpc). 

This estimator used the information from the sample only [26] and did not use the auxiliary data,  

which included simulated images and classification from HJ-1 in the case study using actual remote 

sensing data. 

3.3.2. Model-Assisted Estimators 

The confusion matrix is the core of the accuracy assessment process and provides an excellent 

summary of two types of classification errors, omission and commission [31]. Stehman [5] indicated 

that the reference information from a sample used to construct the confusion matrix can also be used to 

infer the area of the target directly or via model-assisted inference. The direct estimator (DIE) and 

inverse estimator (INE) are two approaches that utilize the confusion matrix to adjust the pixel count 

area. The difference between these two estimators is that the former employs the user’s accuracy, and 

the latter employs the producer’s accuracy. Assume the population consists of k classes: P denotes a 

population confusion matrix with k × k elements, and pij represents the proportion of pixels or the 

number of pixels, which are reference class i classified into class j (Table 1). 

However, because the population confusion matrix is not available in the practical case, the 

estimated confusion matrix is based on the sample and possessing the same structure as the population 
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confusion matrix, P̂, is an alternative. In addition, it was notable that we used simple random sampling 

without replacement to obtain a sample with a regular segment size of 80 m × 80 m that included  

256 pixels in each selected segment. If we simply allocated the pixels covered by all segments and 

summarized their number or proportion accounting for total pixels to construct the common confusion 

matrix, the sampling would be cluster sampling rather than simple random sampling. Therefore, the 

reference information should be summarized by segment. We used the composite operator [45,46], 

which is widely used in the accuracy assessment of soft classification, to construct the confusion 

matrix. Using segment g as an example, we generated the confusion matrix for g segment following 

Equation (4), and the final confusion matrix, P̂, was built by averaging all segments of confusion 

matrices for entire selected segments. 

( )
( ) ( ) ( )
min , ,

,
1

r c i jgi gj
pgij k

c p r p r p i jgj gjj gi gii gi giii

=
=

− × − − ≠
=







 (4)

Suppose a (k × 1) column vector t = (t1, t2,…, tk)′ represents the population area for each class  

in the reference data. This value is unknown and must be estimated. A (k × 1) column vector  

C = (C1, C2, …, Ck) represents the population area for each class in the auxiliary data and is easily 

obtained. ࡾ෡ denotes a diagonal (k × k) matrix, and diag(P̂′ 1) and ࢀ෡ denote diag(P̂ 1), where 1 denotes 

a (k × 1) column vector of 1’s. The direct and inverse estimators are expressed in the following forms 

by Stehman [5]: 

( )1ˆ ˆˆ −= × ×t P R Cdir  (5)

( ) 11ˆ ˆˆ
−−′= × ×t P T Cinv  (6)

and their variance can be given by 

( ) ( )2

1

ˆ ˆ 1
n

t i i
i

V t t n n
=

= − −    (7)

Ratio estimator (RAE) and simple regression estimator (SRE) use variables that are correlated with 

variables of interest [12] and are widely used in many research fields [6,47]. Here, the simple 

regression estimator [20] was a representative of many forms of regression estimators and their 

transformations. The general forms of these two estimators are given by Equations (8) and (9): 

1

ˆ ˆ ˆˆ
J

j jgU U U
j

R x
=

 
′= = =  

 
   R Rg gY y x R  and (8)

1

ˆ ˆˆ ( )

ˆ ( )

U U

J

j j jg jU
j

+

y B x x
=

 ′= = − 
  = + −   

 

 

lr lrg gY y y x x B

 (9)

In addition, their variance are given by [20] 

( ) ( )2 2ˆ ˆ 1R dV Y N f n= − s  and (10)



Remote Sens. 2014, 6 8914 

 

 

( ) ( )2 2ˆ ˆ 1lr dV Y N f n= − s  (11)

where ࢅ෡ࡾ and ࢅ෡࢘࢒  denote the vector of estimates of ratio and difference estimator, respectively; ࢍ࢞ = ൫ݔଵ௚, ,ଶ௚ݔ … , ഥ࢞ ,௝௚൯denotes the value of the auxiliary J variables vector for the gth sample unitݔ = ൫̅ݔଵ, ,ଶݔ̅ … , ഥ࢟ ,௝൯ᇱ denotes the mean of the auxiliary variables vectorݔ̅ = ൫ݕതଵ, ,തଶݕ … ,  ത௝൯ᇱ denotes theݕ

mean of interested parameters of sample, ࡾ෡ = ൫ ෠ܴଵ, ෠ܴଶ, … , ෠ܴ௃൯ᇱ and ࡮෡ = ൫ܤ෠ଵ, ,෠ଶܤ … , ෠௃൯ᇱܤ denote the 

correlation coefficient for simple regression and ratio estimator, respectively , ∑ ሺ∙ሻ௎  denotes the sum 

of a population, ࢊ࢙ is the population variance of the residuals ࢛ࢊ and it is given by ࢛ࢊ = ࢛࢟ −  in ࢛࢞ࡾ

Equation (10) and ࢛ࢊ = ࢛࢟ − ቂ࢟ഥ + ൫ࢍ࢞ −   .෡ቃ in Equation (11)࡮ഥ൯ᇱ࢞

3.4. Evaluation Criteria 

Variance and standard error are common measurements for assessing the precision of estimators in 

statistical theory. For all estimators, the relation of their mean square error (MSE) and variance (V) can 

be expressed as  
2MSE(t)=V(t)+ Bias(t)  (12)

For an unbiased estimator, Bias(t)=0, and  

MSE(t)=V(t)  (13)

where t is an estimator. 

Each sampling was considered an independent process, and each sample was entered into the five 

estimators. Considering the different area scales with various land cover classes and that the true value 

for every land cover class was known, we adopted the relative root mean square error (RRMSE) as the 

main evaluation criterion to compare the dispersion of estimations from its true area during 2000 

iterations for each overall accuracy of classification and sample fraction. In addition, the reason for 

using RRMSE as in Chen and Wei’s [48] study was to compare the performances of these estimators 

directly and to examine the impact of overall classification accuracy on these estimators directly. It 

was noteworthy that the RRMSE of the area for every land cover class was calculated separately, and 

the results were added up to express the synthetic dispersion. The lower RRMSE for an estimator 

meant that the variability of estimations for 2000 iterations was smaller and that the estimator provided 

better performance. Moreover, the average deviation (AD) and coefficient of variance (CV) were also 

calculated. The former is an index assisting the expression of the variability of estimates for  

2000 iterations, and the latter describes the similarity of the estimates from different samples. These 

evaluation criteria are defined as  

k m
2

ij tj tj
j=1 i=1

RRMSE = sqrt (a - a ) m a
  
    

   (14)

{ }m k

ij tj tj
j=1i=1

AD = a - a a m     (15)

k m
2

ij j j
j=1 i=1

CV = δ a = sqrt (a - a ) m a
  
    

   (16)
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where m is the number of iterations, aij is the area estimate of class j in iteration i, atj is the true area of 
class j from the reference, and ࢇഥ࢐ is the average of area estimate of class j for iterating m times. 

4. Results and Discussion 

Variance estimation was implemented for these five estimators by Equations (3), (7), (10) and (11) 

before comparison. Meanwhile, the 95% confidence intervals (CI) (estimates plus and minus 

1.96 times the square root of the variance estimates) were constructed to check if the proportion of 

times the simulation estimates contained the true area values was similar to the nominal coverage of 

95% (Figure 4).  

Figure 4. The 95% confidence intervals for direct estimator (DIE) and ratio estimator 

(RAE) and the proportion of times the simulation estimates contained the true area value 

for class 1, crops, in the simulation experiment (overall accuracy of classification = 70%). 

 

4.1. Results of Simulation Study 

4.1.1. Comparison of Estimators across Various Classification Accuracy Levels 

Figure 5 presents the variation of CV, AD, and RRMSE with various classification accuracy levels 

at 1% sampling fraction (about 625 sample units). SRSE is distinctive because it employs only the 

sample information rather than the auxiliary data. Thus, its CV, AD, and RRMSE are stable at 0.306, 

0.244, and 0.307, respectively. Compared with the SRSE, almost all the other estimators have smaller 

CV, AD, and RRMSE values, which indicates that the auxiliary data benefits effective estimation. 

However, auxiliary data with low accuracy (62%) did not contribute to the reduction of CV, AD, and 

RRMSE for INE. When the auxiliary data has low accuracy (62%), the CV, AD, and RRMSE derived 

from INE is worse than that derived from SRSE. This means the low quality classification would 

damage or weaken the relationship between the auxiliary data and reference data and lead to an 
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inaccurate estimation. Therefore, low quality classification might not play a positive role for estimation 

for certain estimators.  

The four estimators except SRSE show a tendency of decreasing CV, AD, and RRMSE with 

increasing classification accuracy. We see that the regression group (RAE and SRE) is slightly 

superior to the confusion matrix calibration group at acceptable classification accuracy levels  

(70%–80%) with the smaller CV, AD, and RRMSE. When the accuracy exceeds a certain level (90%), 

the difference among these four estimators is slight. Considering that accurate classification (auxiliary 

data) is difficult to acquire, especially in large scales and complex landscapes, selecting an appropriate 

estimator is critical. Therefore, we suggest that SRE be given higher priority for operational use. 

Figure 5. Comparison of estimators at various classification accuracy levels. (a) CV,  

(b) AD, (c) RRMSE (sampling fraction = 1%). 

 

Although it is expected that CV, AD, and RRMSE decrease with an increase in classification 

accuracy, the extent of their variation with estimators differs. INE has the largest variation as the 

accuracy increases. The AD of a confusion matrix calibration inverse estimator decreased about 0.195 

with increasing overall accuracy of classification; otherwise, the variation of the other three  

model-assisted estimators was about 0.102. The variations of the RAE and SRE are small and quite 

close. Therefore, the INE estimator is more sensitive than the other three estimators. 

RAE and SRE methods use the information from sampling units, are more comprehensive and do 

care for the acreage of interested classes in sampling units. Also, the relationship between sample units 

and auxiliary data stands for the general connection between ground truth and satellite imageries 

classification. They also reduce the influence of each individual sample unit. The confusion matrix is 

interested not only in the number of pixels which are classified correctly, but also in which land 

cover/use type each error pixel is classified. In confusion matrix calibration methods, commission error 

portions are used to eliminate the area misclassified into the target classes, and the omission error 

portions are used to retrieve the area from the non-target classes. However, the classification errors are 
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not randomly distributed over the interested region and classification matrix is not likely to describe 

the classification error for every class equally well. That means the precisions of estimation of target 

classes are likely to be affected by the precision of other classes and has more latent risk. Thus, the 

precision of estimation derived from confusion matrix calibration depends on how well the confusion 

matrix describes the error in each class. 

4.1.2. Comparison of the Sample Size to Reach the Same Precision of Estimation 

Increasing the sample size can be a method for improving the precision of estimation. However, the 

sample is supported by ground investigation or high spatial resolution imagery, which is labor 

intensive, time consuming, and costly. In practical cases, end users generally need to decrease the 

sample size and maximize benefits. Therefore, we also compared the sample size required by each 

estimator in a fixed precision of estimation. 

Figure 6 presents the RRMSE in various sampling fractions, which can be calculated by the sample 

size. As the sampling fraction increases, the RRMSE of the regression group decreases rapidly and 

becomes stable first. The fewest number of samples required to achieve the same precision of 

estimation, such as RRMSE = 0.2, for SRE, RAE, DIE, INE, and SRSE was about 375, 400, 625, 875, 

and 1400, respectively. Thus, SRE requires the fewest samples and is more effective. In addition, it is 

apparent that increasing the sample size can relieve the precision risk of estimation; we recommend 

further study to determine whether our results can give a more quantitative predictor. It is worth noting 

that the curve of SRE began at the 0.02% sampling fraction because of the failure of providing the 

estimation with the sampling fraction at less than 0.02%. 

Figure 6. Comparison of coefficient of variance CV (a), average deviation AD (b), and 

relative root mean square error RRMSE (c) at various sampling fractions (overall accuracy 

of classification = 70%). 
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4.2. Results of Case Study Using Actual Remote Sensing Data 

The case study using actual satellite imageries is a realization of operational estimation to verify the 

results of the simulated experiment described previously. The overall classification accuracies from 

HJ-1 images in TZ and SY were 50% and 71%, respectively. Comparison results in this study were 

roughly in agreement with the simulated experiment. The performance of INE was inferior and was 

even worse than that of SRSE (in TZ). SRE had the best estimations in terms of the evaluation criteria 

described in Section 3.  

We also analyzed the precision of estimation for each land cover class. Figure 7 shows the RRMSE 

of area estimations of water and built-up land, accounting for 0.94% and 28.39% in SY, respectively. 

From the figure, it is apparent that SRE can provide a more reliable estimate than the other estimators 

as long as this relationship is strong and regardless of whether the area of the estimated land cover 

class is minor or dominant. We also found that, several curves, like INE, SRE, did not begin at the 

beginning of the sampling fraction range because of the failure of estimation when sampling units 

are rare. 

Figure 7. The RRMSE of the area of (a) water and (b) bare lands in ShunYi districts (SY). 

 

Because of the distinct spectrum signature, misclassification between water and other land cover 

classes is rare in auxiliary data (classification from HJ-1 images). By contrast, built-up and bare lands 

are likely to be misclassified with each other. These errors are distributed complexly, owing to the 

fragmented pattern of bare land. In the error simulation of internal regions, the class of pixels that is 

misclassified is assigned randomly, and the spectrum separable properties of land cover/use classes 

and spatial correlation of classification errors were not revealed in our simulation process; the results 

for SRE in the simulated experiment are still reliable in this case study. The results also indicate that if 

the sample size is too small, SRE might be not credible for providing an estimate. 
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5. Conclusions  

Through simulation experiments and practical application, the performance of the confusion matrix 

calibration estimators, the ratio estimator and the simple regression estimator to various auxiliary data 

accuracies were studied. The results suggest that the confusion matrix calibration estimators, ratio 

estimators, and simple regressions can provide more accurate and stable estimates than an SRSE. In 

addition, high-quality classification data played a positive role in estimation and the confusion matrix 

inverse estimators were more sensitive to classification accuracy, such as in a simulated experiment. 

For example, the AD of a confusion matrix calibration inverse estimator decreased by about 0.195 with 

the increasing overall accuracy of classification; otherwise, the variation of the other three  

model-assisted estimators was 0.102. Further, a simple regression estimator was slightly superior to the 

confusion matrix calibration estimator and required fewer sample units under acceptable classification 

accuracy levels (70%–90%). Moreover, the precision of estimation derived from confusion matrix 

calibration depends on how well the confusion matrix describes the error in each class. Therefore, 

improving the description of classification error, for example, by optimizing the distribution of the 

sample used for constructing the confusion matrix, could be a feasible way to advance the 

performances of confusion matrix calibration estimators. 

The SRE’s performance largely depends on the relationship between auxiliary data and the 

reference. Low-quality auxiliary data leads to the risk of an unreliable correlation. In some specific 

situations, we prefer the confusion matrix calibration estimators because they involve less calculation 

and offer the convenience of achieving accurate assessments and area estimations simultaneously. 

However, some sacrifice such as sample size may be required. The results reported in this study 

provide insight into the impact of auxiliary data accuracy, or classification accuracy in this study, on 

the performance of model-assisted estimators and the selection of area estimation methods, considering 

the balance of accuracy and simplicity in operational use. Nonetheless, we assumed a simple random 

sampling scheme in this study, if other sampling designs were used, the results could be different. 
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