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Abstract: Sigma-delta (Σ∆) closed-loop operation is the best candidate for realizing the interface
circuit of MEMS accelerometers. However, stability and reliability problems are still the main obstacles
hindering its further development for high-end applications. In situ self-testing and calibration is an
alternative way to solve these problems in the current process condition, and thus, has received a lot of
attention in recent years. However, circuit methods for self-testing of Σ∆ closed-loop accelerometers
are rarely reported. In this paper, we propose a fifth-order Σ∆ closed-loop interface for a capacitive
MEMS accelerometer. The nonlinearity problem of the system is detailed discussed, the source of it is
analyzed, and the solutions are given. Furthermore, a built-in self-test (BIST) unit is integrated on-chip
for in situ self-testing of the loop distortion. In BIST mode, a digital electrostatic excitation is generated
by an on-chip digital resonator, which is also Σ∆ modulated. By single-bit Σ∆-modulation, the noise
and linearity of excitation is effectively improved, and a higher detection level for distortion is easily
achieved, as opposed to the physical excitation generated by the motion of laboratory equipment.

Keywords: MEMS accelerometer; electromechanical delta-sigma; built-in self-test; in situ self-testing;
digital resonator

1. Introduction

In recent years, electromechanical sigma-delta (EM-Σ∆) closed-loop MEMS accelerometer has
been an active research field, due to its high-performance, inherent digital output, and convenience for
post-processing. As the research on the EM-Σ∆ accelerometer has gone in-depth, it has demonstrated
competitive performance compared to traditional macro-scale devices [1–9]. Previous research mainly
focuses on the enhancement of noise performance [2–4] and the realization of requisite high-order Σ∆
architecture [5–8]. Such an accelerometer, with a noise floor as low as 200 ng/

√
Hz and a fifth-order

EM-Σ∆ architecture, has already been reported [9].
Although the MEMS accelerometer has rapidly occupied the low-end commercial market with

its high cost-performance, there are obstacles that limit its further development toward high-end
applications (such as in aerospace and the military). In most of these situations, the accelerometer
is often required to work in a harsh environment for a long period of time as a safety critical device.
For these applications, the working reliability and performance stability are primary considerations [10].
Since any malfunction will induce disastrous consequences, any drift will be twice augmented by the
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integration, especially when performing long-term high-speed inertial navigation. However, due to
the relatively large micromechanical manufacturing error, stress variation in material, surface effects
of planar process, and fatigue of material [11,12], the MEMS-sensing element has a relatively poor
long-term stability with respect to traditional macro devices.

Besides waiting for the evolution of MEMS process, the in situ self-test and self-calibration
will provide a promising new point of view on these problems [13] and, thus, attract extensive
research attention worldwide [13–28]. Although use of built-in self-test (BIST) units has been a routine
technique in most mixed-signal system-on-chip (SoC) design flows [14,15], obstacles are encountered
when implanting to an EM-Σ∆ system. This is due to the fact that the measurand of these systems is
essentially physical, which creates difficulty with respect to precision using an electrical-only stimulus.

Direct implementation of electrostatic stimulus is only valid in a basic functional test, which aims
to diagnose the defective dies in functional test or malfunction in practical usage. Many researchers
have proposed diverse functional BIST methods, by incorporating the MEMS structure into a
phase-lock loop (PLL) [16], resonator [17], or charge-pump [18] circuit, then, the working state of
the circuit will be an indicator of malfunction. A more precise functional BIST is static symmetry
testing, which can identify the location of defects by applying an electrostatic force on symmetrically
distributed testing electrodes, and observing the output response [19]. However, the efficacy of these
methods is limited, and the implementations are too dedicated to be widely adopted.

In order to alleviate the difficulty in ensuring the precision and consistency of direct measurement,
some researchers have resorted to indirect methods to realize the performance BIST. A widely adopted
indirect test method is a so-called “alternate test”, which is first proposed by the engineers from TI
Inc. for enhancing the test efficiency of analog ICs [20]. Recently, many researchers have worked on
using this method to predict the key performance of MEMS sensors [21–23]. It is based on the principle
that the mechanical performance undergoes the same environmental variations as the electrical
performance; if the relationship between them can be precisely established, then the mechanical
performance can be predicted by electrical test only. However, the process of establishing a precise
mapping relationship needs a lot of repetitive work on sample collection and statistical analysis,
which is time-consuming and can only be realized in a factory.

Recently, some researchers have proposed a purely algorithmic method for calibrating the output
of a 3-axis accelerometer [24–28]. It is based on the principle that in a static state, the vector sum of
the 3-axis output should always be equal to the earth’s gravity. Based on this principle, a series of
uncorrelated static measurements are performed. Then, the problem is shifted to the solving of a series
of nonlinear multivariable equations. However, in this method, only linear drift error is taken into
consideration, and the process of calibration does not utilize the cooperation of on-chip circuit, and the
error inside the sensor still exists.

The EM-Σ∆ technique has many advantages compared to open-loop and analog closed-loop
implementation [12,29].

Open-loop is a simple and cost-effective implementation which has been adopted in early
designs. However, several drawbacks have been identified: since it is necessary to provide sufficient
damping, more Brownian noise is introduced. Furthermore, the design latitude is constrained by the
contradictory trade-offs introduced by the sensing element [12,29]. Since each element in the signal
chain will add a distortion in final performance, the linearity of it is, thus, relatively poor.

As the research goes in depth, an analog closed-loop architecture has been proposed. As opposed
to the open-loop system, the proof mass is well controlled at the equilibrium position by electrostatic
feedback force. Thus, the linearity of the system is greatly improved. Since the electrical damping
effect is introduced by the feedback force, the design trade-offs in the sensing element are released,
and vacuum packaging technique can be used, resulting in a significant reduction in Brownian noise.
Moreover, the bandwidth of the system has been significantly expanded by the feedback loop.

Recently, an EM-Σ∆ closed-loop architecture has been proposed, which incorporates the sensing
element into a Σ∆ modulation loop. This configuration inherits the merits of analog closed-loop
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architecture, and has an additional advantage of direct digital output and compact architecture. Due to
the time averaging effect of Σ∆ servo loop, the electrostatic feedback force is linearized, resulting in an
improved linearity performance [1–9].

Thus, the EM-Σ∆ closed-loop accelerometer is the most advanced technique for building an
interface circuit for accelerometers. However, the aforementioned methods either treat the sensing
element as an individual device or treat the whole system as a black box. The BIST method, which is
dedicated for this type of system, is rarely reported.

This paper has proposed a fifth-order EM-Σ∆ accelerometer with a digital built-in self-test
function. The digital BIST circuitry is dedicated for the in situ dynamic distortion test of the EM-Σ∆
accelerometer. The traditional dynamic test method relies on the sophisticated vibration or shock
machine [30], the inherent vibration distortion of which is usually large and limits the precision of
the distortion test. The proposed BIST circuitry makes use of the Σ∆ modulated characteristic of
the interface circuit. An on-chip 1-bit Σ∆ digital resonator is used to generate electrical excitation.
Due to the noise reshaping nature of the Σ∆ loop, the in-band noise and distortion are well suppressed.
The 1-bit signal has an inherently good linearity, and alleviates the need for a multi-bit multiplier.
Thus, an area-efficient digital excitation source can be easily implemented on chip, as opposed to the
difficulty in generation of analog or physical excitation.

This paper is organized as follows: Section 2 describes the system architecture and gives the
theoretical analysis of the source of nonlinearity and the trade-offs between performance and stability.
Section 3 gives the theoretical analysis and system level design of the BIST function. Section 4 gives
implementation details and practical consideration of the proposed system. The experimental results
are presented and discussed in Section 5, and the paper ends with conclusions in Section 6.

2. System Description and Topology Analysis

The block diagram of proposed interface system is shown in Figure 1. A capacitive MEMS
accelerometer is incorporated in a Σ∆ modulation loop with a third-order electrical integrator,
constituting a fifth-order EM-Σ∆ system [5,31]. By time multiplexing technique, capacitance
sensing and force feedback could be performed through the same sensing electrode, alternatively.
This collocated sensing mechanism will simplify the design of sensing element and reduce higher-order
resonance phenomenon [32]. The sensing element is configured as a balanced capacitive bridge with a
pair of reference capacitors, thus, a fully differential architecture can be established. In the feed-forward
path, there is a charge amplifier with a correlated-double sampling (CDS) function to realize the
capacitance detection and reduce the low frequency noise. A phase compensator is inserted between
the charge amplifier and electrical loop filter, in order to add some phase lead compensation to insure
the loop stability. The BIST function is realized by an on-chip Σ∆ digital resonator. In BIST mode,
a single-bit Σ∆ modulated sinusoidal wave will be injected into the digital part of the system under
the control of external pin. As will be described in detail next, the output will be a reflection of the
total harmonic distortion in the whole loop.

As evident, the electromechanical interface is a hybrid nonlinear feedback system comprised of
components in different domains: physical, analog, and digital. Thus, comprehensive consideration
should be taken at the beginning of the design stage.
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Figure 1. The block diagram of the whole electromechanical Σ∆ interface with built-in self-test
(BIST) function.

2.1. Sensing Element

The sensing element is a critical part of the system which affects the stability, determines the
sensitivity, and contributes to a major part of noise. A capacitive MEMS accelerometer is chosen as the
front-end sensing element for its high output signal, low temperature sensitivity, and ease of applying
electrostatic force to establish closed-loop control [33]. As shown in Figure 2, it generally consists of a
proof mass suspended by cantilever beams anchored to a fixed frame and accompanied by a couple of
fixed plates located on each side.
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By using Newton’s second law, the mechanical transfer function can be obtained:

Hms =
x
a
=

1
s2 + b

m s + k
m

=
1

s2 + ω0
Q s + ω02 , (1)

where m is the proof mass, b is the damping factor, k is the spring constant, ω0 =
√

k/m is the resonate
frequency, Q =

√
km/b is the quality factor. In closed-loop configuration, the response of the system

is a comprehensive result of sensing element and interface circuit, and thus, the above parameters
no longer dominate the system bandwidth, sensitivity, and resonance characteristic, therefore, more
latitude can be obtained in choosing the mechanical parameters.

The Brownian noise caused by the motion of gas molecules and suspension beam is the major
noise source in the mechanical part [12]. Since it is directly added into the front-end without any
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suppression, it will put a fundamental limit on the noise floor achievable and, thus, needs to be
carefully treated. The Brownian noise equivalent acceleration (BNEA) can be expressed as:

BNEA =

√
4kBTb
9.8m

[g/
√

Hz] , (2)

where kB is the Boltzmann constant, and T is the temperature in Kelvin. From the expression, we can
find that a larger m and smaller b will help in reducing the intrinsic noise floor. Thus, most of
the high-end MEMS accelerometers, including our design, use bulk micromachining technology and
vacuum packaging technique to realize a larger proof mass and a smaller damping factor. The Brownian
noise floor, in our design, is 17.4 ng/

√
Hz, calculated by the mechanical parameters used, thus, it is no

longer a dominant noise source. However, the price paid here is that the mechanical part exhibits a
highly underdamped response with a quality factor as high as 200, which makes insuring stability of
the closed-loop a more challenging task. In our design, a phase-lead proportional differentiation (PD)
controller is used as a phase compensator, but there are still trade-offs between stability and loop gain,
which will be discussed next.

2.2. Electrostatic Feedback Force

For closed-loop operations, the system performance is mainly determined by the feedback path,
as long as the loop gain is sufficiently large. In our system, the electrostatic feedback force is the only
section in the feedback path, and the electrical BIST stimulus is converted to physical actuation force.
Therefore, it has a significant effect on the key parameters of the system, including sensitivity, linearity,
and dynamic range.

Consider, when a voltage drop V is imposed on either pair of sensing plates, there will be an
attractive electrostatic force between them, which is given by

Felec =
C0d0V2

2(d0 + x)2 , (3)

where C0 is the static capacitance, d0 is the initial distance between the plates, and x is the displacement
of proof mass at that time. There are two problems faced by force feedback:

• Nonlinearity: the electrostatic force is second-order related to voltage, and is modulated by the
displacement x.

• Applying mechanism: the electrostatic force is always attractive, and there is normally no extra
electrode for applying it, due to structural limitations, and the existence of high-order resonance
mode [32,34].

One way to solve this problem is getting the linear result by subtracting a pair of balanced preload
forces which are differentially changed on both sides, and realizing the frequency domain separation by
modulating the measurand to high frequency [35–37]. However, there are interactions between sensing
and force feedback mode, and if the preload force is above a certain limit, its polarity will reverse,
resulting in instability [33,37]. Thus, in our system, we resort to oversampled Σ∆ force feedback to
realize the linearization, and time-multiplexing technique to realize the separation of sensing and force
feedback mode in the time domain. The applying mechanism of Σ∆ time-multiplexed feedback force
is shown in Figure 3.
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As shown, in each cycle, the front-end capacitive bridge is switching between two working phases:
sense and force. In the sense phase, the bridge is biased, with supply voltage ±Vs and connected to
back-end interface circuit. In the force phase, the proof mass is biased to negative supply, and the fixed
electrodes are biased to either of the supply rails determined by the digital output signal Dout. The two
phases are working independently, and a clear phase is inserted to diminish the residue effect from
the previous cycle, thus, the interaction effect is minimized. Since the oversampling frequency is well
above the bandwidth of sensing element, it can be considered that the two phases are adding together
at the same time.

The composite electrostatic feedback force subjected by the proof mass can be expressed as:

FFeedback = FP − FN =
1
2

C0d0(−VS − DoutVS)
2

(d0 + x)2 − 1
2

C0d0(−VS + DoutVS)
2

(d0 − x)2 , (4)

where Dout is the digital output of the system which is quantized to ±1, and x is the residue
displacement which is filtered by the second-order low pass characteristic of the sensing element.
FP and FN are the electrostatic force imposed on positive side and negative side, respectively. It should
be pointed out that Equation (4) is a general expression of composite electrostatic force which is
effective at each sampling cycle. After a rearrangement, Equation (4) can be expressed as

FFeedback =
1
2 C0d0Vs

2[−4d0x(1 + Dout
2) + 4Dout(d0

2 + x2)]

(d02 − x2)2 . (5)

Note that the digital output Dout is either 1 or −1, therefore, Dout
2 is always equal to 1 at each time

point. Moreover, as the filtering characteristic of sensing element, only the low-frequency in-band part
of the feedback force is effective, thus, consider the averaged feedback force:

FFeedback =
1
2 C0d0Vs

2[−8d0x + 4Dout(d0
2 + x2)]

(d02 − x2)2 =
F0[− 2x

d0
+ Dout(1 + x2

d0
2 )]

(1− x2

d0
2 )

2 , (6)

where

F0 =
1
2

C0(2Vs)
2

d0
. (7)
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Equation (6) reveals that the average feedback force FFeedback is first-order-related to the in-band
output signal Dout, and therefore, the relationship is linearized by a Σ∆ oversampling mechanism.
On the other hand, it has to be said that there are first and second order modulation effects of
displacement x, which will add additional distortion. If the loop gain is reasonably large, the condition
of x2 << d0

2 can hold, and Equation (6) can be rewritten as

FFeedback ≈ DoutF0 −
2x
d0

F0. (8)

There are only two first order terms: an ideal feedback force term with a linear displacement
modulation term. Although the second term will add a feed forward path from displacement to
feedback force introducing a gain reduction effect, the resulting system is still a first order system,
and therefore, the nonlinear effect is diminished, in principle. Further increasing the loop gain, if the
condition x << d0 holds, an ideal linear feedback system can be obtained. Thus, increasing the loop
gain is the key to solving the distortion problem, but it will be obstructed by the stability problem,
especially in a high-order Σ∆ system.

Besides introducing nonlinearity in feedback force, the displacement modulation effect will cause
a more detrimental “pull-in” effect.

Consider when an electrostatic voltage is applied on one pair of parallel plates of the sensor,
the equilibrium position of the proof mass can be found from the force-balance equation:

C0d0V2

2(d0 + x)2 = kx− fext, (9)

where fext is the external force, which will introduce a zero-voltage gap of x0 = d0 − fext/k. When the

applied voltage is smaller than the pull-in voltage Vpi =
√

8kx0
3

27C0d0
[38], the above function will have two

solutions. As the voltage amplitude increases, when it exceeds Vpi, no solution will be found and the
system will collapse. Thus, the critical value of applied electrostatic voltage is Vpi, which corresponds
to an equilibrium position of 2x0/3. This effect comes from the fact that the electrostatic force is
inversely proportional to the squared displacement x, while the elastic force is linearly proportional to
the displacement x. As the displacement increases, the electrostatic force will increase faster than the
elastic force introduced by cantilever beam, and after a certain limit, the equilibrium state will never
establish, and the proof mass will collapse onto one of the static plates. This phenomenon will not only
limit the usable range; once it happens, it may cause irreversible structure damage.

The stability problem introduced by pull-in effect is a rather complicated problem, and it should
be discussed with regard to different states [39–41].

For static state, the use of the proof mass is servo-controlled at the balanced place, as long as the
input amplitude is within the representable range of the Σ∆ system. Thus, the static pull-in is well
solved by the closed-loop control mechanism.

As for the dynamic “pull-in”, when the voltage changes quickly, the quasi-static regime does not
apply. Both the damping forces and mass inertia need to be included in the model [42]. Furthermore,
the case of the pull-in due to a step input and the pull-in due to modulated voltage is different,
and warrants different treatment [43]. Our system is the modulated voltage case, in which the pull-in
trigger point should be calculated from the accumulation effect of a series bits [43]. The dynamic
pull-in is hard to be modeled, due to its strong nonlinear characteristics and because of the multiple
solutions of the system state [39,44,45]. The modeling of the sensing element and stability analysis
technique for multistate nonlinear systems need to be further researched, which is outside the scope of
this paper.
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2.3. Σ∆ Closed-Loop Interface

As mentioned, incorporating the sensing element in a Σ∆ closed-loop will release the design
trade-offs faced by it, but the problem is shifted to the design stage of the back-end interface. Since the
filtering ability of the sensing element is always insufficient for suppressing the quantization noise,
the use of a high-order electrical filter in the succeeding interface circuit is a must, but will impair
the stabilization of the closed-loop further as the quality factor of the front-end is made rather high,
in consideration of Brownian noise. This section will be devoted to the design consideration and
trade-offs with respect to these issues in the back-end interface circuit.

2.3.1. Performance

The mathematical model of the whole system can be abstracted, as shown in Figure 4.
Each element in Figure 1 is expressed by its mathematical function.
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The sensing element is expressed with its transfer function Hms(z) in z domain, followed by a gain
stage Kx/C to translate it to capacitance change. The transformation from Hms(s) in s domain to Hms(z)
in z domain, taking time-multiplexed effect into consideration, is derived as detailed in paper [46],
and thus, is not discussed in this paper. The only conclusion needed to be cited here is that the use
of time-multiplexing only introduces a gain loss and a duty-cycle-related time delay. Besides that
Hms(z) still exhibits a second order filtering characteristic. The front-end pre-amplifier is abstracted as
a gain stage KC/V , and the phase compensator is expressed as its z-form expression Hc(z). To provide a
direct and concise viewpoint, the 3-order Σ∆ modulator is expressed by its feed-forward path transfer
function L0, and feedback path transfer function L1 [47]. For the distributed feedback topology we
take, L0 and L1 is given by

L0(z) =
4

∑
i=1

bi(
1

z− 1
)

4−i
, (10)

L1(z) = −
3

∑
i=1

ai(
1

z− 1
)

3−i
. (11)
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Then, the signal transfer function STF3-order and noise transfer function NTF3-order of the 3-order
electrical Σ∆ modulator can be expressed by

STF3−order(z) =
L0(z)

1− L1(z)
, (12)

NTF3−order(z) =
1

1− L1(z)
. (13)

Before discussing the influence factors of the performance of EM-Σ∆ loop, it should be noted here
that the two major sources of performance degradation, quantization noise and residue displacement,
undergo different loop processing; thus, they should be discussed separately.

First, consider the quantization noise. After sufficiently suppressing Brownian noise, the quantization
noise will be the major limitation of the noise floor achievable. It is added into the loop at the quantizer
node, and the noise transfer function NTFEM from quantization noise to output can be derived by
analyzing the mathematical model shown in Figure 4:

NTFEM(z) =
1

1− L1(z)− L0(z)G(z)
, (14)

G(z) =
F0Kx/CKC/V Hms(z)HC(z)

m
, (15)

where G(z) is the overall transfer function of the mechanical branch. The denominator of Equation (10)
indicates that the quantizer noise is suppressed by a composite filtering effect provided by a 3-order
term L1 and a 5-order term L0G. However, it should be noted that the overall noise performance is
inferior to a 5-order electrical Σ∆ modulator. This is due to the fact that, as opposed to a 2-order
electrical integer, the in-band gain of the mechanical branch is flat and limited, moreover, it will be
weakened by the use of time-multiplexing technique and phase compensator. Thus, the efficacy of
quantization noise suppression is mainly determined by the inside 3-order electrical integer, as shown
in Figure 5. Therefore, for our system, in order to achieve sub-µg/

√
Hz noise performance, a 3-order

inside electrical modulator is necessary.
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Besides noise, linearity is another key performance parameter which often imposes an upper
limit on the range of signal amplitude that can be precisely represented. As mentioned in Equation (6),
in our system, the main source of non-linearity comes from the fact that the feedback electrostatic
force has a nonlinear displacement modulation effect, since the square-law effect of it is linearized by
the use of Σ∆ modulation. For a closed-loop operation, the most straightforward way to suppress
the residue displacement is to increase the loop gain seen by it. However, note that, if the loop is
breaking at different node, the effective loop gain is different. As a result, although the loop gain seen
by quantization noise is sufficiently high, this is not the case for residue displacement. When breaking
at the displacement node, the inside 3-order modulator should be considered as a whole, thus, the
loop gain seen by displacement x can be expressed as

Gx(z) =
F0Kx/CKC/V Hms(z)HC(z)STF3−order(z)

m
. (16)

As evident, the 3-order integrating effect, which is the major force in gain enhancement, is missing
in this expression. As a result, the loop gain seen by residue displacement is much less than that
seen by quantization noise. In order to make up for this loss, an additional gain stage is needed.
However, if it is inserted in the feed-forward path, there will be more energy appearing in front of
the quantizer, which will result in an earlier saturation. An alternative way is to scale the coefficient
in the feedback path L1, which can easily be realized by scaling the feedback voltage. As shown in
Equation (11), the decrease of L1 will give rise to STF3-order. The distribution plot of the input voltage
in front of quantizer is shown in Figure 6. As shown, the scaling of L1 will also help in reducing the
signal amplitude in the feed-forward path, which will make the behavior of the electrical circuit more
ideal. However, we must admit that the decreasing of L1 will cause a reduction in the quantization
noise suppressing ability due to the reduced loop gain. Besides that, there will need more continuous
logic levels to draw the input back, which means more susceptible to instability. In our system, L1 is
scaled as one-tenth of L0, to make a compromise to those trade-offs.
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Figure 6. Distribution plot of the amplitude in front of quantizer: (a) loop gain enhanced by reinforcing
the feed-forward path; (b) loop-gain enhanced by scaling of the feedback path L1.

2.3.2. Stability

Next, we come to the stability problem. In order to maintain stability, a phase compensator is
inserted in the feed-forward path, whose expression is given by

HC(z) =
z− α

z
, (17)

where α is a compensation factor whose value is in the range of (0, 1). The distribution plot of poles and
zeros is shown in Figure 7a. The frequency response of HC(z) can be found by graphically considering
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the magnitude and phase of vectors connecting its poles and zeros to point around the unit circle.
As evident, the magnitude is minimum at dc, and starts increasing until the frequency reaches 0.5fS,
resulting a limited variation from 1 − α to 1 + α. Also, there is a positive phase angle ϕ varying with
frequency, which starts from zero at dc, and reaches its maximum when vector

→
n is perpendicular

to the real axis, and falls to zero again when the frequency reaches 0.5fS. Thus, the name phase
compensator [9] is derived from the fact that the gain variation is limited and concentrated around dc,
but there is a positive phase lead which will exert its influence at crucial frequencies. The bode plot of
phase compensator is shown in Figure 7b.
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Figure 7. The frequency response of phase compensator: (a) the poles and zeros distribution; (b) the
magnitude and phase response.

It can be found that a larger compensation factor will give a better phase compensation result,
but at the expense of a larger gain loss in low frequency. An insufficient in-band loop gain means
a reduction in quantization noise suppression and a larger residue displacement. Apart from the
compensation factor, the sampling frequency is another factor influencing the result. A proper sampling
frequency is preferred at which the phase lead is maximum, but it means that the sampling frequency
cannot be chosen too high, in which case, the phase lead is not exerting its influence yet, which is also
contradictory to performance consideration. Thus, the use of phase compensator is a compromise of
performance and stability, the parameter of which should be carefully identified through a number
of simulations.

The power spectrum density (PSD) plot of the compensated closed-loop is compared to that of
open-loop configuration in Figure 8. As shown, the use of closed-loop configuration has extended the
bandwidth, and the resonating peak is flattened by the use of phase compensator.



Micromachines 2018, 9, 444 12 of 23
Micromachines 2018, 9, x FOR PEER REVIEW  12 of 23 

 

 

Figure 8. Compensated closed-loop response vs open-loop response. 

3. BIST Function 

In order to provide a cost-effective way for in situ self-test of harmonic distortion, a purely digital 

BIST circuitry is embedded in the system. There are two major challenges of designing a BIST 

circuitry for an accelerometer. 

First is selecting the entrance of BIST stimulus. This is due to the fact that the sensing element is 

part of ΣΔ closed-loop, which could not be disconnected to impose electrostatic force, and extra 

driving electrode is not available in the general case. Thus, we should find an inner node in the 

feedback loop to apply the electrostatic force indirectly. The principle of entrance selection is that the 

applying point and observing point should cross over the sensing element, if not, the observed 

response will not reflect the characteristic of the sensing element. For example, if the BIST stimulus 

is directly added into the output node, due to the control of closed-loop, the output voltage will 

always equal to the input stimulus as long as the loop gain is sufficiently high, irrespective of any 

change in sensing element. In the proposed method, we choose the feedback point of the 3-order 

electrical filter as the entrance of BIST stimulus. The signal at this point is 1-bit quantized, thus, the 

use of digital excitation is convenient.  

Consider that the BIST stimulus is a 1-bit ΣΔ modulated signal Vt. Then, by calculating the linear 

module shown in Figure 4, the transfer function from Vt to Vout can be expressed as 

1

1 0

( )

1 ( ) ( ) ( )


 
out

t

V L z

V L z L z G z
, (18)

which can be rearranged as 

1

1

0

1

( )

1 ( )

( )
1 ( )

1 ( )

 
 
 

 
  

 

out

t

L z

L zV

V L z
G z

L z

. (19)

For in-band test signal Vt, the condition L1(z) >> 1 can hold, and by using Equation (12), the 

Equation (19) can be rewritten as 

3

1 1 1

1 ( ) ( ) 1 ( ) ( )

   
 

out

t order x x

V

V G z STF z G z G z
. (20)

10
2

10
3

10
4

10
5

Frequency [Hz]

-30

-10

10

30

50

70

closed loop

open loop

Figure 8. Compensated closed-loop response vs open-loop response.

3. BIST Function

In order to provide a cost-effective way for in situ self-test of harmonic distortion, a purely digital
BIST circuitry is embedded in the system. There are two major challenges of designing a BIST circuitry
for an accelerometer.

First is selecting the entrance of BIST stimulus. This is due to the fact that the sensing element
is part of Σ∆ closed-loop, which could not be disconnected to impose electrostatic force, and extra
driving electrode is not available in the general case. Thus, we should find an inner node in the
feedback loop to apply the electrostatic force indirectly. The principle of entrance selection is that
the applying point and observing point should cross over the sensing element, if not, the observed
response will not reflect the characteristic of the sensing element. For example, if the BIST stimulus is
directly added into the output node, due to the control of closed-loop, the output voltage will always
equal to the input stimulus as long as the loop gain is sufficiently high, irrespective of any change in
sensing element. In the proposed method, we choose the feedback point of the 3-order electrical filter
as the entrance of BIST stimulus. The signal at this point is 1-bit quantized, thus, the use of digital
excitation is convenient.

Consider that the BIST stimulus is a 1-bit Σ∆ modulated signal Vt. Then, by calculating the linear
module shown in Figure 4, the transfer function from Vt to Vout can be expressed as

Vout

Vt
=

L1(z)
1− L1(z)− L0(z)G(z)

, (18)

which can be rearranged as

Vout

Vt
=

(
L1(z)

1−L1(z)

)
1−

(
L0(z)

1−L1(z)

)
G(z)

. (19)

For in-band test signal Vt, the condition L1(z) >> 1 can hold, and by using Equation (12),
the Equation (19) can be rewritten as

Vout

Vt
≈ 1

1− G(z)STF3−order(z)
=

1
1− Gx(z)

≈ − 1
Gx(z)

. (20)

It can be found that the transfer function from Vt to Vout is the reverse of loop gain seen by residue
displacement, which is the major determinant of the harmonic distortion of the whole loop. Thus, the
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value of loop gain and the harmonic distortion level can be determined by performing a single tone
BIST test and observing the output response.

The other challenge that should be dealt with is to implement an embedded high-precision digital
excitation source cost-effectively. There are multiple implementation methods of the digital excitation
source, like direct digital synthesizing (DDS) or fixed-length recording technique [48]. However, the
first method requires a large amount of hardware resources, and the second is lack of flexibility in
signal control, thus, both of them are not suitable for implementation of on-chip BIST circuitry.

The BIST excitation source in our design is implemented using the Σ∆ resonating circuitry
proposed in [49], and its block diagram is shown in Figure 9. The resonator incorporates a Σ∆
modulator in the feedback loop, resulting in concise architecture with an inherent 1-bit Σ∆ modulated
output and no need for an area-consuming multibit multiplier. In order to enhance the signal to noise &
distortion ratio (SNDR) performance to meet the BIST requirement, the Σ∆ modulator is implemented
using 3-order cascode of integrators feedback (CIFB) architecture. The STF of it is set to 1 in order to
minimize the introduced phase delay and simplify the selection of loop coefficient a12 and a21.
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For in-band signal, the loop gain of the resonator can be expressed as

GR(z) =
−a12a21z−1STF3−order

(1− z−1)
2 . (21)

In order to keep a stable oscillation, according to the Barkhausen criterion, GR(z) should be equal
to 1. The characteristic equation of the BIST stimulus generator becomes

z−2 + (a12a21STF3−order − 2)z−1 + 1 = 0. (22)

For an in-band signal, STF4-order can be considered as a constant equal to 1. To simplify the control
mechanism, we choose 0 < a12a21 < 2, and the resonating frequency can be deduced:

ω0 = fS cos−1(1− a12a21

2
), (23)

where fS = 1/Ts is the sampling frequency of the system. It can be found that the resonating frequency is
determined by the product of a12 and a21. So far, only the in-band signal is concerned when performing
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above analysis. However, there is a quantization noise part which will inject additional energy into the
loop and make the oscillation unstable. Thus, the value of a12 and a21 are chosen to be much less than
1, to alleviate this injection. This will limit the resonating frequency to a relatively low value, but is just
suitable for a harmonic test.

Besides frequency, the amplitude of oscillation can be controlled by choosing the initial condition
of the loop integrator, denoting the values of registers in integer1 and integer2 to be x1(n) and x2(n).
For simplicity, the initial value x2(0) is chosen to be zero. The value of x1(n) at time node n = 0 and
n = 1 can be expressed as

x1(0) = A sin(φ), (24)

x1(1) = A sin(ω0Ts + φ). (25)

Using one iteration calculated from the model shown in Figure 9, note x2(0) = 0, the relationship
of x1(0) and x1(1) can be obtained:

x1(1)
x1(0)

=
A sin(ω0Ts + φ)

A sin(φ)
= 1− a12a21 (26)

Expanding Equation (26), we can obtain

cot(φ) =
1− a12a21 − cos ω0Ts

sin ω0Ts
. (27)

Using the relationship shown in Equation (23), and for oversampling systems, the condition
ω0Ts << 1 can hold, then we can obtain

cot(φ) =
cos ω0Ts − 1

sin ω0Ts

∣∣∣∣
ω0Ts→0

= 0. (28)

Then, the amplitude A and initial phase φ of the oscillation can be expressed:{
A = x1(0)

φ = π
2

(29)

In conclusion, the characteristic of BIST stimulus can be controlled by tuning the loop parameters,
(e.g., tuning a12 and a21 for frequency control and tuning x1(0) for amplitude control). In order to avoid
the using of multibit multiplier, a12 is set to 2−L and realized by an arithmetic shifter to the right (ASR),
resulting in a coarse frequency tuning. The value a21 and x1(0) is restored in on-chip registers that can
be selected through a reserved digital interface for realizing a flexible test strategy.

4. Circuit Implementation Details

The schematic of proposed EM-Σ∆ accelerometer is shown in Figure 10. The system model shown
in Figure 4 is implemented with switch capacitor (SC) circuit.
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Figure 10. The schematic of proposed EM-Σ∆ accelerometer.

In the first stage, the capacitance change is converted to voltage by a charge amplifier. It has
adopted an output correlated double sampling (CDS) technique, thus, low frequency in-band noise and
dc offset from front-end amplifier are greatly reduced. The phase lead compensator is implemented
using a summing amplifier. By summing the charge corresponding to no-delay in-phase signal,
and delayed out-of-phase signal together, the transfer function shown in Equation (17) can be realized.
The 3-order electrical loop filter is implemented by also using an SC circuit. In order to prevent the
system from locking into saturation state in practical condition, a reset signal is added to clear the
integrating capacitors, if needed. The BIST circuitry is implemented with verilog code, and synthesized
to layout with electronics design automation (EDA) tools, and thus, is not shown in this schematic.
The stimulus VT generated by BIST circuitry is added into the loop through a replicated feedback path,
and thus, the addition with system output is realized indirectly.

In order to remove the low frequency noise and offset in the front-end amplifier, the CDS technique
is used. The circuit implementation and clock diagram are shown in Figure 11. At reset phase,
each electrode of the sensing element is connected to the ground, in order to diminish the residue effect
of previous feedback force. The charge on the feedback capacitor Cf is discharged too. Next, at phase
A, the sensing element is charged by a pair of supply voltages, and the differential capacitance change
is calculated by the SC circuit and stored on the capacitor CCDS. After that, in phase B, the polarity
of the charge voltage of the sensing element is inverted, inducing a negative voltage change at the
output of charge amplifier. Before that, CCDS is disconnected from the GND, leaving the node floating.
Thus, after phase B, the output results perform a subtraction operation on the capacitor. Note that, the
relative polarity of the low frequency noise and offset does not change, thus, they canceled each other
out, due to the CDS operation. After that, the voltage at the floating node of CCDS is only related to the
measurand, and is sampled on the hold capacitor CH at the next sampling phase.



Micromachines 2018, 9, 444 16 of 23
Micromachines 2018, 9, x FOR PEER REVIEW  16 of 23 

 

 
Figure 11. The schematic of front-end charge amplifier with CDS function. 

As mentioned, in order to reduce the Brownian noise, the sensing element is sealed in a vacuum 
package, resulting in a highly underdamped frequency response. When the sensing element is 
incorporated into a closed-loop, a phase compensator with a transfer function 1 − αz−1 should be 
added to provide some phase lead. The transfer function is realized using the SC circuit shown in 
Figure 12. In each cycle, the charge of previous cycle restored on CI0 is first cleared by p4. In the next 
phase, p3, the inverse charge of previous cycle restored on αCp is pushed onto the integrating 
capacitor CI0, and the charge on Cp is cleared. Then, at phase p2, the input value of current cycle is 
sampled on Cp and transferred on to CI0 at the same time. Thus, at that time, the output value is the 
sum of the charge restored at previous cycle and the charge sampled at current cycle. 

 

Figure 12. The schematic and timing diagram of phase compensator. 

Then, the transfer function of this section can be written as 

p p 1

I0 I0

C C
( )

C CcH z z  . (30)

Normally, we choose Cp = CI0, then the above function is the same as Equation (17). The ratio, α, 
of the sampling capacitor will set the compensation depth. 

 

CS1 CS2

CrefCref

se
ns

e

fo
rc

e

+VS

-VS

+VS

-VS

se
ns

e

fo
rc

e

fo
rc

e

sense

sense

fo
rc

e

C
H

Cf

p0

C
H

Cf

p0

CCDS

CCDS

p1

p1

-

+

+

-

Y

Y

p1b

p1b

-VS

+VS

A B
AB

clear/p0

cl
ea

r

clear

cl
ea

r

senseA/p1

senseB

force

p1b

Force 
feedback Reset

Charge
Sense

A

Charge
Sense

B Sample

+

p2

p2

p3

p3

p3

p3

Cp

Cp

p2

p2

p2

Cp

p3

p3

p3Cp p4

CI0

CI0

p2

p2

-
+
-

Vinp

Vinn

Voutp

Voutn

p4

p4

p3

p2

Figure 11. The schematic of front-end charge amplifier with CDS function.

As mentioned, in order to reduce the Brownian noise, the sensing element is sealed in a vacuum
package, resulting in a highly underdamped frequency response. When the sensing element is
incorporated into a closed-loop, a phase compensator with a transfer function 1 − αz−1 should be
added to provide some phase lead. The transfer function is realized using the SC circuit shown in
Figure 12. In each cycle, the charge of previous cycle restored on CI0 is first cleared by p4. In the
next phase, p3, the inverse charge of previous cycle restored on αCp is pushed onto the integrating
capacitor CI0, and the charge on Cp is cleared. Then, at phase p2, the input value of current cycle is
sampled on Cp and transferred on to CI0 at the same time. Thus, at that time, the output value is the
sum of the charge restored at previous cycle and the charge sampled at current cycle.
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Figure 12. The schematic and timing diagram of phase compensator.

Then, the transfer function of this section can be written as

Hc(z) =
Cp

CI0
− α

Cp

CI0
z−1. (30)
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Normally, we choose Cp = CI0, then the above function is the same as Equation (17). The ratio, α,
of the sampling capacitor will set the compensation depth.

The schematic of the OTA used in proposed system is shown in Figure 13. In order to reduce
the harmonic distortion, second stage with class AB output architecture has been used. A regulated
cascade current source (M1~M5) is implemented as the tail current of input stage, in order to enhance
impedance of it, and hence, the common mode and supply rejection performance. The common mode
feedback circuit is using a parallel RC detector with an auxiliary amplifier, in order to enhance the
working range and the common mode loop gain. It should be noted here that the parasitic capacitance
of the sensing element will be charged and discharged at the same time, which will require additional
current output ability and bandwidth margin. Thus, the front-end charge amplifier should be especially
powerful and high-speed. Due to the use of two stage class-ab architecture, a 100 mA peak output
current and 100 MHz gain bandwidth production (GBW) is easily obtained. The remaining amplifiers
in Figure 10 are a scaled version of this architecture.
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Figure 13. The schematic of proposed EM-Σ∆ accelerometer.

5. Results and Discussion

The complete electromechanical Σ∆ closed-loop interface circuit with BIST function is
implemented using 0.35 µm CMOS BCD process. The interface chip contains switch-capacitor circuits
as the analog part, and on-chip timing sequence and BIST circuit as the digital part. The reference
clock is 2 MHz, which is generated by an off-chip crystal oscillator to obtain a stable timing reference.
After on-chip phase adjustment, a sampling clock at 250 kHz is used as the main clock. The total area
of the ASIC is 11.2 mm2. The area of BIST circuit is 0.86 mm2, and only occupies 1/13 of total area.
And the power dissipation is 32 mW with a ±2.5 V supply voltage.

The prototype test board is shown in Figure 14. It is composed of a motherboard with supply
regulator and control logic, and a daughter board with ASIC and sensing element. The sensing element
is sealed in a vacuum ceramic package and connected to the ASIC on a print-circuit-board (PCB) board.
On the daughter board, a pair of matching capacitors is needed to build the balanced capacitive bridge
with the sensing element, and provide some calibration ability of the imbalance between the two
sensing capacitors. The amplitude and frequency of on-chip BIST stimulus can be controlled by the
logic signal generated on the motherboard, which will select one of the pre-load voltages stored in the
registers, whereby the connector on the PCB and the reserved interface in the ASIC.
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Figure 14. The photograph of prototype test board. (a) The daughter board with ASIC and sensing
element; (b) The motherboard with the daughter board mounted.

The output bit stream of the system and BIST stimulus are brought out through shielded wires and
captured by a logic analyzer. The calculated PSD of the output noise spectrum at static 0 g condition is
shown in Figure 15. The PSD is normalized to a full-scale voltage of 2.5 V. The noise floor of the system
is about −125 dB, which is equivalent to an input acceleration noise of 1.4 µg/

√
Hz (with a measured

sensitivity of 1.04 V/g). From Figure 13, an evident resonating peak due to the underdamping
characteristic of the sensing element can be found. Before that frequency, the spectrum shows a
fifth-order noise-shaping characteristic, and after that frequency, the noise-shaping characteristic
degrades to a three-order one, which is consistent with the aforementioned analysis.
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Figure 15. Normalized output noise spectrum at 0 g condition.

The static sensitivity and linearity of the system is identified by a series of static tests at different
orientation in gravitational field. The prototype board is perpendicularly mounted on a dividing head,
and the input gravitational acceleration can be calculated by the rotation angle readings. The static
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sensitivity and linearity test result is shown in Figure 16. As shown, the sensitivity of the closed-loop
system is 1.04 V/g, and the static linearity is 0.708%.
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Figure 16. Static sensitivity and linearity results.

The harmonic distortion test is fulfilled by the on-chip BIST function. The sensing element
is oriented at 0 g condition. A 1-bit Σ∆ modulated sinusoidal wave is generated by on-chip BIST
resonator and injected into the loop to excite the proof mass to a constant oscillation. The amplitude
and frequency of the BIST stimulus is set by the logic control signal generated on the mother board.
Both the BIST stimulus and induced output bitstream is captured by a logic analyzer. Their calculated
PSD is shown in Figure 17. It can be found that the noise and harmonic distortion of the BIST stimulus
is well controlled by digital Σ∆ modulation technique. Furthermore, the noise floor of the output
response in BIST test is slightly higher that of static test. This is due to the fact that the in-band
quantization noise in the BIST stimulus is still injected into the loop, although most of it is suppressed
by Σ∆ modulation. The third order harmonic of the BIST stimulus is −127 dB, while the third order
harmonic measured in the output is −71 dB. This means that the loop gain is not sufficiently high,
and the residue displacement does not get sufficient suppression, thus resulting in an obvious 3-order
harmonic distortion. As shown in Equation (19), the loop gain of the closed feedback loop can be read
by the ratio of BIST amplitude and output amplitude. By calculating the power of the signal bins,
the amplitude ratio of BIST and output signal can be obtained, then, the loop gain is calculated as 13.95.
As shown in Section 2.3, the feedback voltage of the 3-order electrical filter could give some latitude
for gain enhancement.
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Figure 17. The power spectrum density (PSD) of the BIST stimulus and the output response induced
by it.

The feedback voltage of the 3-order electrical filter is preserved for off-chip application. It is
generated by the voltage regulators on the mother board. A series of BIST tests are carried out under
different loop gain by adjusting the feedback voltage. The relationship between the measured loop
gain, the harmonic distortion, and the noise floor is shown in Figure 18. It can be seen that as the
loop gain increases, the harmonic distortion is effectively suppressed. However, the noise floor of the
output will have a tendency to rise up. This is due to the fact that the scale of the feedback voltage will
introduce an energy increase in front of the quantizer, and hence, equivalently decrease the loop gain,
thus resulting in a relatively low noise suppressing ability. Both of the abovementioned two tendencies
determine the minimum detectable harmonic distortion, since, when the noise floor rises close to the
harmonic distortion level, the readings will not be accurate representations. As shown, the minimum
securely detectable harmonic distortion is about −110 dB.
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6. Conclusions

This paper has presented the design of a high-order electromechanical Σ∆ interface chip for a
high-Q capacitive MEMS accelerometer. Most of our attention has been put on the loop nonlinearity.
The source of nonlinearity is analyzed in detail, and we point out that after the linearizing effect
provided by 1-bit Σ∆ modulation, the main source of nonlinearity comes from the residue displacement
modulation effect. As we analyzed, this problem comes from the fact that the loop gain seen by the
residue displacement is different with that seen by the quantization noise, and it is far less than
the latter. We point out that enhancing of the loop gain is the key to solving this problem, but this
compromises loop stability. Furthermore, the chip has integrated a digital BIST function aimed for
on-chip dynamic non-linearity analysis. The proposed BIST method utilizes the Σ∆ nature of the
interface. An electrical-only single bit signal is used as the BIST stimulus, which is Σ∆ modulated too,
thus, the noise and linearity performance of the stimulus is easily assured. The use of 1-bit signal has
also alleviated the need for a digital multiplier, resulting in area-efficient implementation, satisfying
the requirement of an on-chip harmonic test. The BIST results show that the harmonic distortion can
be effectively suppressed by enhancing the loop gain when scaling of the feedback voltage, and the
minimum detectable 3-order distortion can be as low as −110 dB.

Although we have provided a glimpse of digital BIST method for EM-SD accelerometer,
the on-chip test of the critical parameters (such as scale factor and bias) are left unsolved. This is due to
the fact that those parameters are absolute values, but the practical relationship between the electrical
stimulus and physical correspondent is hard to get, and will change with the environment variation.
Whereas the harmonic distortion test is a relative test, minor variation in amplitude will not affect
the test results. Thus, at present, only harmonic distortion is tested by the proposed BIST method.
However, due to the flexibility of the proposed BIST method, different test mechanisms could be
exploited. As the test results from various angles are collected, the other parameters may be predicted
by a comprehensive analysis. This is a future object of this work.
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