computers

Article

A Novel Simulation Platform for Underwater Data Muling
Communications Using Autonomous Underwater Vehicles

Filipe B. Teixeira L*@®, Bruno M. Ferreira *©, Nuno Moreira 1, Nuno Abreu !, Murillo Villa 20,
Jodo P. Loureiro 1, Nuno A. Cruz 1, José C. Alves 1, Manuel Ricardo ! and Rui Campos 1

check for

updates
Citation: Teixeira, F.B.; Ferreira, B.M.;
Moreira, N.; Abreu, N.; Villa, M.;
Loureiro, J.P; Cruz, N.A.; Alves, J.C.;
Ricardo, M; Campos, R. A Novel
Simulation Platform for Underwater
Data Muling Communications Using
Autonomous Underwater Vehicles.
Computers 2021, 10, 119. https://
doi.org/10.3390/computers10100119

Academic Editor: Paolo Bellavista

Received: 6 July 2021
Accepted: 7 September 2021
Published: 22 September 2021

Publisher’s Note: MDPI stays neutral
with regard to jurisdictional claims in
published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

1 INESC TEC and Faculdade de Engenharia, Universidade do Porto, Rua Dr. Roberto Frias s/n,
4200-465 Porto, Portugal; nuno.f.monteiro@inesctec.pt (N.M.); nuno.abreu@fe.up.pt (N.A.);
joao.p.loureiro@inesctec.pt (J.P.L.); nacruz@fe.up.pt (N.A.C.); jca@fe.up.pt (J.C.A.);
manuel.ricardo@inesctec.pt (M.R.); rui.l.campos@inesctec.pt (R.C.)
INESC TEC and Instituto Superior de Engenharia do Porto, Politécnico do Porto, Rua Dr. Anténio Bernardino
de Almeida 431, 4200-072 Porto, Portugal; murillo.p.villa@inesctec.pt
*  Correspondence: filipe.b.teixeira@inesctec.pt (F.B.T.); bruno.m.ferreira@inesctec.pt (B.M.E);

Tel.: +351-222094269 (F.B.T.)

Abstract: Autonomous Underwater Vehicles (AUVs) are seen as a safe and cost-effective platforms
for performing a myriad of underwater missions. These vehicles are equipped with multiple sensors
which, combined with their long endurance, can produce large amounts of data, especially when
used for video capturing. These data need to be transferred to the surface to be processed and
analyzed. When considering deep sea operations, where surfacing before the end of the mission may
be unpractical, the communication is limited to low bitrate acoustic communications, which make
unfeasible the timely transmission of large amounts of data unfeasible. The usage of AUVs as data
mules is an alternative communications solution. Data mules can be used to establish a broadband
data link by combining short-range, high bitrate communications (e.g., RF and wireless optical)
with a Delay Tolerant Network approach. This paper presents an enhanced version of UDMSim, a
novel simulation platform for data muling communications. UDMSim is built upon a new realistic
AUV Motion and Localization (AML) simulator and Network Simulator 3 (ns-3). It can simulate
the position of the data mules, including localization errors, realistic position control adjustments,
the received signal, the realistic throughput adjustments, and connection losses due to the fast SNR
change observed underwater. The enhanced version includes a more realistic AML simulator and
the antenna radiation patterns to help evaluating the design and relative placement of underwater
antennas. The results obtained using UDMSim show a good match with the experimental results
achieved using an underwater testbed. UDMSim is made available to the community to support easy
and faster evaluation of underwater data muling oriented communications solutions and to enable
offline replication of real world experiments.

Keywords: underwater communications; simulation; autonomous underwater vehicles; ns-3

1. Introduction

The sea not only offers extremely harsh conditions for the operation of traditional ac-
tivities such as fishing and transportation but also for new activities such as environmental
monitoring and deep-sea mining, requiring expensive resources and logistics especially
with respect to those underwater. Sustained ocean observations in real time and close to
real time analysis of ocean parameters are fundamental to the understanding of ocean
processes, not only for scientific purposes but also for increasing industrial, technological,
environmental, and societal applications. Ocean observation systems can be composed
by in situ measurements using sensors mounted on ships or remote sensing systems,
such as stationary observatories and AUVs, that capture the spatial and temporal varia-
tions of ocean, seafloor, and sub-seafloor properties. Stationary observatories, such as the
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GEOSTAR-class [1] and EMSO (EGIM) [2] shown in Figure 1, are able to carry long-term
geophysical, geochemical, and oceanographic observations up to abyssal depths (4000 m).
Autonomous Underwater Vehicles (AUVs) are seen as a safe and cost-effective platform
for performing a myriad of underwater missions [3,4]. For instance, in the implementation
of the European Marine Strategy Framework Directive, AUVs are seen as a tool for habitat
mapping, identification of geomorphological features, and detection of marine litter for
promoting biodiversity preservation and the good environmental status of marine waters.
They not only collect marine data that are difficult or impossible for research vessels to
collect but also allow a much less expensive and, therefore, more frequent data acquisition.
Thus, they are ideal for the acquisition of longer time series data.

Figure 1. EGIM observatory deployed in July 2017 and recovered in August 2018 at the Lucky Strike hydrothermal vent

site [1,2].

AUVs and stationary observatories are equipped with multiple sensors which, com-
bined with their long endurance, can produce large amounts of data, especially when video
and bathymetric data are captured. For instance, the multibeam surveys with AUVs are
usually set to autonomous missions of 24 h, surveying a specific area. All the acquired data
are retrieved and analysed once the mission is finished and the AUV is recovered [3]. Multi-
beam and side-scan sonars are frequently acquired simultaneously. The data volume is in
the order 800 MB/day for multibeam data and 10 GB/day for side-scan data. The collected
data need to be transferred to the surface to be processed and analyzed. When considering
for instance deep-sea operation, surfacing frequently is unpractical due not only to the
time and energy spent but also to the disturbance induced relative to the original mission.

AUVs typically upload the data at the end of the mission, which causes delay in data
processing and visualization and introduces significant dead-times between consecutive
missions. This delay precludes possible adjustments in the AUV’s mission (or other AUV’s
mission in a multiple-vehicle mission) due to the inability of onboard devices to process
the collected data in real-time. Enabling broadband communications between the AUV
and a central station so that the collected data can be timely uploaded along the mission is
the solution for this problem.

Current underwater communications solutions can only provide either long-range
narrowband communications or short-range broadband communications. Acoustic com-
munications are the most commonly used solution. However, despite the long-range
capability, their high propagation delay and low bitrate render them unsuitable for timely
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video transmission and transfer of high data volumes [5]. Optical communications, using
LED:s or lasers, are able to increase the throughput to tens of Mbit/s. Despite the techno-
logical advancements, the practical underwater optical communications range is limited to
tens of meters due to the water turbidity and the need of line-of-sight and proper beam
alignment mechanisms. Radio Frequency (RF) communications offer the same broadband
communications capabilities as optical communications, without the need of line-of-sight or
beam alignment. However, RF signals suffer from strong attenuation underwater, limiting
the practical use of broadband RF communications to a few meters.

GROW is a pioneering solution that aims to overcome the limitations of current
underwater communications technologies and provide long-range, broadband underwater
wireless communications between a Survey Unit (SU)—e.g., deep sea lander and survey
AUV—and a Central Station Unit (CSU) at the surface—e.g., buoy, vessel, and Autonomous
Surface Vehicle [6]. The GROW concept is illustrated in Figure 2. At the core of the
concept is a Delay Tolerant Network (DTN) [7,8] composed of small and agile AUVs—data
mules—equipped with (1) high bitrate wireless communications (e.g., RF and optical)
for short-range data transfer and (2) long-range low bitrate acoustic communications for
control purposes. The data mules, traveling back and forth between the SU and the CSU,
create a virtual bidirectional communications link. The GROW solution has been tested in
lab environment using an underwater testbed composed of one SU, one CSU, and two Data
Mule Units (DMUs) [9,10]. The experimental results obtained show that it outperforms
current acoustic communications by achieving equivalent throughputs up to 150 times
higher within the typical range of operation of the acoustic communications. Underwater
DTNs have been studied by different research groups [11-13]; however, most of the work
has been focused on routing protocols for opportunistic and predicted contact between
nodes, rather than on solutions for high bitrate wireless transfer. Autonomous underwater
data muling systems have been considered in a few works [14,15]. However, all of them
used data muling to retrieve data from static nodes. The GROW solution advances the
state of the art by considering data retrieval from mobile AUVs.

DMU
Data Mule Unit

Survey Unit

Short-range RF / optical

Figure 2. The GROW concept, which consists of Data Mule Units that operate between a Survey Unit and a Central

Station Unit.

The ability to accurately simulate the data mules’ motion and the communications
network performance is relevant for studying how a data muling system is affected by the
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variation of parameters such as the number of data mules, the distance between the CSU
and the SU, the amount of data to be transferred, and the control laws for a timely and
accurate approach.

The main contribution of this paper is an enhanced version of UDMSim, which is
a simulation platform for underwater data muling oriented systems that combines the
AML and ns-3 simulators. This new version considers the following:

* A more realistic AML simulator, considering the designed suite of sensors and emu-
lating their expected performances;

¢ The simulation of the designed estimation layer and the control under the influence
of measurement noise;

¢ The inclusion of the antenna radiation patterns to help in evaluating the design and
relative positioning of underwater antennas.

UDMSim is validated against a theoretical model and lab experiments. The results
show a good match between UDMSim, the theoretical model, and the experimental results
obtained using an underwater lab testbed considering no localization errors. UDMSim is
also capable of reproducing scenarios with localization errors, either simulated or from
real traces. UDMSim is made available to the community [6] to support easy and faster
evaluation of data muling oriented underwater communications solutions such as GROW
and enables offline replication of real world experiments.

The rest of the paper is organized as follows. Section 2 presents the related work.
Section 3 provides an overview of the GROW solution. Section 4 presents the simple
theoretical model of a data muling oriented system. Section 5 presents the UDMSim.
Section 6 evaluates the equivalent throughput results. Section 7 draws the conclusions and
points out future work directions.

2. Related Work

The demand for underwater wireless communications is being pushed by AUV-based
underwater missions. However, the design of broadband and reliable underwater wireless
communications able to download Gbytes of data captured during a mission is still a
challenge [16-18]. In this section, we present the different underwater communications
technologies available in the state of the art and provide an overview of previous work
regarding underwater delay-tolerant networks and underwater data muling, used mainly
in underwater wireless sensor networks (UWSN) scenarios. Moreover, we provide some
insight on how an AUV is able to navigate and localize in underwater scenarios.

2.1. Underwater Communications Technologies

Underwater wireless communications can be performed using three different tech-
nologies: acoustic, optical, and RF [17]. Acoustic communications are the main solution
for underwater environment [16,17]. While they enable kilometer ranges, the low propa-
gation speed of sound in water and the kbit/s data rates make acoustic communications
unsuitable for applications with high bitrate requirements, e.g., HD video transmission [19].
In [5], the authors provide a comprehensive comparison between current off-the-shelf
acoustic modems and some experimental solutions available. In Table 1, we can observe
that most of the commercial devices can only provide rates in the order of some kbit/s,
being the fastest at 35 kbit/s. We can also observe that the devices that are developed by
research groups are in line with the commercial products. From Table 1, we can observe
that one modem exceeds these values; however, the 1-10 Mbit/s data rate is achieved due
to the combination with optical communications [20]. It is also important to observe from
Table 1 that the high power consumption of the commercial acoustic modems, which range
from 1.8 to 300 W during transmission, can have a significant impacts on the endurance of
autonomous vehicles and underwater observatories, which are typically battery-powered.
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Table 1. Comparison of commercial devices and research devices [5].

Underwater Acoustic Modulation Carrier Bandwidth Data Rate X Powe.r RX Powe.r Idle Pow?r Max.
Modem Frequency Consumption Consumption Consumption Distance
DEVICES DEVELOPED BY RESEARCH GROUPS
A. Sénchez et al. FSK 32?011%2“‘1 1kHz 95 41’0%1‘;? 12mwW 24 mW 3w 100 m
N. Farr et al. n/a n/a n/a 1-10 Mbps n/a n/a n/a 100 m
B. Benson et al. FSK 35kHz 6 kHz 200 bps 750 mW n/a 35 mW 350 m
A. Sénchez et al. FSK 85 kHz n/a 1 kbps 108 mW 24 mW 8.1 uW 240 m
E. M. Sozer et al. n/a 9-14 kHz 75 kHz 1.2 kbps n/a n/a n/a 2000 m
N. Nowsheen et al. BPSK 80 kHz n/a 80 kbps n/a n/a n/a 50 m
L. Vasilescu et al. FSK 30 kHz n/a 300 bps n/a n/a n/a 400 m
L. Wuetal. FSK 9 kHz n/a 1900 bps n/a n/a n/a 200 m
COMMERCIAL DEVICES

Aquatec AQUAModem 1000 n/a 9.75 kHz 4.5 kHz 2000 bps 20W 0.6 W 1 mW 5000 m
DSPComm AquaComm Marlin n/a 23 kHz 14 kHz 480 bps 1.8 W 0.252 W 1.8 mW 1000 m
DSPComm AquaComm Mako n/a 23 kHz 14 kHz 240 bps 1.8W 0252 W 1.8 mW 100 m
DSPComm AquaComm Orca n/a 14 kHz 100 kHz 100 bps 0.252 W 1.8W 252 mW 3000 m
Desert Star Systems SAM-1 n/a 37.5kHz 9kHz 154 bps 32 W 0.168 W n/a 1000 m
EvoLogics S2CR 48/78 USBL n/a 48-78 kHz 30 kHz 31,200 bps 18W 1L.1W 2.5 mW 1000 m
EvoLogics S2CR 40/80 USBL n/a 38-64 kHz 26 kHz 27,700 bps 40W 1L.1W 25 mW 1000 m
EvoLogics S2CR 18/34 WiSE n/a 18-34 kHz 16 kHz 13,900 bps 35W 1.3W 25 mW 3500 m
EvoLogics S2CR 12/24 USBL n/a 13-24 kHz 11 kHz 9200 bps 15W 1.1W 2.5 mW 6000 m
EvoLogics S2CR 7/17 USBL n/a 7-17 kHz 10 kHz 6900 bps 40w 11W 2.5 mW 8000 m
LinkQuest UWM1000 n/a 35,695 Hz 17.85 kHz 17,800 bps 1w 0.75W 8 mW 3500 m
LinkQuest UWM2000 n/a 35,695 Hz 17.85 kHz 17,800 bps 2W 0.8 W 8 mW 1500 m
LinkQuest UWM2000H n/a 35,695 Hz 17.85 kHz 17,800 bps 2W 0.8 W 8 mW 1500 m
LinkQuest UWM2200 n/a 71.4kHz 35.7 kHz 35,700 bps 6W 1w 12mW 1000 m
LinkQuest UWM3000 n/a 10 kHz 5kHz 5000 bps 12W 0.8W 8§ mW 3000 m
LinkQUest UWM3000H n/a 10 kHz 5kHz 5000 bps 12W 0.8W 8 mW 3000 m
LinkQuest UWM4000 n/a 17 kHz 8.5kHz 8500 bps 7W 0.8W 8 mW 4000 m
LinkQuest UWM10000 n/a 10 kHz 5kHz 5000 bps 40W 0.8 W 9 mW 1000 m

11.5 kHz
Teledyne Benthos Atm9xx PSK 18.5 kHz 5 kHz 15,360 bps 20W 0.768 W 16.8 mW 6000 m

24.5kHz

11.5 kHz
Teledyne Benthos Atm9xx MFSK 18.5 kHz 5kHz 2400 bps 20W 0.768 W 16.8 mW 6000 m

24.5kHz

11.5 kHz
Teledyne Benthos Atm88x PSK 185 kHz 5kHz 15,360 bps 84 W 0.756 W 16.8 mW 6000 m
Teledyne Benthos Atm88x FSK iég lﬁg; 5kHz 2400 bps 84 W 0.756 W 16.8 mW 6000 m
TriTech MicronModem n/a 22 kHz 4 kHz 40 bps 7.92W 0.72W n/a 500 m
uComm Underwter Acoustic Modem n/a 26 kHz n/a 9000 bps 4O0W 60 mW 3mW 3000 m
AM-OFDM-S OFDM 21-27 kHz n/a 1600 bps 520 W 0.7W 0.13 mW 4000 m
MATS 3G 12 KHZ n/a 10-15 kHz n/a Up to 7400 bps 75W 0.6 W 40 mW 15 km
GPM 3000 Acoustic Modem DSSs n/a n/a Up to 1200 bps 300 W 1.8W 0.08 W 25 km

Optical communications, namely underwater optical wireless communications (UOWC)
or Underwater Free Space Optical Communication (uFSO), are able to provide throughputs
up to Gbit/s, as shown in Figure 3 [21-23]. Moreover, Optical Communication Systems can
be compact, flexible and consume less power than acoustic systems. However, when used for
medium-range communications, optical communications are severely affected by turbidity
and require clear line-of-sight and beam alignment mechanisms, making them unfeasible in
many scenarios [24,25] and limiting its practical usage to tens of meters [26]. Despite these
limitations, optical modems have shown bitrates up to 250 Mbit/s and ranges up to 200 m,
such as SA Photonic Neptune [27].

Despite the strong attenuation underwater, Radio Frequency (RF) communications
based on the IEEE 802.11 standard can be used for short-range communications [17,28,29],
matching the performance of UVLC without the need of line-of-sight [24] nor alignment
algorithms [17]. Both the theoretical and experimental evaluations carried out found that
802.11 underwater networks at 2.4 GHz achieve few centimeter ranges. By employing sub-
GHz frequencies, RF attenuation reduced progressively, increasing the communications
range up to 5 m in freshwater and up to 1.8 m in seawater, with throughputs up to
550 kbit/s at 70-100 MHz [30]. These results prove the feasibility of IEEE 802.11 networks
for short-range and high bitrate communications using VHF/UHF bands.
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Figure 3. Bit rate over range for different underwater acoustic, optical and RF systems and the area
filled by the GROW solution (based on [31]).

2.2. Underwater Delay-Tolerant Networks

The use of Delay-Tolerant Networks (DTNs) [32] is becoming very common in un-
derwater scenarios. DTNs consist in a type of networks especially designed to support
long communication delays and intermittent connection between nodes in extreme en-
vironments. This concept implementation is generally based on a technique known as
store and forward message switching. This method consists in moving entire data packets
(or fragments) from one storage place in one node to other storage place in another node,
similar to what happens in the classical postal mail systems. For this purpose, nodes that
are part of a DTN implementation, such as router devices, should always have persistent
storage since a link to a next hop may be unreachable for a considerable amount of time.
The protocol used in this kind of network, which implements the store-and-forward tech-
nique mentioned above, is called the Bundle Protocol (BP), defined in [33]. In the protocol
stack, BP runs below the application layer. The interface defined between the BP and the
protocol suite is called convergence layer adapter. As the name suggests, the data units
defined in BP are called Bundles and include the following: (1) a header consisting of
one or more DTN blocks inserted by the BP agent; (2) a source-application’s user data,
including control information sent from source node to destination node defining how to
process, store, dispose of, and otherwise, handle the user data; and (3) an optional bundle
trailer, composed of zero or more DTN blocks.

Although the first applications of the DTN concept were related to interplanetary com-
munications, several works have already explored the idea of using DTNs in almost every
type of environment where a permanent end-to-end path between the communications
nodes is not possible to maintain, as in underwater environments. In [34,35], experimental
tests using different bundle protocol implementations were conducted, where acoustic
modems were used to perform the communications between the underwater nodes in both
cases. The use of the DTN concept in these environments was proven to improve the com-
munications performance with any of the two tested implementations when compared to a
typical point-to-point network architecture. The same conclusion was found in [10,36,37].

2.3. Underwater Data Muling

Underwater data muling using AUVs and DTNs can overcome the limitations of
current underwater communications technologies [15,38—40]. In [15,41,42], the authors
demonstrated that data muling in underwater sensor networks using AUVs is a very useful
approach for long-term environmental monitoring and surveillance. Using small and agile
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AUVs combined with short-range high throughput communications, the solution proposed
in the GROW project [6] enables a broadband virtual link between a fixed or mobile SU
and a CSU.

Despite the long delays and disruption generally experienced in data muling pro-
cesses, the interest in several complex applications such as video streaming solutions has
increased in recent years. It has already been proven that streaming large amounts of
data is possible [43]. Moreover, there is even a DTN framework specifically designed for
video streaming purposes, called Bundle Streaming Service (BSS) [44,45]. BSS supports
two different types of connection: (1) a best-effort option for close to real-time video
streaming; and (2) a reliable transport option, giving the user the possibility of replaying
the video later in its integral form. Recently, the concepts of data muling, underwater
wireless communications and video streaming were combined in [46], addressing the issue
of long-range video transfer in underwater scenarios with promising results.

2.4. AUV Navigation and Localization

Using AUVs to fetch data underwater might enable much higher data rates but the
potential of such a solution needs to be evaluated realistically, including not only data
transfer simulation but also realistic motion of the AUVs under practical circumstances.
The motion of an AUV is affected by the control algorithms and by the localization infor-
mation or more generally by state estimation. While long-range navigation is a modest
problem under the data muling scenario, short-range navigation might have a strong
impact on the overall data rates, depending on the employed technology, for ensuring
adequate proximity between the DMUs and the SU. Some recent works have looked into
the latter problem mostly in the context of AUV docking [47], inspection, intervention [48],
and maintenance. However, the tracking performances are hard to model, as they depend
on (1) many variables related to control and estimation, (2) random errors corrupting the
data from sensors, and (3) often unpredictable environmental disturbances.

3. GROW Solution Overview

GROW is a pioneering solution that aims to overcome the limitations of current
underwater communications technologies. It enables long-range, broadband underwater
wireless communications between an underwater Survey Unit (SU) and a Central Station
Unit (CSU) at the surface through the use of one or more Data Mule Units (DMUs) [6].
In this section we present an overview of the GROW solution, including its communications
and AUV localization components.

3.1. Communications Solution

Long-range underwater wireless communications rely on narrowband acoustic com-
munications [5,17], which are unsuitable for uploading large amounts of data from an AUV.
Although other technologies such as optical and RF are able to provide higher through-
puts [24,28], they are affected by turbidity and strong attenuation, respectively, limiting
their practical usage to short-range communications.

The GROW solution, illustrated in Figure 2, addresses this problem by employing
AUVs that operate as data mules between a fixed or mobile SU that acquires and logs
the data—e.g., deep sea lander and survey AUV—and a CSU such as buoy, vessel, and
Autonomous Surface Vehicle (ASV). The CSU is assumed to be equipped with a permanent
connection to an onshore station, reachable through the Internet. It is responsible for
scheduling the available DMUs. The DMUs are small and agile AUVs that establish a
virtual bi-directional communications link between the CSU and the SU by traveling back
and forth between them. This will fill the gap shown in the top right corner of the plot of
Figure 3.

The GROW solution considers two different communications technologies: a broad-
band, short-range communications link (optical or RF) used for data download from the SU
to the DMU and upload from the DMU to the CSU; and a narrowband, long-range acoustic
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communications link for controlling the DMUs. Due to the intermittent connectivity of
the short-range communications link, protocols designed for delay/disruption tolerant
wireless networks are used.

Due to the short distance required between the DMU and the mobile SU for enabling
high bitrate underwater communications, GROW addresses the challenges of the following;:
(1) homing to a mobile target with uncertain or possibly corrupted information on its
future trajectory; and (2) precise positioning of an AUV with regard to a mobile target
accommodating strong disturbances induced by the motion of the DMU with regard to the
mobile target (the SU).

The correct scheduling of the DMUs is a key factor for the GROW system performance.
In [9], we have proposed the Underwater Data Muling Protocol (UDMP), a communications
protocol that enables the control and scheduling of the DMUs within the GROW framework
for a file transfer application. The UDMP communications stack is presented in Figure 4 and
runs on every node of the network. The scheduler defines the number of DMUs deployed
and their sequence. UDMP is then responsible for handling all the control messages over
the acoustic network according to the scheduler commands. It is also responsible for
handling the split and reconstruction of the data chunks sent over the DTN.

Station Unit \ / Data Mule Unit \ / Survey Unit \

File Transfer

[ Application } Scheduler }
IAPI I
[ UDMP } [ UDMP ] [ UDMP
High Speed DTN Acoustic
Acoustic High Speed DTN | Acoustic |
Application Application
TCP/IP TCP/IP
RF or Optical

N AN /

Figure 4. The UDMP protocol stack.

3.2. Localization Solution

During operations, AUVs require an estimate of their locations. Other variables
might also be relevant (e.g., linear velocity). All these variables are usually combined on
a so-called state vector that includes important data for guidance and control purposes.
Given an initial guess of the state vector, the AUV may resort to mathematical models
to estimate the state over the mission. However, models are generally inaccurate and
may result in significant errors (some meters for location) in a matter of a few seconds or
minutes. Even if very accurate models could be run in real-time, external disturbances are
usually unpredictable, which result in the same problem of divergence from the real state.
Therefore, sensors are employed to measure variables (e.g., pressure and magnetic direction)
that relate to state variables. These measurements are then used to correct the errors of
the state variables. However, the measurements of these sensors are imperfect as they
suffer from biases, noise, and quantization effects in addition to being sampled at discrete
asynchronous intervals. Thus, analytical determination of state variables is impractical.

To deal with the problem, filters are commonly employed to fuse measurements from
sensors and mathematical models. The Kalman Filter (KF) and its variants—Extended
Kalman Filter (EKF) and Unscented Kalman Filter (UKF)—are standard solutions in many
applications (e.g., GPS localization). Other options include particle filters, Bayes filters, and
the Expectation Maximization (EM) algorithm. These provide a framework that complies
with most of the characteristics mentioned above. For the present work, an EKF was
implemented, taking into account the nonlinear nature of the differential equations that
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govern the motion of the AUV, as well as the nonlinear relation between measurements
and state variables. The EKF framework includes two stages, as illustrated in Figure 5:
prediction based on mathematical models of the dynamics and update when measurements
from sensors are used to correct the state vector. For the purpose of this work, the following
state variables were considered:

e Absolute three-dimensional position—represented in Cartesian coordinates in a global
frame;

¢  Attitude—represented in the form of a unit quaternion;

*  Linear velocities—expressed on the axes of the reference frame attached to the AUV body;

e Angular velocities—expressed on the axes of the reference frame attached to the
AUV body;

¢ Absolute three-dimensional position of the target.

Kinematics and dynamics models are used for predicting the state based on previous
state and actuation, i.e., forces applied by the thrusters. The following sensor suite is
assumed in the context of this work:

*  Acoustic receivers—considering an Ultra-Short BaseLine (USBL) configuration to
measure bearing and range;

¢  Artificial vision-based system—at shorter ranges, for more precise localization, an artifi-
cial vision-based system measures the relative position with respect to visual markers;

e Inertial Measurement Unit (IMU)—composed of a three-axes gyroscope, a three-axes
magnetometer, and a three-axes accelerometer, mainly used for attitude calculation;

®  Pressure sensor—a pressure sensor is used for depth measurement;

e Doppler Velocity Log—a Doppler Velocity Log (DVL) is used for measurements of
three-dimensional linear velocities.

Predict p(xXy | Zk—1 )—> Update P(Xk|zk) X

ke—k+1

P(Xk-112k-1)

Figure 5. Block diagram of the iterative Extended Kalman Filter: prediction step and update step
upon sensor measurement.

4. Simple Theoretical Model

The equivalent throughput (Ry ;) is the main metric for evaluating the performance
of a data muling solution such as GROW. This is defined by Equation (1), which considers
the transferred data (in bits) between the SU and the CSU over the time (in seconds) the

data took to be transferred. )
Datasize

)

Rbeq = Tpr

In Equation (1), Datasize is the number of bits transferred. Tpp is given by Equation (2)
and depends on the following: (1) the undocking time T, which represents the time for the
DMU to move away from the CSU or the SU; (2) the travel time T;, which in turn depends
on the distance between the SU and the CSU and the travel speed of the DMU; (3) the
number of DMUs N available; (4) the docking time T, which is the time that the high
precision acoustic relative positioning and maneuvering system takes for approaching and
accompanying the SU or the CSU; and (5) the transfer time (Tsg), which is the time required
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for the file (or a chunk of the file) to be transferred over the short-range and high speed
underwater link. In turn, the transfer time depends on the data size and the short-range
link throughput. When compared with a typical communications system, the docking,
undocking, and travel times can be seen as the propagation delay, while the short-range
transfer to and from the DMU can be seen as the transmission delay.

T T
TDR:Tu+Tt+NX(Td+Zi]R'i‘Tu)‘f'Tt‘f'Td"'i]R @
Despite being a simple deterministic model, without localization errors or other
external factors are considered, this simple model shows the theoretical limits of a data
muling solution and establishes a baseline for performance comparison.

5. Underwater Data Muling Simulator (UDMSim)

Performing experiments underwater is expensive and complex in terms of logistics.
Thus, it is important to be able to predict the performance of the data muling solution
when different parameters are varied, such as the number of DMUs, the distance between
the CSU and the SU, and the amount of data to be fetched from the SU. UDMSim is
a simulation platform for underwater data muling oriented systems that combines the
AUV Motion and Localization (AML) simulator with ns-3 and goes beyond the simple
mathematical model presented in Section 4. In what follows, we describe each of these
components. The UDMSim block diagram is shown in Figure 6. UDMSim is made
available to the community [6] to support the evaluation of underwater data muling
oriented communications solutions.

UDMSim Underwater RF
propagation
model
Antenna Radiation [
Patterns (E-Plane 6 Dok LSNR

and H-Plane)

DMUs travel Speed
CSU position
Expected SU position |

AML Simulator

I PerfectNav | I RealistictNav

ns-3 Simulator

oot

%

AUV Traces

I 6 DoF
Time

DMUs Avaliable

Figure 6. UDMSim block diagram.

5.1. AUV Motion and Localization Simulator

The overall structure of the AML simulator is presented in Figure 7. AML implements
a six degrees of freedom (DoFs) model of the AUV [49,50]. The model is based on the
standard nonlinear dynamics and kinematics equations for an underwater vehicle [51]
whose parameters have been previously derived and validated. This provides a realistic
simulation of the vehicle although the exact models are very difficult or even impossible to
derive. Along with the vehicle model, a target-tracking control algorithm running onboard
the (real) vehicle is emulated, having the reference position (SU) and its own state (position
and velocity) as inputs. The algorithm generates actuation commands to the thrusters on
the output side. AML outputs a set of traces that define the “real” 6-axis position of the
AUV (x,y, z, yaw, pitch, and roll) over the mission.

In general, underwater vehicles do not know their location perfectly. Their pose
estimation relies on state estimators that fuse data coming from multiple sensors. As the
sensors are corrupted by noise and other undesired effects, as described in Section 3.2,
the resulting estimate is imperfect. This adds a time-varying error to the true state. More-
over, it has impact on the vehicle tracking performance as the controllers rely on the
estimate to generate actuation commands. Although an appropriate choice of sensors
may mitigate the problem, there is no way to circumvent estimate errors. Additionally,
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the enhanced estimation model, illustrated in Figure 7, is deliberately set with parameters
that differ from the nominal model, aiming at bringing more realism to the simulation
when compared with the previous models presented in [52]. In this model, the parameters
were deliberately set with errors up to 50% of their nominal values. Details on the deriva-
tion of the extended Kalman filter and on the control laws are beyond the scope of this
article. The simulation is run on Matlab Simulink, with a timestep of 10 ms, employing an
ODE4 solver. The measurements from the sensors are set to be periodically output, at a
constant rate.

State Estimator

Predict
Vehicle model .
Dynamics
Dynamics
Sensors Er’:?nsolus Kinematics
i i X Models Z oce
Kinematics
True Model

Control 5'¢

Figure 7. AML simulator block diagram.

In simulation, each sensor block receives as inputs the state variables from the vehicle
model and other quantities such as the magnetic field vector and the absolute position of
the SU. Then, it outputs the corresponding measurement to feed the EKF state estimator,
as shown in Figure 8. To bring more realism to the simulation, it should be noted that some
sensors may not provide measurements over the entire mission. For example, the camera
tracks artificial markers that are assumed to be undetectable at distances over 2m. This
takes into account the common visibility issues found in the underwater environment due
to turbidity and rapid attenuation of optical waves. Moreover, the measurements are not
available when the markers fall outside the field of view of the camera. The pressure sensor
measurement is modeled as a Gaussian distribution with a mean corresponding to the
pressure of the column of water and a standard deviation to model the measurement error.

The IMU is modeled as a three-axes accelerometer, a three-axes gyroscope, and a
three-axes magnetometer. The measurements of the accelerometers account for the acceler-
ation of the vehicle, as well as for the effects of gravity. The measurement variances of the
accelerometers and gyroscopes are calculated based on the bandwidth and the noise power
spectral density of the sensors. Each measurement of accelerometers and gyroscopes is fur-
ther added to a constant bias. The magnetometers measurements are based on the Earth’s
magnetic field mapped in the varying referential frame of the vehicle. The magnetometer
variance is modeled as the total root mean square noise of the sensor.

The USBL measurements are composed of a set of times of arrival (TOAs) to each of
the four hydrophones in the USBL receiver located in the DMU. The TOAs are calculated
based on a simulated time of emission with an emission frequency of 1 Hz that corresponds
to the emission times of the transponder’s signal located in the SU. To simulate the mea-
surements, the USBL model also considers the position of each hydrophone, the sound
speed in seawater, and the SU’s position. Each TOA is corrupted with an error following a
Gaussian distribution. For what concerns velocity sensing, the DVL measures the body
velocity with respect to the surrounding water, in the longitudinal and transversal axes.
A Gaussian distribution with the same variance for the noise on the two axes is assumed.
The relative three-dimensional position of the vehicle’s camera with respect to the visual
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marker attached to the SU is provided by an artificial vision module. The measurements
on the three axes are equally affected by a Gaussian noise.

Table 2 summarizes the sensors models parameters. These are either based on technical
specifications from manufacturers or on previous experimental results from which it was
possible to characterize the performances of the sensors.

Sensors Models State Estimator
Pressure 10 Hz )
Sensor Model ”W Predict
Earth's
L 100 H
magnetic field IMU Model R
vector
Vehicle Model Artificial vision 10 Hz z
Model us
Update
5H
DVL Model Tz
Survey Unit
position 1
1H
USBL Model L zyse
Transponder
time of
emission

Figure 8. Block diagram of sensors in the AUV simulator. The real state and known external
quantities (left-hand side) are used to simulate the sensors. The sensors feed the state estimator at
different rates.

Table 2. Sensor model parameters.

Sensor Update Rate (HZ) Measurement Bias Measurement Variance
Pressure 10 0Pa 9.80 x 10% Pa?
Accelerometer 100 147 x 10 *ms2 346 x 107 4m2s*
Gyroscope 100 3.49 x 102 rads™! 1.55 x 107> rad?s~2
Magnetometer 100 0T 1x107°T?
USBL 1 0s 3.6 x 107112
Artificial Vision 10 Om 6.25 x 10~*m?
DVL 5 Oms~! 25x 1073 m?s72

5.2. ns-3 Based Simulator

By using the traces provided by the AML simulator, UDMSim considers a trace-based
network simulation in ns-3 [53], an open-source, discrete-event network simulator mainly
used for research and educational purposes. The trace-based simulation approach was
presented in [54]. It consists of a technique that feeds ns-3 with traces, including node
positions and Signal-to-Noise Ratio (SNR) at the receiver. It provides more accurate results
and allows reproducing real-world experiments.

Despite offering several models for devices and protocols for wired and wireless
networks, ns-3 lacks native underwater optical and RF propagation models. Therefore,
the RF underwater model presented in [28] was used in UDMSim. The SNR value was
computed in Matlab and added to each entry of the trace provided by AML. This step was
necessary to meet the requirements of the ns-3 TraceBased PropagationLossModel. Through
the trace-based simulation approach, the native mobility and propagation models of ns-3
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were replaced by the position of the AUV and SNR provided by the trace file imported into
ns-3. Higher layers were simulated using native ns-3 modules. This enhanced version of
the UDMSim includes the antenna radiation patterns (E-Plane and H-Plane) imported as a
single .ant file with a one degree resolution. This allows evaluating antenna performance
across the mission for different antenna location and design, especially during the docking
and undocking procedures, where misalignments are prone to occur.

The ns-3 simulator implements the state machine of the GROW UDMP protocol,
including an out-of-band acoustic signalling channel to enable the control of the DMUs
and a broadband short-range RF for data transfer. Figure 9 shows the message sequence
diagram for two DMUs [9]. The UDMP starts by requesting the data size using the control
link, and it splits the data file into different chunks according to the number of DMUs
available (two in this case). The DMUs depart from the CSU according to the positions
defined in the traces. When the DMU reaches a distance of 2 m from the SU, a docking
request is sent. If successful, the DMU continues its approach. When the short-range link
is available, the ns-3 BulkSendApplication transfers the respective chunk of data. Due to
the sharp SNR decay with the distance, the Minstrel auto rate mechanism is used and the
data exchange application is monitored and restarted if the association between the DMU
and SU is lost or in the case where the TCP retransmission timeout is exceeded. When
the transfer is complete, the DMU performs the same process in reverse order. Upon the
completion of the data upload to the CSU, ns-3 computes the equivalent throughput Ry .,
taking into consideration the overhead of the DTN stack.

Central I
Station [ Mulel ] [ Mule2 ] [Sune} Umt]

Filesize Req |
Filesize Resp
T S it Rt L T P L L L]
Number of
Mules N
Ack
T T T T
Send Mule 1Req
Send Mule 1 Resp i
Dock Req
Dock Resp
Send Mule 2 Req
Send Mule 2 Resp
g e S
Dock Req
Dock Resp
R ——
Data Chunk
Sent
Dock Reqg
Dock Resp
_______________________ >
Data Chunk
. Sent
Dock Req
Dock Resp
Data i
Received . |

Figure 9. Message sequence diagram for two Data Mule Units.
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Considering the modular architecture of UDMSim, new sensors and navigation modes
can be added to the AML Simulator, allowing simulating different types of AUVs. More-
over, despite the usage of RF as short-range technology, other underwater propagation
models, such as optical and short-range acoustic communications, can be considered if
supported by ns-3.

6. Evaluation Results

The UDMSim was validated in two different seawater scenarios. The first scenario—
docked—considers that the DMU is physically docked or is very close (<10 cm) to the
SU through the use of a docking station or an umbilical antenna, similar to the refuel
system of a jet plane. This scenario is more suitable for stationary SUs, such as a sea
lander or an observatory, and allows the usage of a 20 MHz radio channel based on IEEE
802.11 g/n point-to-point link that may operate at a carrier frequency ranging from 40 MHz
to 2.4 GHz, as demonstrated in [30]. The second scenario—1 m apart—considers that the
DMU approaches and tries to maintain a 1 m distance from the SU, which can be fixed
or mobile; an example of a fixed SU is shown in Figure 10. In this case, according to the
attenuation of RF signals underwater, especially in seawater [28], carrier frequencies in
the range 10-20 MHz should be used. To minimize the SNR differences of the OFDM
subcarriers across the IEEE 802.11 channel and since it is not possible to use a 20 MHz
channel on a 10 MHz carrier, the bandwidth was reduced in this case to 5 MHz.

In order to evaluate the impact of the localization errors on the communications
system, two sets of simulations were run. The first considered perfect localization—
PerfectNav. The second relied on a state estimator using imperfect measurements from
sensors—RealisticNav—an enhanced version of the ImperfectNav presented in [52]. The out-
puts of the simulator on the realistic localization are the true poses of the DMU and SU,
which are imported to ns-3 by using the TraceBased PropagationLossModel. Figure 11 shows
the distance and SNR when the DMU travels 1000 m from the CSU to the SU on the 1 m
apart scenario and the corresponding SNR variation for the PerfectNav and RealisticNav. We
can observe that the distance between the DMU and the SU decreases in a linear manner
across the journey, and there is no connectivity until the two nodes are close to each other.

Figure 12 shows a closer view of the final approach, where we can see the position
error, the strong SNR variations, and even connection losses (SNR < 0), which have a
negative impact on the short-range throughput. In Figure 13, we can also observe the effect
of different antenna alignments on the SNR. UDMSim is able to consider the radiation
pattern of the antenna on the DMU and SU and compute the SNR along the mission. We
then compare different dipole positions to the isotropic antenna case, i.e., considering that
the antenna has a uniform, unitary gain in all directions. If two vertical dipoles are used,
perpendicular to the DMU and SU and similar to the ones used in [55], we can observe
that the SNR decreases when compared with the isotropic antenna. Since the DMU has
a negative pitch, the antennas are not aligned; thus, its gain is reduced. We should also
take into consideration the azimuth, since the H-plane of the antenna might change from
freshwater to seawater [55]. In this case, the azimuth did not have a significant impact
on the SNR. By averaging the negative pitch of the AUV and performing an elevation
compensation of the dipole on the AUV by 65° (relative to the perpendicular of the vehicle),
we were able to achieve an SNR closer to the isotropic antenna. Using two vertical dipoles
or one vertical and one horizontal dipole resulted in significant SNR losses. Depending
on the scenario considered, other type of antennas can be analyzed by UDMSim, such as
loop antennas [56]. The optimization of the antenna beam, either physically or by electrical
beamforming, is out of the scope of this work.
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Figure 10. 3Three-dimensional simulation of a DMU approaching an SU.
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Figure 11. Distance and SNR of a DMU travelling 1000 m from the CSU to the SU using PerfectNav
and RealisticNav.
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Figure 12. A closer look on DMU approaching the SU for a 1000 m distance using PerfectNav
and RealisticNav.
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SNR effect on antenna alignment between Data Mule Unit and Survey Unit - 1000m travel
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Figure 13. The SNR effect on antenna alignment on DMU approaching the SU for a 1000 m distance
using RealisticNav.

The UDMSim results were compared against the theoretical results obtained using
Equation (1) and the parameters of Table 3 for one and two DMUs [9], a TxPower of
30 dBm, and two dBi loop antennas. The simulation results were also compared with
experimental results obtained by using a underwater testbed composed of two DMUs,
one SU, and one CSU, as shown in Figure 14 [9]. Watertight cylinders were used, and a
2.4 GHz IEEE 802.11n network was employed for the short-range link. Two different data
sizes were considered: 200 MB and 500 MB. The maximum data were limited by the DTN
implementation used in the testbed (IBR-DTN) [57]. Since the Wi-Fi card driver used only
supported 20 and 40 MHz channels, experimental results were only obtained for the docked
scenario. Each ns-3 simulation was repeated five times with different seeds and the results
were averaged. The confidence intervals obtained were short. For the sake of visualization,
they are not represented in Figures 12-15.

Central Station Un|t

(surface)

Emulated control link <>

Data Mule Unit 1 Data Mule Unit 2

Survey Unit

Figure 14. Testbed used to evaluate the GROW solution.
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Table 3. Parameters associated with the DMUs traveling between the CSU and the SU.

Parameter Value
Undocking time (Ty,) 1s

Docking time (Tj) 17 s

Data Mule Unit travel speed 1.05m/s
Number of Data Mule Units available 1-2

Average short-range link throughput (20 MHz channel) 27 Mbit/s

Figure 15 shows the equivalent throughput (R; ;) over distance between 100 m and
5000 m for 1 DMU, considering the transfer of 200 and 500 MB of data for the docked
scenario. We can observe that UDMSim matches the experimental and theoretical values
for PerfectNav (no localization errors). Due to the position errors of RealisticNav, as seen in
Figure 12, the link quality changes accordingly and so does the short-range throughput.
UDMSim is able to simulate this phenomenon where the RealisticNav can exceed the
theoretical model, especially for ranges below 500 m, due to the fact that high SNR results
in higher short-range throughput, making the data exchange faster than expected. We
can also observe that the equivalent throughput increases with the amount of data to be
exchanged since the travel time has the major impact on the equivalent throughput Ry ..

When considering two DMUs for the docked scenario, we can observe in Figure 16 that
UDMSim also matches the theoretical and experimental results. The usage of two DMUs
increases the equivalent throughput, which is more noticeable for short distances, where
the data transfer time is more relevant.

Equivalent Throughput for 1 Data Mule Unit (docked)

— — — - 200MB Theoretical
- 200MB Experimental
o 200MB PerfectNav
#  200MB RealisticNav
500MB Theoretical
500MB Experimental
+  500MB PerfectNav
500MB RealisticNav

Equivalent Throughput (Mbit/s)

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
Distance (m)

Figure 15. Equivalent throughput for one DMU on the docked scenario.



Computers 2021, 10, 119 18 of 22
12 Equivalent Throughput for 2 Data Mule Units (docked)
0 — — — - 200MB Theoretical
—— 200MB Experimental
200MB PerfectNav
10+ % 200MB RealisticNav
500MB Theoretical
xR (R 500MB Experimental
% -+ 500MB PerfectNav
s 80y O 500MB RealisticNav
5
@
=
E3
S 61"
=
=
= .
@ \
@ W
> 4 |
5 )
£ 3 T
w kY
N
\.
2 N O B
~ B
x 7\"’--_%_,__‘&_“‘7 S @
e e,
0 1 1 1 1 1 1 T it S S ————
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

Distance (m)

Figure 16. Equivalent throughput for two DMUs in the docked scenario.

The equivalent throughput for the 1 m apart scenario is shown in Figure 17. With an
SNR around 15 dB, the theoretical short-range throughput is 3 Mbit/s. Although this value
was fixed in the theoretical model, the Minstrel auto rate mechanism available in ns-3 was
kept active in UDMSim,; this can justify the slightly higher results obtained for PerfectNav
and RealisticNav for the 500 MB case. RealisticNav still shows sometimes lower equivalent
throughput due to the signal variations, which in some cases results in TCP timeouts and
re-associations, providing the realism lacking in the simple theoretical model presented
in Section 4.

When deploying two DMUs for the 1 m apart scenario, we can observe in Figure 18
that the UDMSim results also match the theoretical values, with a 28% equivalent through-
put increase for PerfectNav at 100 m and 10% equivalent throughput for RealisticNav. Al-
though this margin fades out along the distance, UDMSim is able to simulate the advantage
of using multiple DMUs for exchanging large amounts of data.
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Figure 17. Equivalent throughput for one DMU in the 1 m apart scenario.
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Figure 18. Equivalent throughput for two DMUs in the 1 m apart scenario.

These results show that UDMSim is a powerful tool for the validation of underwater
communications solutions based on data muling. Although GROW was a pioneer on a
mobile SU approach, other data muling oriented solutions can be evaluated using UDMSim.
Due to the specific DTN implementation used in our lab testbed, which limited the data
exchange analysis to 500 MB, UDMSim was able to simulate larger amounts of data, which
brought up the advantages of a data muling solution even more for underwater communi-
cations when compared with point-to-point acoustic, for instance. The experimental values
obtained using the lab testbed considered no localization errors, which are very unlikely
in a real scenario. In this case, UDMSim will be an important tool, since the position and
signal variations make it difficult to derive an accurate theoretical system model, especially
for distances up to some hundreds of meters. For distances over 1 km, the simple theoreti-
cal model provides a good approximation since the travel time is the predominant factor.
UDMSim can also benefit from other traces as input, including traces captured from real
experiments, allowing offline replication of real world in simulation environment.

7. Conclusions

The harshness of the sea environment is pushing the use of AUVs as a cost-effective
and safe alternative to perform underwater missions. AUVs may collect large amounts
of data from their onboard sensors that needs to be transferred to shore. A data muling
solution outperforms the current long-range narrowband communications solutions.

In this paper, we proposed an enhanced version of the UDMSim, which is a simulator
for data muling oriented underwater communications that combines a more realistic AUV
Motion and Localization simulator with ns-3. UDMSim matches the results obtained using
a simple theoretical model and the lab experimental results when no localization errors are
considered. When localization errors are taken into account, UDMSim is able to reproduce
them and simulate the signal and connection losses that will occur in real environment,
thus enabling the evaluation of underwater data muling oriented communications in more
realistic conditions. Moreover, we have shown that UDMSim is now able to simulate the
effect of the antenna radiation patterns on the SNR during the mission, thus helping to
evaluate the design and relative placement of underwater antennas. Future work includes
new AUV control laws for more accurate simulations, a relative positioning system to
cope with mobile SUs, and the comparison of UDMSim results with experimental results
obtained in real environment.
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