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Abstract: Among the sources of legal considerations are judges’ previous decisions regarding similar
cases that are archived in court decision documents. However, due to the increasing number of court
decision documents, it is difficult to find relevant information, such as the category and the length of
punishment for similar legal cases. This study presents predictions of first-level judicial decisions by
utilizing a collection of Indonesian court decision documents. We propose using multi-level learning,
namely, CNN+attention, using decision document sections as features to predict the category and
the length of punishment in Indonesian courts. Our results demonstrate that the decision document
sections that strongly affected the accuracy of the prediction model were prosecution history, facts,
legal facts, and legal considerations. The prediction of the punishment category shows that the
CNN+attention model achieved better accuracy than other deep learning models, such as CNN,
LSTM, BiLSTM, LSTM+attention, and BiLSTM+attention, by up to 28.18%. The superiority of the
CNN+attention model is also shown to predict the punishment length, with the best result being
achieved using the ‘year’ time unit.

Keywords: prediction; punishment category; punishment length; court decision document;
Indonesian courts; convolutional neural network; attention

1. Introduction

The legal system can be classified according to two types, namely, common and civil
law systems [1–3]. The common law system is oriented toward cases (i.e., case law) in which
a legal practitioner in a court refers to a previous judges’ decisions (i.e., jurisprudence) [3] in
resolving a legal problem. By contrast, the civil law system adopts a codification system (i.e.,
codified law) in which legislation is the primary reference for deciding a particular case.

Indonesia adheres to a civil law system. However, in Indonesia, certain judges also
use jurisprudence in addition to the constitution and written legislation to make decisions
about a particular case [3,4]. In this case, previous court decisions (i.e., jurisprudence)
concerning a similar legal case can be used by judges as a basis for legal decisions. In
addition, if there is a legal vacuum (i.e., a condition in which there is no regulation for a
particular case), the previous judge’s decision should also become a legal instrument to
maintain legal certainty [3]. Referring to Butt [5], jurisprudence from the Constitutional
Court and the Supreme Court can foster legal consistency and transparency.

According to statistics taken from court decision documents on the Indonesian Supreme
Court Decision’s website, https://putusan3.mahkamahagung.go.id/ that was accessed on
1 September 2019, the number of Indonesian court decision documents has experienced
consistent growth of approximately 100,000 documents each month [6]. Therefore, it is
cumbersome to read and interpret each document that is related to a given legal case to
consider how heavy the case is compared to the previous cases. This indicates the need
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for a system that can process the collection of decision documents automatically for the
required information to be obtained quickly.

In this work, we utilized a collection of Indonesian court decision documents to
conduct a prediction of the category and the length of punishment in similar cases. We
argue that this prediction system, together with a legal search engine, may be of benefit to
people who work with legal matters. This system could be used by judges as a supporting
reference for deciding the appropriate punishment. Furthermore, it could be used by
legal actors in the government or scholars to supervise and/or criticize the consistency of
decisions made by judges regarding similar cases. In the past few years, several works have
studied the use of decision documents written in English [7,8], Filipino [9], and Thai [10]
language to predict the decision of a given legal case (guilty/not) using machine learning
and deep learning approaches. Our work was different to them in that we did not predict
the judicial decision, but we predicted the category and the length of punishment for a
given legal case based on previous similar cases archived in the decision documents. To the
best of our knowledge, none of the previous work, in any language, studied this problem.

To tackle this problem, we propose using a multi-level deep learning method, that is,
the convolutional neural network with attention mechanism (CNN+attention), and the use
of sections of the court decision documents as features to predict the category and the length
of punishment for a given legal case. This method consists of feature-level learning using
the CNN method and document-level learning using the attention mechanism. This method
is aimed at improving the accuracy of the predictions by highlighting important information
from each feature that affects predictions and then conveying relevant information among
the features to the document’s level. This method has been shown to have superior
performance in previous work on prediction/recognition task [11–13]. However, none of
the past works have explored the use of this method for prediction tasks in the legal domain.

The use of sections in the decision documents to learn a prediction model in the legal
domain has been studied in some past works [7,8,10]. However, the purpose of their models
is for predicting the judicial decision. Therefore, the use of document section features for
predicting the category and the length of punishment has not been investigated. In addition,
the decision document sections used in our work were also different to them, since we used
the collection of Indonesian decision documents, which have different sections than the
collections used in these previous works. While some of these studies only used partial
sections of the decision documents, we used all sections in the documents and further
analyzed which sections were important for our prediction model.

In summary, the contribution of this work is threefold: (1) We explore a novel prob-
lem of predicting the category and the length of punishment of a particular legal case
based on the previous court decision documents. (2) We propose the use of a multi-level
deep-learning method, that is, the convolutional neural network with attention mechanism
(CNN+attention), and the use of sections of decision documents as features to build an
accurate model for predicting the category and the length of punishment of Indonesian
courts. We further analyze which sections in the documents can improve the effectiveness
of the prediction model. (3) We performed empirical evaluations on the effectiveness of our
system using the CNN+attention method and document sections features on the collection
of Indonesian court decision documents against several baselines such as CNN, LSTM,
BiLSTM, LSTM+attention, and BiLSTM+attention.

Finally, this work aimed to answer the following research questions:

(1) What information from court decision documents are valuable/important for predict-
ing the category and the length of punishment in Indonesian courts?

(2) How effective is the multi-level learning CNN method with an attention mechanism
for predicting the category and the length of punishment in Indonesian courts?

2. Related Work

Research has been conducted to produce useful information from court decision
documents [6–14]. Aletras et al. [7] predicted the decision for a legal case (i.e., violation
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and no violation) by building a binary classification model using English-language court
decision documents. Each decision document was mapped into six parts. They used the
machine learning algorithm, SVM (support vector machine), and textual features, such as
n-grams and topics of each part of the document, to build the classification model. The
results revealed that their model achieved an accuracy rate of 79% and that the ‘facts’ part
played an important role in increasing the accuracy of the predictions. Medvedeva et al. [8]
used the same data set and classification algorithm as Aletras et al. but only considered
the procedure and the facts sections of the documents. The prediction results showed that
SVM successfully predicted 75% of all the cases correctly.

Similar to the work described above, Virtucio et al. [9] and Kowsrihawat et al. [10] also
predicted the decision of a criminal case (that is, guilty or not guilty) using court decision
documents. They, however, used the document collection written in other languages,
Filipino and Thai, respectively. Virtucio et al. [9] exploited n-grams and topic features
for machine learning algorithms (e.g., SVM and random forest). Their best results were
obtained using a random forest classification algorithm with an accuracy of 59%. In contrast
to all the work above using machine learning techniques, Kowsrihawat et al. [10] used
an end-to-end deep learning model, bidirectional gated recurrent unit (Bi-GRU), with an
attention mechanism to make the prediction. They used the facts and law sections of the
documents as features for their model. They found that the model could outperform the
machine learning baselines: SVM and naive Bayes algorithms. Wu et al. [14] added domain
knowledge information combined with machine learning techniques. They found that the
domain knowledge that had been created could increase the accuracy of machine learning.

Our work is different from all of the aforementioned work in terms of the problem,
task, data set, and methods. First, regarding the research problem, while all these previous
works studied the prediction of the judicial decision of legal cases (guilty/not guilty), we
investigated a different problem: predicting the category and the length of punishment of
legal cases. To the best of our knowledge from our extensive literature reviews, we could not
find any previous work that studied this problem. Second, regarding the task, in contrast
to these previous works, which adopted the binary classification task (guilty/not guilty),
our task was formulated as (1) a multiclass classification task (mild/moderate/heavy/very
heavy) for the punishment category prediction; (2) a regression task for the punishment
length prediction. Third, regarding the data set, while these previous works used English,
Thai, and Filipino data sets, we used an Indonesian data set of court decision documents.
This difference impacts on different language characteristics and different sections of
decision documents. An example of the latter case is that we identified 11 sections contained
in Indonesian decision documents; however, in the English decision documents used by
Aletras et al. [7], there were only six sections identified in the documents. Fourth, regarding
the method, we used different methods from previous work, a multi-level deep learning
model, CNN+attention, to build the prediction models.

A few studies of the legal domain have also been conducted using Indonesian court
decision documents [6,15,16]. Most of these studies, however, focus on the entity recogni-
tion tasks. Solihin and Budi [15] detected important entities in court decision documents
for criminal theft cases only using the rule-based approach. Later, Nuranti and Yulianti [6]
also extracted some legal entities from decision documents but using machine learning
and deep learning methods such as the bidirectional long short-term memory (BiLSTM)
and the conditional random field (CRF) approaches. In later work, Violina and Budi [16]
attempted to develop an information extraction system for Indonesian law documents
using a knowledge engineering approach. In contrast to these works, we predicted the
length and the category of punishment for a criminal case using sections of court decision
documents as the features for the CNN+attention method.

3. Prediction Model

There were two main tasks conducted in this work: punishment category prediction
and punishment length prediction. While the former was formulated as a multiclass
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classification task, the latter was formulated as a regression task. We used the same
method to build the prediction model for the first and second tasks, the convolutional
neural network with attention mechanism (CNN+attention). The difference is that in the
second task, the dimension value for the CNN+attention model at the document-level
learning, which produced the category output, was changed to one dimension to produce
a regression output (instead of a category output).

Figure 1 illustrates our prediction model using a multi-level learning method,
CNN+attention. The multi-level learning method consists of two basic processes: feature
learning and document learning processes. The feature learning process was conducted
using the CNN method to learn a model for each feature that can highlight important infor-
mation in each feature. If there are n features, then there will be n feature models learned.
Next, the document learning process was performed using an attention mechanism to learn
a model to combine the result/score given by each feature model. Note that our method
is different from a multi-channel deep learning method that involves multiple types of
input features with different treatments, such as the method used by Chen [17], which
uses a different type of word representation in each channel. Meanwhile, our method
is a multi-level deep learning method that uses multiple levels in the learning process
(feature-level and document-level learning processes).
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The court decision documents will pass through the text extraction, token normaliza-
tion, and document section annotation to perform the feature extraction process. The text
extraction was performed to obtain text from court decision documents in PDF format. The
token normalization was aimed to normalize the error tokens resulting from the automatic
text extraction. Next, document section annotation was conducted to identify and extract
text from each section of the decision documents used as features in our prediction model.
Since we identified ten sections contained in an Indonesian court decision document (ex-
cept the verdict section), we had ten features to use in the prediction model. A detailed
explanation of the feature extraction process is described in Section 4.

After features were extracted, we then performed a feature learning process using the
CNN method [18,19] to learn a model for each feature. This process aimed to capture im-
portant information from each feature. CNN has been shown to achieve good performance
in the text classification task [20–22] and is able to capture important information contained
in each feature [23]. The input for the feature learning process was a set of tokens for each
feature that will pass through the embedding layer to obtain a previously trained word
vector representation. We used Word2vec [24] and FastText [25] to generate word vector
representations as they can capture semantic information. The vector representations are
then inputted into the max-pooling [26] layer stage to reduce the overfitting [27], and the
output of this layer is called convoluted feature. This stage can bring up information that is
considered important during the training period.

Further, each piece of convoluted feature is combined in a concatenate layer [28],
which is called a fully connected layer [18]. To conclude the feature learning stage, we
used batch normalization [29] to enable the model to retransform the feature model (FM)
generated in this feature learning process and ensure that the FM was standardized. The
result of the batch normalization was a vector score which we call the feature score (FS).
Since there were ten features extracted as described above, this process generated ten FSs.

After the FMs are learned, the next step was to reassemble these feature scores as
document information. We called this step the ‘document learning process’. When combin-
ing all the important information from all the features, we wanted the model to find the
relationship for each feature learning result and to rearrange the most relevant information
in the overall features used. For this reason, we did not use a concatenate layer in the
document learning step; instead, we used the attention mechanism method. The attention
mechanism is a concept that was initially found in the encoder–decoder architecture in
the translation model [30]. This method is able to determine influential and interrelated
information between features in parallel [31,32] and is also efficient in terms of memory
usage. The latter reason was more important, considering that we used 10 features in
our prediction method. The result of the attention layer passed through dense layers of
sizes 100 and 50, because we needed the nodes to be fully connected so that it was easier
to make predictions [33]. The final step used a dense layer with four dimensions (array
sizes) as the output of the prediction of the punishment category (i.e., mild, moderate,
heavy, and very heavy). In the task of the prediction of punishment length, the dimension
value was changed to one dimension in order to produce a regression output (instead of a
category output).

4. Research Methodology

This section is divided into five subsections. The first subsection explains the data
collection process and the distribution of the data set. The second and third subsections
describe the data pre-processing, together with the section annotation process. The last
section reviews all the experiments that were conducted in this work.

4.1. Data Collection

Each decision on the Indonesian Supreme Court’s website is accompanied by metadata
that is also provided on the website. Some of the information contained in the metadata are
the URL, the document number, the province, the district court institution, the case level,
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the case classification, the verdict (the length of punishment), the document status, and the
pdf document file. Not all decision documents were used in this research. The following
criteria were required for our data set:

1. First-degree criminal decisions;
2. Decisions that had permanent legal force (inkracht) [4] that were obtained from district

courts in West Java, Central Java, East Java, Jakarta, or Yogyakarta;
3. Decision documents that had pdf files.

We crawled the metadata of 82,827 decision documents. We could not use all of them
because the distribution of documents was uneven, in which there are approximately 74%
of the decisions with the length of punishment between 1–1000 days. Therefore, of these
decision documents, we randomly selected 5000 documents with the punishment length
between 1–500 days, and 5000 documents with the punishment length between 501–1000 in
order to balance the data set. The rest of the documents with the punishment length greater
than 1000 days were all used. After this filtering process, the total number of documents
used in this study was 22,630.

Figure 2 shows the distribution of the length of punishment (converted into days)
in our data set. The length of punishment ranged from zero days (free/exempt from
punishment) to 8000 days. This figure shows that the data were not balanced, particularly
in data distributions when the prison sentence was longer than 2000 days. All the decision
documents were then grouped based on the distribution of the quartile length of the
criminal punishment for each decision document. We used four categories of punishments
in this work: mild, moderate, heavy, and very heavy. A document with a length of
punishment that was less than the first quartile (Q1) was classified as ‘mild’, between the
first quartile (Q1) and the second quartile (Q2) as ‘moderate’, and between the second
quartile (Q2) and the third quartile (Q3) as ‘heavy’, while punishments that exceeded the
third quartile (Q3) were categorized as ‘very heavy’. In this case, the values for Q1, Q2, and
Q3 were 480, 1080, and 1800, respectively.
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ment (in ‘day’ units).

The number of court decision documents for each category can be seen in Table 1. In
general, the number of documents for each category was quite balanced. The category with
the highest number of documents was ‘moderate’, while the category with the smallest
number of documents was ‘heavy’. We selected 10% of them as test data, and the rest was
used for training.
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Table 1. The distribution of decision documents in our data set for each punishment category.

Punishment Category Punishment Length (Days) Number of Documents

Mild 0–479 5561
Moderate 480–1079 5991

Heavy 1080–1799 4112
Very Heavy 1800–8000 5811

4.2. Feature Extraction

This section describes the process to extract features from the decision documents. It
involved three steps: text extraction, token normalization, and section annotation.

4.2.1. Text Extraction

Indonesian court decision documents are accessible in pdf format on the Indonesian
Supreme Court Decision’s website. Watermarks, headers, footers, and page formats were
all unnecessary formatting elements on each document page. All the undesired elements
of the pdf document were deleted, leaving only the verdict’s plain text. The Python library,
PyMuPdf, https://pymupdf.readthedocs.io/ that was accessed on 1 October 2019, was
used to convert pdf documents into text format.

4.2.2. Token Normalization

In this stage, the tokens/terms in each court decision document were normalized into
normal form. This stage is important because many error/invalid tokens were caused by
converting pdf files into text fields [6,15]. This step was expected to increase the number
of valid tokens to improve the accuracy of our learning models in the training process. To
obtain the tokens to be normalized, we found tokens that appeared less than ten times
in a document. We chose ten as the minimum number of occurrences for each token and
argue that this number was sufficient to identify likely invalid tokens (for example, typos or
multiple words that merged into a single word due to the fact of missing spaces) since they
rarely appeared in the documents. Tokens that could not be normalized were considered as
unknown tokens. We kept the unknown token in this process to keep the flow of text in the
document unchanged.

The initial number of tokens from all documents in the data set was 970,214 tokens.
Using the token filtering criteria discussed above, 222,180 tokens fulfilled our requirements
because they occurred a minimum of 10 times in a document. Therefore, they were used as
our dictionary. The remaining 748,034 tokens that did not satisfy our requirements were
then subjected to the normalization process. We did not remove these words immediately
because we could still obtain their valid forms via normalization. The following steps were
used for the token normalization:

• We identified the tokens that were typos or had the same meaning by examining
the smallest edit distance compared to tokens in the dictionary, which contained
222,180 tokens. If the minimum edit distance obtained was less than three, it was con-
sidered as a typo. Approximately 96% of the tokens could be identified in this step; for
example, ‘fundamentum’ (fundamental) was normalized as ‘fundamental’ (fundamental);

• If the minimum edit distance was more significant than three, we checked for invalid
words that occurred because space was missing. Beginning from the left-hand side, we
traced the word letter by letter and then checked whether the combination of letters
existed in the dictionary. If the combination existed, we inserted a space and continued
to trace the remaining letters in the word. We proceeded from the right-hand side if we
could not search from the left-hand side. Approximately 26,676 tokens were identified
and separated by spaces in this step; for example, ‘tidaknyapadasuatuwaktu’ was
normalized as ‘tidaknya pada suatu waktu’ (not at a time);

https://pymupdf.readthedocs.io/
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• If the above step was unsuccessful, the next step was to identify the token as an
unknown token by mapping it as a token ‘_unk_’. For example, ‘jpoooooooporoorjo’
was ‘_unk_’.

4.2.3. Document Section Annotation

Court decision documents contain some common information, such as a document
opener, the defendant’s identity, the case history and the like [1]. However, this information
is not presented clearly in sections; instead, it forms part of the complete text in a decision
document. Therefore, in order to identify sections for each information category in the
document, and to further examine which document sections were useful for our prediction
task, we needed to perform document section annotation.

In this process, the sections of court decision documents were used as features to
predict the category and the length of punishment of a criminal case. We aimed to determine
which parts of the decision documents had the greatest effect on the prediction results. It
was intriguing to note which sections were useful for predicting the punishment category
and length in a criminal case and which were not.

Table 2 presents all the document sections that we identified exist in the court decision
documents. The third column in the table highlights the chunks of text contained in each
form; it follows the template provided in Keputusan Mahkamah Agung Nomor 44 Tahun
2014 (the Decision of the Chief Justice of the Supreme Court of the Republic of Indonesia Num-
ber 44 of 2014 concerning the Enforcement of Decision Templates and Numbering Standards for
General Court Cases), that was accessed from https://badilum.mahkamahagung.go.id/berita/
pengumuman-surat-dinas/2022-sk-kma-nomor-44-tahun-2014-tentang-pemberlakuan-template-
putusan-dan-standar-penomoran-perkara-peradilan-umum.html on 8 April 2022. This docu-
ment is referred to as ‘decision document number 44/KMA/SK/III/2014’ hereafter.

The document opener includes information about the document’s title, starting with
the word ‘PUTUSAN’ (‘DECISION’), the verdict number, the sentence ‘DEMI KEADILAN
BERDASARKAN KETUHANAN YANG MAHA ESA’ (‘FOR JUSTICE BASED ON ONE
ALMIGHTY GOD’), and a description of the case. The defendant’s identity discloses general
information about the defendant, such as name, place of birth, age, date of birth, gender,
nationality, residence, religion, occupation, and last education. The case history was divided
into three parts, namely, detention history, indictment history, and prosecution history.

Information related to the processes of a court case is described in the facts, legal
facts, and legal considerations sections. The facts section consists of witnesses’ statements,
experts’ statements, defendants’ statements, letters, instructions, tools, and evidence. Legal
facts are essential to the prosecutor’s point and contain the relationship among the facts;
legal considerations include the judges’ deliberations in determining a case based on the
existing legal facts.

There are two parts at the end of the verdict, namely, the verdict and the verdict’s
closing. The verdict contains the judge’s decision regarding the case and includes the length
of punishment if the defendant is proven to have committed a criminal act. The verdict’s
closing consists of the day, the date, the year, the judges who decided on the case, the
court clerk, the signatures of the panel of judges, and the cost of the case. Since the verdict
sections contain information about the length of punishment, we could not use verdict
section as a feature. Note that the length of punishment is the key element to be predicted
by our model in this work. Therefore, our prediction model used 10 features in total (all
sections listed in Table 2 except the verdict section).

It is important to note that none of the Indonesian court decision documents had an
annotation structure. Moreover, there was no precise string pattern for each section in the
documents; there was no clear division between one section and another. Due to the fact of
this condition, we asked people who were familiar with the legal domain to annotate each
section in a decision document.

https://badilum.mahkamahagung.go.id/berita/pengumuman-surat-dinas/2022-sk-kma-nomor-44-tahun-2014-tentang-pemberlakuan-template-putusan-dan-standar-penomoran-perkara-peradilan-umum.html
https://badilum.mahkamahagung.go.id/berita/pengumuman-surat-dinas/2022-sk-kma-nomor-44-tahun-2014-tentang-pemberlakuan-template-putusan-dan-standar-penomoran-perkara-peradilan-umum.html
https://badilum.mahkamahagung.go.id/berita/pengumuman-surat-dinas/2022-sk-kma-nomor-44-tahun-2014-tentang-pemberlakuan-template-putusan-dan-standar-penomoran-perkara-peradilan-umum.html
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Table 2. The sections in the court decision documents and the strings that often identified the sections.

No. Document Sections Strings That Often Identified
the Sections

1. Kepala putusan (document opener) ‘PUTUSAN’ (‘DECISION’)
Always in the first line

2. Identitas terdakwa (defendant’s identity) ‘Nama . . . ’, ‘Terdakwa I: Nama . . . ’
(‘Name . . . ’, “Defendant I: Name . . . ”)

3. Riwayat perkara (case history)

‘Para terdakwa didampingi oleh
penasihat . . . ’, ‘Pengadilan Negeri

tersebut’ (‘The defendants were accompanied
by an adviser . . . ’)

4. Riwayat penahanan (detention history)

‘Terdakwa ditahan dengan penahanan
Rumah/Rutan/Kota/Negara oleh . . . ’,

‘Terdakwa dalam perkara ini tidak
ditahan’ (‘The defendant was detained at

Home/Detention Center/City/State detention
by . . . ’, ‘The defendant in this case was

not detained’)

5. Riwayat tuntutan (prosecution history) ‘Telah/Setelah mendengar tuntutan . . . ’
(‘After hearing the demands . . . ’)

6. Riwayat dakwaan (indictment history)
‘Menimbang, bahwa terdakwa . . .

dakwaan Jaksa . . . ’ (‘Considering, that the
defendant . . . the prosecutor’s indictment . . . ’)

7. Fakta (facts)

‘Menimbang, bahwa dipersidangan telah
menga-

jukan/mendengar/membaca/memeriksa
. . . ’ (‘Considering, that at the court
submitted/heard/read/examined . . . ’)

8. Fakta hukum (legal facts)
“Menimbang, . . . fakta-fakta/fakta

hukum . . . ” (“Considering, . . .
facts/legal facts . . . ”)

9. Pertimbangan hukum (legal considerations)

‘Menimbang, . . . majelis hakim . . .
berdasarkan fakta hukum/fakta-fakta . . .
’ (‘Considering, . . . the panel of judges . . .

based on facts/legal facts . . . ’)

10. Amar putusan (verdict) ‘MENGADILI’ (‘JUDGE’)

11. Penutup (closing) ‘Demikianlah . . . ’ (‘Declares . . . ’)

The manual annotation involved two annotators to annotate the sections in 1000 docu-
ments. Our annotators were two students who were law majors; thus, they were familiar
with the content of court decision documents. Each annotator performed annotations on
550 documents, with 100 of them overlapping between the two annotators. These over-
lapping documents were necessary in order to compute the agreement score between the
two annotators.

We built a web-based annotation tool to make the annotation job easier; the anno-
tators were first trained to use the system before they began their annotation work. We
presented the annotators with the guidelines for annotating a first-degree case decision;
these guidelines were obtained from decision document number 44/KMA/SK/III/2014
concerning the Enforcement of Decision Templates and Standard Numbering Cases for
General Courts. For each document to be annotated by our annotators, we divided the
document into sentences and displayed each sentence on one line. Section annotation
was performed by specifying the starting and ending line numbers of the sentences that
belong to each section. Our annotation tool will automatically segment the text in each
section after obtaining from annotators the line numbers of starting and ending sentences
for each section.

The cost of performing a manual annotation is high, which caused us to be unable
to perform manual annotations for all the documents in our data set. Recall that our
data set consisted of 22,630 decision documents. As we only annotated 1000 documents,
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the remaining 21,630 documents still did not have annotations in the document section.
Accordingly, we performed a rule-based approach to annotate the remaining documents
using Python’s regular expression (RegEx). This rule-based annotation was based on the
template guide in decision document number 44/KMA/SK/III/2014 using the pattern
terms specified in Table 2.

To test the effectiveness of our rule-based approach to automatically annotate the
sections from decision documents, we calculated the kappa agreement between the text
extracted from each section using the automatic rule-based approach and the ones extracted
manually by annotators for the 100 overlapping documents. This computation is aimed
to examine the feasibility of using automatic rule-based approach for section annotations,
by examining how well the automatic annotation process performed compared to the
annotation process conducted by humans. Table 3 shows the agreement results for the
two annotators, and the agreement between the rule-based annotation and the human
annotation that was measured using Cohen’s kappa.

Table 3. The results of the annotators’ agreement in the document section annotation.

Annotator Cohen’s Kappa

1 and 2 0.93
1 and Rule-based 0.71
2 and Rule-based 0.70

We can see from the table that the agreement between the two annotators was very
high, resulting in a kappa score of 0.93. According to Krippendorff [34,35], the agreement
level of this score reflects ‘almost perfect’ agreement. The agreement between the rule-
based annotation and the two annotators was lower than the human annotators, but it
was still satisfactory, as they belong to the ‘substantial’ agreement level [34,35]. Because
the agreement between the rule-based annotation and the human annotation was quite
high, we argue that applying the rules to the remainder of the documents was acceptable.
Based on this result, the annotation process described above were then used to extract the
sections of decision documents to be used as features for our multi-level deep-learning model,
CNN+attention. The data set resulted by this annotation process, called indo-law data set, has
been made available for research purposes at https://github.com/ir-nlp-csui/indo-law.

4.3. Experiment

This study aimed to predict the category and the length of punishment in a criminal
case. Our experiment used all decision documents in our data set (82,827 documents).
Table 4 describes the summary of our experiment scenario conducted in this work.

In the first experiment, we selected the best feature map to maximize the prediction
results. Two different feature maps were tested in our experiment, namely, Word2vec [24]
and FastText [25]. Both word representations are widely used techniques [36–40]. Word2vec
is an established technique for learning word embedding that is an extension of continuous
bag-of-words (CBOW) models and skip-gram models [41]. Both models have shown
excellent performance in the NLP domain to date. Hence, Word2vec can map token-to-
vector representations considering the context around the token [24]. Moreover, FastText is
an enhancement of the training model on Word2vec that was developed by Facebook [42].
The concept of FastText compared to Word2vec entails a more profound recognition of
a token by forming n-gram characters [25]. We used Python’s Gensim library for both
the Word2vec and the FastText models to generate word representation. We compared
the accuracy of the models using these two-word representations. Both models were
trained using 100 vector dimensions, the default settings derived from the Gensim library’s
parameters. The word representation with the best accuracy results was used for the rest of
the experiment.

https://github.com/ir-nlp-csui/indo-law
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Table 4. List of Our Experiment Scenario.

No. Experiment Scenario Method Evaluation Metric

1. The comparison of the best
feature representation

Fast
TextWord2vec accuracy

2.
The comparison of using and

not using document
section features

CNN+attention (full text)
CNN+attention (document

section features)
accuracy

3. The investigation of
important features Ablation analysis accuracy

4. The prediction of
punishment category

LSTM
BiLSTM

CNN
LSTM+attention

BiLSTM+attention
CNN+attention

precision,
recall,

F-1 score, and
accuracy

5. The prediction of
punishment length

LSTM+attention
BiLSTM+attention

CNN+attention
R2 score

The method printed in boldface is our method.

After the best word representation was obtained, we continued with the second
experiment to examine the merit of using the extracted features from the document sections.
To achieve this, we compared the results obtained when using our document section
features and when not using the features (simply using all the document’s content). The
results of this experiment serve as the motivation for using decision document sections as
features for our prediction task.

In the third experiment, an ablation study was then conducted to determine which
features in the judicial decision documents were helpful in the prediction model. This
experiment was conducted by removing any single feature from the model and observing
the increase/decrease in the accuracy resulting from this removal. We then used the best
combination of features for the rest of the experiment to improve the effectiveness and
efficiency of our prediction model.

The fourth and fifth experiments were our main experiments in this work to pre-
dict the category and the length of punishments using the multilevel deep learning
CNN+attention method. The training process was conducted using the CNN+attention
model and the 10 document section features explained above (see Sections 3 and 4.2, re-
spectively). In the fourth experiment to predict the punishment category, the dimension
value for the model in the document-level learning was set to four, since it will produce the
category output and there were four categories specified (mild, moderate, heavy, and very
heavy). In the fifth experiment, the CNN+attention model was also used for punishment
length prediction, but we converted the output of a category prediction into a regres-
sion prediction. This is achieved by changing the dimension value for the model in the
document-level learning into one. We then compared the prediction result of punishment
length on different time units: day, month, and year. Here, one month was converted into
30 days and one year was converted into 360 days.

The effectiveness of our prediction models was measured by comparing the results of
our model with some baselines. In the fourth experiment, there were two types of baseline
models that were used for comparison:

• One-level deep learning methods, which combine all the features used in a feature
map. These baseline methods included CNN, LSTM, and BiLSTM;

• Multi-level deep learning methods, which consist of feature learning and document
learning processes. These baseline methods included the LSTM+attention and BiL-
STM+attention.
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In the fifth experiment, we only took the multi-level learning methods as the baselines,
since they were shown to be superior to the one-level learning methods in the fourth
experiment (see Section 5.4).

The evaluation metrics that were used in the fourth experiment were precision, recall,
F1 score, and accuracy [35,43]. In the fifth experiment, the evaluation metric used the
coefficient of determination (R2 score) [44]. This metric has commonly been used in
previous research on the regression task [45]. The coefficient of determination indicates
how well the independent variable’s contribution to the regression model can explain the
variation of the dependent variable [46]. The R2 score value is between 0 and 1. Larger
values of R2 usually indicate that the regression model fits the data (prediction and actual
value) [47]. In contrast, if the R2 score is low, then the relationship between the actual data
and predicted data is low, meaning that the predicted data differ much from the actual data.

5. Results and Discussion

We discuss the experimental results in five subsections. We first present the results for
finding the best feature representation in Section 5.1; we compare the use and nonuse of
the document section features in Section 5.2 and the identification of important features for
our prediction tasks in Section 5.3. In Sections 5.4 and 5.5, we then describe the results for
the predictions of the punishment category and the punishment length, respectively.

5.1. The Results for the Comparison of the Best Feature Representation

Table 5 presents the accuracy of our multi-level CNN+attention model using ten
document section features to predict the category of punishment. With reference to the
table, we can see that using Word2vec for feature representation was more accurate than it
was using FastText. In this case, Word2vec outperformed FastText by 4.19%.

Table 5. The comparison of prediction results when using FastText and Word2vec representations.

Model Accuracy

FastText 72.94%
Word2vec 77.13%

Note: The highest scores are printed in boldface.

Word2vec had better accuracy than did FastText because this work did not need to
analyze words in the character representations. It should be noted that FastText is an
improvement on the training model in Word2vec, in which the word vector is formed
from n-gram characters [25]. Since the prediction of the punishment category works at
the document level (i.e., document classification task), the more suitable and common
the features are of the text that composed the documents, which is represented as a set of
tokens (words) [7–11,14]. More specifically, the granularity of a feature’s element is at the
word level, instead of the character level. A character-level feature is usually used when
the task subject is at the word/phrase level; thus, the features are the component of that
word/phrase, which is characters. For example, in the word-level language identification
task [48], some character-level features were used to identify the language of a certain word.

These findings merely demonstrate that Word2vec produced the best outcomes when
it was used as the feature representation in our prediction model. Therefore, we decided to
use Word2vec for the feature representation in the rest of our experiments, the results of
which are described in the following subsections.

5.2. The Results for the Comparison of Using and Not Using Document Section Features

This experiment was conducted to investigate the accuracy of the CNN+attention
model using ten document sections as features compared with the one that did not use
them as features. More specifically, in the latter case, we used all content in a document as
input for our model.
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The results are presented in Table 6; in this table, it can be observed that using ten
document sections as features in the model was 54% significantly more accurate than was
directly using all the content in the document. This is because there is a maximum token
parameter setting in a deep learning method, which limits the maximum number of tokens
that can be processed by the model. Thus, when a large-sized document was inputted
into the model, it was cut into a smaller document containing only the beginning n tokens
in the document (n denotes the value of the maximum token parameter); therefore, only
those tokens that could be processed by the model in the learning process. In contrast,
when we used document section features, then all of the text in the document contained in
each section could be processed by the model, and the score from each feature will then be
combined into the document’s score. Consequently, the resulting model was significantly
more accurate.

Table 6. The use of document section features vs. not using document section features.

Input Accuracy

Not using the document section features (that is, using all the content in the document) 50.12%
Using the document section features (10 features) 77.13%

Note: The highest scores are printed in boldface.

This result is consistent with previous research that also achieved good performance
when using sections of documents as features to build the prediction model in the legal
domain [7,8,10,49]. A few differences between these works and our work were in terms of
the sections contained in the document and/or the way to divide documents into sections.
In the latter case, for example, the prior work in [49] divided documents into sections by
simply splitting the whole document uniformly into n-chunks.

5.3. Ablation Analysis Results

We aimed to examine which features were useful for predicting the category of pun-
ishment. Removing features that were useful for prediction would result in decreasing the
accuracy of the model. Conversely, removing features that were not useful would result in
increasing the accuracy. The results displayed in Figure 3 used the best word representation
from the previous experimental results, Word2vec. The features used in the models are
marked with a blue cell, while the features that were removed from the models are marked
with a white cell.

Model 1, which used all 10 features, obtained an accuracy of 77.13%. From Model 2 to
Model 11, a particular feature was removed. It appears from Figure 3 that a decrease in
accuracy was observed when the prosecution history, facts, legal facts, and legal considera-
tion section features were removed from the model. Therefore, these four features were
considered as useful features for predicting the punishment category. The decrease was
up to 9.45% compared to the accuracy of Model 1, which used all 10 features. The most
important feature, which resulted in the highest decrease in accuracy, was the claim history.

To examine the degree to which the results decreased when removing all the useful
features (i.e., prosecution history, facts, legal facts, and legal consideration), Model 12 was
learned. We found a 19.24% decrease compared to the baseline accuracy. This confirmed
that these useful features were essential for enhancing the accuracy of the prediction model.

Some features were shown not to be useful for the prediction model, namely, the
beginning parts, the identities, case histories, detention histories, indictment histories, and
the closing parts. The accuracy of the baseline increased when these features were not used.
Therefore, we experimented with learning a model that did not use any of these features
(Model 13). There was an increase in accuracy of 0.19% compared to Model 1. Note that,
although the score difference against Model 1 was relatively small, Model 13 was more
efficient than Model 1 because it used less than half of the features used in Model 1.
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The efficiency of Model 13 can be seen from the duration of the training process.
Model 1, which used ten features during training, had a higher number of connected
networks than Model 13, which only used four features. The training time for Model 1 was
twice that for Model 13. Therefore, in general, Model 13 was preferred over Model 1. For
this reason, this model was used in the rest of our experiments.

5.4. The Results for the Prediction of Punishment Category

Table 7 shows the results for predicting the punishment category for each model using
a combination of the best features produced by the ablation experiment described above.
Here, we used Model 13, which incorporated four useful features, namely, prosecution
histories, facts, legal facts, and legal considerations. The table shows that the results for
the one-level learning methods were lower than were those for the multi-level learning
methods. CNN was shown to be the most effective of all the one-level learning methods.
Thus, CNN outperformed the accuracy of the LSTM and BiLSTM methods by 52.97% and
44.47%, respectively. The effectiveness of BiLSTM was slightly better than that of LSTM,
because BiLSTM can consider the context at the feature level from two directions, namely,
backwards and forwards, in respect to the context [50].

The results for the multi-level learning methods were consistent with those for the
one-level learning methods. In this case, the multi-level version of CNN achieved the
best results compared to the multi-level versions of LSTM and BiLSTM. The multi-level
CNN+attention model outperformed the accuracy of the LSTM+attention model and the
BiLSTM+attention model by 19.25% and 18.04%, respectively.
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Table 7. The comparison of the effectiveness of CNN+attention method and other deep learning
methods in predicting the punishment category.

Model Precision Recall F1Score Accuracy

LSTM 44.81% 44.23% 41.85% 49.14%
BiLSTM 50.53% 47.95% 43.77% 52.03%

CNN 74.58% 75.10% 74.55% 75.17%
LSTM+attention 65.01% 64.87% 64.80% 65.44%
BiLSTM+attention 65.30% 65.73% 65.43% 65.81%
CNN+attention 77.08% 77.36% 76.81% 77.32%

Note: The highest scores are printed in boldface.

The explanation for this result is that referring to the model architecture for LSTM and
BiLSTM, each cell state is connected for all the information to be recorded. Therefore, those
methods are good at capturing sequence information [51,52]. However, the sequence infor-
mation is not so crucial in the Indonesian decision documents because these documents
have a particular template, which is stated in decision number 44/KMA/SK/III/2014.
Many of the phrases are repeated in several lines such as: ‘Setelah mendengar . . . ’ (‘After
hearing . . . ’), ‘Menimbang, bahwa terdakwa . . . ’ (‘Considering that the defendant . . . ’) or
‘Menimbang, bahwa oleh karena . . . ’ (‘Considering that because of . . . ’), etc., (see Section 4.2).
This implies that the most important information is a piece of data that is filled in after
these phrases. Consequently, we only needed to record information that was important to
each feature. Since the CNN works based on this concept, which is using a kernel concept
to capture information that is important on the feature map and create a convoluted feature,
thus, the CNN can capture information that is deemed to be important for each of the fea-
tures. This explains the reasons why CNN+attention can outperform the LSTM+attention
and BiLSTM+attention methods.

Overall, our method using multi-level CNN+attention attained the highest effective-
ness across all the metrics. This indicates the effectiveness of our approach to using CNN
with multi-level learning. To understand the evaluation results obtained in each cate-
gory of the multi-level CNN+attention method, we broke down the scores presented in
the table above for each category, displayed in Table 8. Based on the F1 score, the ‘very
heavy’ category prediction was the most accurate, followed by the ‘mild’, ‘moderate’, and
‘heavy’ categories.

Table 8. The results of the CNN+attention method in each punishment category.

Class Precision Recall F1score

Mild 79% 80% 79%
Moderate 80% 72% 75%

Heavy 76% 64% 69%
Very Heavy 75% 92% 82%

Note: The highest scores are printed in boldface.

An error analysis was then performed on the prediction results of the multi-level
CNN+attention method for each category in order to determine whether a certain category
was often misclassified as another category. Figure 4 illustrates the confusion matrix based
on the prediction results of the multi-level CNN+attention model. The prediction error
caused the ‘heavy’ category to have the smallest F1 score because it contained numerous
prediction errors; for example, 142 documents in the ‘heavy’ category were misclassified as
‘very heavy’.
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5.5. The Results for the Prediction of Length of Punishment

We experimented with three different time units, namely days, months, and years, to
predict the punishment length. Table 9 shows the R2 score for the prediction of sentence
length based on the day, month, and year time representation using the CNN+attention
model. We can see that the best R2 score of 67.16% was obtained by using the year time unit,
while the lowest score was obtained by using the day unit of time. This is understandable
because the “day” time unit had the greatest range compared to the month and year
time unit. Therefore, the likelihood of accurate prediction was the least when using this
time representation.

Table 9. The results for the CNN+attention method in predicting the length of the punishment.

Time Unit Value Distribution R2 Score

Days 0–8000 44.37%
Months 0–270 60.79%
Years 0–23 67.16%

Note: The highest scores are printed in boldface.

To examine the effectiveness of CNN+attention in the prediction of the length of
the sentence, we also evaluated the results against the baselines. We chose the two
strongest baselines from the results for the category prediction mentioned above, namely
LSTM+attention and BiLSTM+attention. Table 10 presents the R2 scores for all the models
using the year time unit.

Table 10. The comparison of the effectiveness of CNN+attention method and other deep learning
methods in predicting the length of punishment.

Model R2 Score

LSTM+attention 38.65%
BiLSTM+attention 41.54%

CNN+attention 67.16%
Note: The highest scores are printed in boldface.

The R2 scores for LSTM+attention and BiLSTM+attention were lower than the score
for CNN+attention. Based on these results, we can see that the R2 score results were
consistent with the results for the model’s accuracy in the punishment category prediction
described in Table 8. This may have been because, as mentioned earlier in this section,
the prediction for the length of punishment was obtained by changing the output layer
of the CNN+attention model that was used to predict the punishment category (from
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four dimensions to one dimension) to produce the regression output. Therefore, the superi-
ority of the CNN+attention method in the punishment category prediction is also shown in
the punishment length prediction.

Figure 5 shows the scatter plots that depict the relationship between two paired data,
namely the actual data (on the x-axis) and predicted results (on the y-axis). The plot
will be in the form of a perfectly linear pattern if the lengths of the predicted and actual
punishments matched (have a high correlation). If a linear pattern is not displayed on
the plot, then the data were not correlated. The plots for the regression results using day,
month, and year units are illustrated in plots a, b, and c, respectively.
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Figure 5. The prediction results for the length of punishment using day, month, and year time
units. (a) Scatterplot of predicted punishment length using day time unit, (b) Scatterplot of predicted
punishment length using month time unit, and (c) predicted punishment length using year time unit.

The three scatter plots follow the linear data somewhat; thus, they can be moderately
linear. The data points in scatter plot c were denser and formed a more significant linear
distribution than the data points in scatter plots a and b. This indicates that using a
year time unit was more accurate than using day and month time units in predicting the
punishment length. This result is supported by the R2 scores displayed in Table 9, which
show that the model using the year time unit achieved higher scores than the ones using
day and month time units.

6. Conclusions and Future Work

This study examined predictions for the category and length of criminal punishment
in Indonesian courts using previous court decision documents. We proposed using a multi-
level deep learning method, that is, the convolutional neural network (CNN) approach
with an attention mechanism (CNN+attention), and the use of decision document sections
as features to build the prediction models. Two main tasks were studied in this work:
prediction of the punishment category, which was formulated as a multiclass classification
task, and prediction of the punishment length, which was formulated as a regression task.

Our results revealed that using the document section features could significantly
improve the model’s performance that did not use the features by 54%. The document
section features that were important in our prediction tasks were prosecution histories,
facts, legal facts, and legal considerations. The proposed multi-level CNN+attention model
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outperformed all the single-level deep learning baselines (i.e., CNN, LSTM, and BiLSTM)
and multi-level deep-learning baselines (i.e., LSTM+attention and BiLSTM+attention) by
2.15% to 28.18% when predicting the category of punishment. This result is consistent with
the model’s accuracy in predicting the length of punishment. The CNN+attention also
significantly outperformed other multi-level deep learning baselines. The best results were
achieved when using the year-time representation.

We aim to add additional features that may affect the prediction results in the future.
Several features of the law that have not been used in this work include law articles used in
resolving cases, the names of the judges and prosecutors involved, the institution’s location,
and specific categories of crime cases (such as traffic violations, human rights violations,
and the like). These features may also influence the judges’ decisions.
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