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Abstract: The Internet of Things (IoT) integrates different advanced technologies in which a wireless
sensor network (WSN) with many smart micro-sensor nodes is an important portion of building
various IoT applications such as smart agriculture systems, smart healthcare systems, smart home
or monitoring environments, etc. However, the limited energy resources of sensors and the harsh
properties of the WSN deployment environment make routing a challenging task. To defeat this
routing quandary, an energy-efficient routing protocol based on grid cells (EEGT) is proposed in this
study to improve the lifespan of WSN-based IoT applications. In EEGT, the whole network region is
separated into virtual grid cells (clusters) at which the number of sensor nodes is balanced among
cells. Then, a cluster head node (CHN) is chosen according to the residual energy and the distance
between the sink and nodes in each cell. Moreover, to determine the paths for data delivery inside
the cell with small energy utilization, the Kruskal algorithm is applied to connect nodes in each cell
and their CHN into a minimum spanning tree (MST). Further, the ant colony algorithm is also used
to find the paths of transmitting data packets from CHNs to the sink (outside cell) to reduce energy
utilization. The simulation results show that the performance of EEGT is better than the three existing
protocols, which are LEACH-C (low energy adaptive clustering hierarchy), PEGASIS (power-efficient
gathering in sensor information systems), and PEGCP (maximizing WSN life using power-efficient
grid-chain routing protocol) in terms of improved energy efficiency and extended the lifespan of
the network.

Keywords: Internet of Things; wireless sensor networks; energy-efficient; clustering routing protocol;
grid-based; data fusion; chain-based

1. Introduction

The Internet of Things (IoT) is regarded as a global network system where billions of
smart things (devices) can interconnect and communicate with others through the Internet
without requiring human interaction [1]. In particular, IoT networks can be deployed
based on wireless sensor networks (WSN-based IoT) to provide various services and
applications such as smart homes [2], battlefield surveillance systems [3], smart healthcare
systems [4,5], smart industrial systems [6,7], intelligent transportation [8], earthquake early
warning systems [9], smart cities [10,11], and so on. As shown in Figure 1, for example, a
scenario of deploying a WSN-based IoT application consists of three layers: networking,
cloud/fog computing, and application layer. The highest layer of IoT is the application
layer, consisting of several applications such as smart agriculture [12,13]. The remote
user can receive warning information through the computer-connected Internet, and from
this, the user can make decisions according to the collected information. The cloud/fog
computing layer is responsible for the aggregation. It handles the huge amount of raw data
(big data) in an accurate manner in order to reduce the computational burden on the upper
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layer as well as avoid network congestion [14]. This work can be performed by smart IoT
devices such as routers, sinks (or base stations), gateways, or servers equipped with strong
processing capabilities, big memory, and unlimited power resources [15–17].

Sink device

Smart sensor devices

Gateway

Data server

WSN

Cloud/Fog server

Smart agriculture

Application layer
Fire detection system

Cloud/Fog layer

Network layer

Internet

Smart home

�

Remote user 

Figure 1. A scenario of deploying a WSN-based IoT application.

The networking layer is where the sensor devices can be deployed in the real environ-
ment to measure diverse physical phenomena (e.g., temperature, humidity, air pressure,
rainfall, etc.) connected to WSNs [18,19].

A WSN comprises wireless sensor devices that sense, collect, and detect environmental
conditions. Usually, sensor devices use a wireless channel to communicate with a sink
or gateway device connected to the Internet through fog servers. Moreover, smart sensor
devices have a cheap price, small size, and limited battery energy. This battery energy
resource is particularly hard to recharge or replace during operation time after deploying
in a harsh area where humans are inaccessible. In such conditions, if the sensors’ energy
is exhausted, the network lifespan and quality of services will be strongly decreased or
the WSN will be stopped [20]. Therefore, utilizing energy efficiency is a crucial task for
designing routing protocols in WSN-based IoT applications to balance energy consumption
and maximize network lifespan (NL), thereby improving the service quality of WSN-based
IoT applications.

The clustering hierarchical routing technique such as LEACH [21] and PEGASIS [22]
has proven to be a good solution to preserve battery energy resources and prolong NL, in
which sensor nodes are grouped into several clusters. Each cluster contains one cluster
head node (CHN) and one or more member nodes (MNs). The CHNs are responsible
for controlling the operations in their cluster, such as receiving data, fusing data, and
forwarding the aggregated data to the sink device. The MNs only communicate with their
CHN. After an interval of time, the role of the CH should be transferred to another node
in order to balance the nodes’ energy consumption in the network [23]. This is because
the CHNs have to process many tasks and transmit data over long ranges. Thus, they
exhaust quickly. The principal advantage of the clustering technique is that nodes reduce
the communication routing overhead, decrease the amount of data transmitted to the
sink device, and nodes go into sleep mode after finishing data transmitting. Therefore,
they reduce energy consumption. However, this technique also faces many challenges,
such as (1) what are the criteria for selecting CHNs that significantly have an effect on the
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network performance; (2) how long does it take to transfer the role of CHN to another
node; (3) how to choose an optimal number of CHNs, which is also an NP-hard problem
because choosing k CHNs out of N nodes will give N/k possibilities [24]; and (4) MNs
consume a lot of energy in transmitting direct data to their CHN because the coverage
area of clusters is still large. In addition, CHNs also employ single-hop communication
methods to the sink device; hence, the amount of consumptive energy used in transmitting
data from CHNs to the sink will also be greater. Hitherto, many researchers suggest im-
proving energy efficiency and prolonging the NL of WSN-based IoT applications. Typically,
Bouakkaz et al. [25] proposed power efficient grid-chain routing protocol (PEGCP) to lower
the energy required in data transmission by dividing the whole network zone into the
virtual grid (containing cells) and using chain construction methods in intra-cluster and in
inter-cluster communication in which the data is only transmitted in short-links multi-hop.

The simulation shows that the performance of PEGCP is much better than LEACH
in the proportion of energy efficiency and NL. However, in the CHN election phase, the
PEGCP had not considered the distance between the candidate CHNs and the sink, so the
chosen CHNs may be far from the sink device. In addition, fixed equal cell division of the
same size is not guaranteed to balance the number of nodes in each cell. These issues can
be the reason for unbalanced energy consumption among sensor nodes. Therefore, in this
paper, we propose an energy-efficient routing protocol based on grid-based WSN-based
IoT applications (EEGT for short) in order to improve energy efficiency and extend the NL.
The principal contributions of the proposed approach are as follows:

1. We divide the whole monitored network region into the virtual grid with different cells
(clusters) in order to guarantee a balanced number of live nodes jointly in each cell.

2. We select CHN in each cell by considering the combination of the residual energy and
the distance from the candidate CHN to the sink device.

3. We combine tree and chain routing mechanisms for discovering data transmission
routes from CMs to CHN and CHNs to the sink device by using the Kruskal algorithm
and the ant colony algorithm to avoid the huge energy consumption made by the
long distance between sensor nodes and the sink device.

4. In particular, we simulate the LEACH-C, PEGASIS, PEGCP, and EEGT routing proto-
cols in many different scenarios. The simulation results in evidence that the network
performance in terms of energy efficiency and the NL using our proposed protocol
can be improved by 30%, 20%, and 10% compared with LEACH-C, PEGASIS, and
PEGCP, respectively.

The remaining structure of this paper is organized as follows: Some previous related
works are reviewed in Section 2. Section 3 presents the system models, and Section 4
describes the details of EEGT. In Section 5, the evaluation and analysis of simulation results
are presented. Finally, Section 6 presents our conclusion.

2. Related Work

Many researchers have paid attention to how to reduce energy dissipation for IoT
devices due to limited energy resources by the battery [26]. Anchitaalagammai et al. [27]
have proposed efficient energy based on the clustering routing technique for resource
management (EECBRM) in an IoT environment. Firstly, EECBRM employs the fuzzy
logic method to group IoT devices (sensor nodes) in the network into clusters. Then,
the optimal lion whale algorithm with tumbling (LWOT) is used to discover the optimal
paths from IoT devices to the sink. Jaiswal and Anand [28] have proposed an energy
efficiency optimal multi-path routing protocol to improve QoS in WSN for IoT applications
(EOMR), in which the authors constructed multiple paths based on the estimated optimal
factors with the measure of the lifespan of a node, reliability of communication, and traffic
intensity. The authors in [29] have proposed an application-centric information-aware
routing technique for the IoT platforms assisted by WSNs (ACIAR) by integrating WSN
with IoT to find routes and process information for requested IoT applications. Shukla and
Tripathi [30] introduced a scalable and energy-efficient routing protocol (SEEP) in which the
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total network area is divided into some sub-areas (clusters), and each cluster elects a cluster
head (CH), a relay node (RN), and member nodes. RNs receive collected data packets
from MNs and data fusion and send it to the CH. CHs are responsible for forwarding
their fused data packet to another CH or the base station (BS). Rani et al. [31] proposed a
dynamic clustering approach based on a genetic algorithm for WSN-based IoT applications.
According to this proposal, the authors have established dynamic clustering in WSN by
using parameters such as direct distance among nodes and the BS, communication energy
cost, and the number of transmissions for the fitness function of heredity to decrease energy
consumption. Lu et al. [32] presented a cluster tree-based energy-efficient routing protocol
(CTEER) in WSNs. CTEER constructs a robust routing tree with a centered sink in which
all sensor nodes can only communicate with their parent on the branches in the direction
of the mobile sink in order to avoid lots of energy dissipation generated by long-distance
communication. Therefore, it improves network efficiency. Lin et al. [33] proposed an
energy-efficient-adaptive clustering formation mechanism for WSN (ECFE) in which the
CHs are chosen based on the value of energy efficiency welfare (EEW). EEW contains
the residual energy of sensor nodes and the Euclidean distance among them in the same
cluster. ECFE achieves energy-efficiency based on dividing the nodes into a grid topology.
However, the data transmission between intra-grid and inter-grid nodes and the sink is
the cause of much energy consumption in IoT applications. Tan et al. [34] proposed an
energy-efficient distributed cluster-tree-based routing protocol for application IoT-based
WSN, in which the clustering is completely distributed through exchanging messages at
sensor nodes such as the LEACH protocol. The advantage of EE-DTC is that it combines the
residual energy, the position, and the density of nodes as prime parameters for CH selection.
Furthermore, EE-DTC discovers multi-hop routes for data transmission intra-clusters by
building several MSTs to avoid communication over long links, thereby improving energy
efficiency. However, distributed clustering increases extra energy consumption due to
generating many messages overhead and increases workload at the CHs node due to
constructing MSTs. Furthermore, using the single-hop communication method inter-cluster
from CHNs towards the sink leads to high energy consumption.

3. System Model

In this section, we primarily introduce the network models and assumptions used in
our proposal in heterogeneous and homogeneous WSNs.

3.1. Network Model

We use both homogeneous and heterogeneous WSN model that includes N smart
sensor nodes randomly scattered in a region with R × R square meter size and a sink
device. The sink device does not restrict energy, memory, and processing ability. In the
homogeneous WSN model, all sensor devices are the same in proportions of initial energy
level and other characteristics, but in heterogeneous WSNs, we assume that N sensing
nodes are only different initial energy levels that are used with three kinds of sensor devices:
normal, advanced, and super sensors. Let N1 and N2 be the coefficient of N smart sensor
nodes of advanced and super nodes that contain β and α times greater energy levels than
the normal one, respectively.

NS = N × N1 × N2, NA = N × N1(1− N2),

NN = N(1− N1), and N = NS + NA + NN
(1)

where NS, NA and NN are the respective quantity of normal, advanced, and super sensor
nodes [35,36]. If we assume E0 denotes the initial energy level of each normal sensor,
then E0(1 + β) and E0(1 + α) will be the initial energy of each advanced and super sensor
node, respectively. Therefore, the total initial energy of WSN containing N sensor nodes is
calculated as in Equation (2).

Einit = E0(NN + NA(1 + β) + NS(1 + α)) (2)
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In general, if the N sensor nodes are distributed uniformly in the square region of
R× R size, then the probability density function ρ(x, y) can be computed as follows [21]:

ρ(x, y) = 1/R2 (3)

The average region size occupied by individual sensor nodes is indicated by
Equation (4) [21]:

Anode = R2/N (4)

Let Ncell be the number of grid cells (clusters) then the average region size of a cell
is equivalent:

Acell = R2/Ncell (5)

The average distance of a node to the nearest neighbor in each cell is

d2
toNB = R/

√
N (6)

Additionally, the longest distance from the CHN to the farthest node in each cell (as
shown in Figure 5) is expressed in Equation (7):

dmax = R/
√

πNcell (7)

3.2. Energy Dissipation Model

Figure 2 illustrates the radio energy dissipation model in our proposal, which contains
the transmitter component with the tasks such as digital coding, modulation, filtering, or
spreading of the signal. In particular, the amplifying signal for transmission over long
distances consumes more energy than the receiver, similar to the one discussed in [37].

u bits 
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Figure 2. Radio energy dissipation model.

According to this, whenever a sensing node transmits a packet with u bits data on
the distance d(x, y) from the sender x to the receiver y, either the free space propagation
(d2 energy loss) or two-ray ground reflection (multipath fading d4 energy loss) model is
used depending upon the distance d(x, y). If the d(x, y) value is greater or equal to the
distance threshold dcro, then the two-ray ground model is employed. Otherwise, the free
space model will be employed, and that is given in Equation (8) [38].

ETran(u, d) =

{
u(Ecirc + E f spd2) , if d < dco

u(Ecirc + Etrgd4) , if d ≥ dco
(8)

where the fixed energy dissipation of the electronic transmitter or receiver circuits is Ecirc
per bit, E f sp and Etrg are the amplifier energy portion needed for a distance less than dcro
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and distance greater or equal dcro, respectively. The distance threshold dcro is calculated in
our simulation scenarios as Equation (9) [38].

dcro =

√
(4π)2lh2

t h2
r

λ2 =

√
E f sp

Etrg
(9)

Moreover, the energy needed to receive the u bits of a packet data by the radio model
can be indicated in Equation (10).

ERe(u) = uEcirc (10)

4. Proposed Protocol

This section describes our proposed EEGT protocol in detail, inspired by the LEACH-C
protocol [21]. The operation of EEGT is separated into some rounds; each round consists
of three periods: set-up period, path establishment period, and data transmission period.
During the set-up period, the sink device divides the network region into logical grid cells
that balance the number of sensors. Then the sink device chooses CHNs and super-CHN
for grid cells based on the current energy level, the density of the node, and the Euclidean
distance between nodes and the sink. In the path establishment period, the Kruskal and ant
colony algorithm is combined to construct multi-hop data transmission routes to minimize
energy consumption, an MST for intra-cells, and a chain for inter-cells toward the sink
device. Finally, sensor nodes collect, aggregate data, and transmit them to the sink device.
The overall operation of EEGT in a single round is shown in Figure 3.

Is node alive?

Send HELLO message to the Sink device

Sink splits the sensing zone into cells  by applying Algorithm 1  

Sink selects CHs by applying Algorithm 2  

Sink construct combining MSTs and a chain by applying Algorithm 3  

Nodes receive HELLO message  

Is CHN node? 

No

Yes

NoYes

Is node parent?

Send the collected data to its CHN or parent node

Yes

No

Receive data from child nodes

Fuse the collected data and send it to CHN in MST

Receive data from member nodes

Fuse data and send it to super-CHN or Sink 

T is the end?
No

Yes

Start a new round

End

Sink broadcast HELLO message to the network  

round 

Sink receives HELLO messages

Figure 3. Flowchart of the EEGT protocol in the operation of one round.
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4.1. The Set-up Period

Step 1: Grid cell division of balancing the number of nodes
Firstly, BS receives messages HELLO which contains the current energy status and the

location of all sensing nodes in the network transmitted to the sink device. Then, the sink
divides the whole network sensing region into virtual grid cells that balance the number
of sensing nodes, and each cell is considered a cluster. As shown in Figure 4, in which we
assume a monitoring network region of 100× 100 square meters divided into nine grid
cells with unequal rectangle sizes. Let Nrow and Ncol be the grid’s number of rows and
columns, respectively. In the case of uniform distribution, node i-th can calculate the grid
cell to which it belongs to the geographic coordinates (x, y) by using Equation (11).

cell(i) = (i div Nrow)Nrow + (i mod Nrow) (11)

dcell =
√

a2 + b2 (12)

where dcell indicates the diagonal of the grid cell; a and b are the length and width of
one cell, respectively. The process of network area division into grid cells is illustrated in
Algorithm 1 below:

Algorithm 1 Grid Division
Input: N sensor nodes with x, y positions, and current energy level
Output: N sensors are distributed in logical Ncell in a grid with N/Ncell nodes for each cell.

1: Set N = The number of alive nodes in the network;
2: Sort N nodes non-decreasing according to the coordinates value x-axis;
3: Distribute balancing N nodes into Ncolumn as shown in Figure 5;
4: for each col in {Number of columns} do
5: Sort Ncolumn nodes non-decreasing according to the coordinates value y-axis;
6: for each col in {Number of columns} do
7: Distribute balancing nodes Ncolumn into cells;
8: end for
9: end for

10: Return {List of nodes in cells};
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Figure 4. The energy efficiency of EEGT with different numbers of cells and the position of the
sink device.

Figure 4 depicts the simulation results in the NS2 tool in comparison of the energy
efficiency in kilobytes per joule and different numbers of cells; it is clear that EEGT is the
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most appropriate when the number of cells approximates about 4%, 5%, or 6% of the total
of nodes. These values are also suitable with the optimum number of clusters, kopt, which
is indicated in Equation (13) [21].

kopt =

√
N

2π

√
E f sp

Etrg

R
d2

toSink

(13)

In addition, if the location of the sink device is nearer the network sensing region, the
network performance achievement is better.

Step 2: CHNs selection
In the set-up period of each round, EEGT will select a CHN for each cell based on

several criteria following:

Average residual energy ECavg(i, j): ECavg(i, j) is the average current energy level of
alive sensor nodes in cell i-th at round j-th (where i range from 1 to Ncell). This is the
most important characteristic of candidate nodes to become CHN because of more energy
consumed in transmitting to the sink device.

ECavg(i, j) =
1
nc

nc

∑
i=1

Ei(r) (14)

where nc and Eres(t) are the number of nodes in cell i-th and the residual energy of sensor
node t-th, respectively.
Distance to BS (dtoSink): dtoSink should be considered because according to Equation (8),
the longer data transmission in the distance is, the more energy consumes (equal to the
distance in the exponent of four). The Euclidean distance from the node i-th to the sink
device is calculated below:

|dtoSink(i, S)| =
√
(xi − xS)

2 + (yi − yS)
2 (15)

where x and y and xsink and ysink are the coordinates of node i-th and the sink device,
respectively.
Intra and Inter cell distance (CD(i)): The objective of this criterion is to minimize intra-
cell communication cost between MNs and respective CHN in an MST as well as minimize
inter-cell communication cost from CHNs to the sink device in a chain that consumes less
energy and balances the workload between CHNs. To achieve this objective, the CD(i) is
defined as the total geographic distance of the candidate CHNs within their cell, which is
calculated as

CD(i) =
h ∑nc

j=1 d(i, j)

minj∈SN(i)(d(i, j))
(16)

where h and SN(i) are the numbers of neighbor nodes and set of neighbor nodes of the
candidate node i-th, respectively.
Cost function: All the appropriate parameters introduced are combined in order to select
suitable CHN for each cell, whose residual energy is higher than ECavg(i, j) and has a
maximum cost function value as Equation (17) follows:

cost(i) = (c1Eres(i))× (c2CD(i))× c3

dtoSink(i, S) (17)

The user establishes the coefficient parameters within cost function cj (j = 1, 2, 3) for the
heterogeneous and homogeneous network.

Step 3: Super-CHN selection
In EEGT, only several super-CHNs are responsible for forwarding aggregated data

packets to the sink to preserve energy in other nodes, so the distance from them to the sink
device is as short as possible. In addition, the higher the residual energy of the candidate
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super-CHN is, the better the energy efficiency of the network achieves. Therefore, if the
distance from the candidate super-CHN to the sink device is smaller than that of the
average distance DCHavg between CHNs within the list of CHNs to the sink device or if
its position is in the “row-1” region (Figure 5). If it has the highest P values, then CHN
will be selected as super-CH in the current round. The DCHavg and P can be calculated as
Equations (18) and (19) follow:

DCHavg =
1

Ncell

Ncell

∑
i=1

d(CHi, Sink) (18)

P(i) =
c4Eres(i)

dtoSink(i, S)
(19)

where P(i) represents the ratio between the remaining energy of sensor node i-th and the
distance from sensor node i-th to the sink. The process of cell head selection is illustrated
in Algorithm 2 below:

0

R

0 R

cell(1) cell(4) cell(7)

cell(2) cell(5) cell(8)

cell(3) cell(6)

cell(9)

a

col-1 col-2 col-3

row-1

row-2

row-3

b

d ce
ll

Figure 5. An example of network topology partitioned into logical grid cells.

Algorithm 2 Cell Head Selection
Input: Ncell number of cells, N sensors distributed in Ncell cells, and their position of them
Output: List of CHNs in each cell and one or more super-CHNs.

1: for i = 1 to Ncell do
2: Compute the residual average energy of nodes in each cell as in Equation (14)
3: Select CHN for cell i-th, which has a maximum cost function value as Equation (17)
4: Append CHN to List of the CHNs
5: end for
6: minD = Maximum value;
7: for each CH in {List of the CHNs} do
8: disSink← Compute the average distance from CHNs to the sink as Equation (18)
9: Pi = Compute the parameter criterion P as Equation (19);

10: if (disSink < minD) and (Pi is the highest) then
11: minD = disSink;
12: super− CH = CHNi;
13: end if
14: end for
15: return: {List of the CHNs and super-CHNs};

4.2. MST and Chain Construction Period

In this period, all nodes in each cell are organized into one MST with a CHN as a root
inspiration of the Kruskal algorithm. To finish this work, we assume that nodes in a cell of
WSN are considered as an undirected graph G (V, E, D) completely, where V indicates a
set of distributed sensing nodes, E denotes a set of communication links connected by the
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sensor nodes, and D represents the set of distance values on E, respectively. Furthermore, in
order to decrease energy consumption in forwarding sensed data packets to the sink device,
CHNs will find the shortest path from them to super-CHNs; this makes the chain approach
based on the ant colony algorithm by calculating the transition probability value to select
the next CHN on the path towards the sink [39,40]. Assuming that the ant a-th is at cell i-th
with CHN i-th and it tends to move to the cell destination, which contains super-CHN, it
will randomly select cell j-th (containing CHN j-th) with the transition probability on the
path pa

ij that can be computed as Equation (20) below:

Pa
ij =


[Tij(t)]

α×
[

1
dtoCH (i,j)

]β

∑l∈Sk(i)
[Til ]

α
[

1
dtoCH (i,l)

]β , if j ∈ Sk(i)

0 , otherwise

(20)

where Tij is the amount of pheromone which expresses the current energy level of the CHN
j-th at time t, dtoCH(i, j) indicates the distance between CHN i-th and CHN j-th, Sk(i) is the
set of direct neighbors of CHN i-th where ant a-th can move to, α and β are parameters that
can be used to control the residual energy level and the distance d to CHN j-th (α, β > 0),
respectively. In reality, the more ants that go along a path during the unit time, the more
pheromone convenes along the path. However, at the same time, the pheromone on the
path is also easily volatile; hence, to update the amount of pheromone Tij at the next time
on the selected path to super-CHN, CHN i-th updates the pheromone level according to
Equation (21) below:

Tij(t + 1) = (1− φ)Tij + Tij(t + 1) = (1− φ)Tij +
Nrow

∑
l=1
4Tl

ij(t) (21)

where φ denotes the volatile factor of pheromone (0 < φ < 1), and4Tl
ij(t) represents the

addition of the pheromone on path j-th selected by ant a-th after one iteration. If the ant
a-th goes over the CHN j-th, then4Tl

ij(t) will be equal 1/L(t), where L is the optimal path
length and zero otherwise. The process of building the MST and chain is illustrated in
Algorithm 3 below:

Algorithm 3 MSTs and Chain Formation
Input: List of the sensor nodes in cells, CH, super-CH
Output: - MSTs for cells with CH as a root

- A chain connected CHNs and the sink device.
1: Set MSTs = �;
2: for i = 1 to Ncell do
3: Set count = 0;
4: Set ei = 1;
5: Set TREEi = TREEi ∪ {CHNi};
6: Set CHNi as the root node;
7: for i = 1 to {The number of edges in cell(i)} do
8: E[i].chosen = FALSE;
9: end for

10: Sort {list of edges in set E} as not ascending of distance values
11: while (ei < {the number of edges in E} − 1) do
12: Select edge ei in E, whose E[ei].chosen is FALSE;
13: Set u = get root of edge (E[ei].u);
14: Set v = get root of edge (E[ei].v);
15: if (u and v are on two different trees) then
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Algorithm 3 Cont.

16: Union(E[ei].u,E[ei].v)
17: E[i].chosen = TRUE;
18: Set count = count + 1;
19: if (count = {number of nodes in cell(i)} − 1) then
20: break;
21: end if
22: end if
23: Set ei = ei + 1;
24: end while
25: for each edge i in {List of the edges in E} do
26: if (E[i].mark = TRUE) then
27: TREEi = TREEi ∪ {E[i].u, E[i].v};
28: end if
29: end for
30: Set MSTS = MSTs ∪ TREEi;
31: end for
32: Set CHAIN = {super-CH};
33: Set super-CH as root device;
34: for CHNi = 1 to {The number of CHNs} do
35: Find the path from CHNi to CHNj by calculating the transition probability value
36: as Equation (20);
37: Update the pheromone according to Equation (21)
38: Connect CHNi and CHNj into CHAIN
39: Discard the CHNi in {List of the CHN devices}
40: end for
41: Create slots time as TDMA schedule for all nodes to communicate in cells;
42: Create CDMA codes for CHNs to forward data along CHAIN to the sink device;
43: Broadcast the TDMA schedule, CDMA code, MSTs, and CHAIN to the network;
44: return {MSTs and CHAIN};

Figure 6 illustrates an example of clustering, CHN selection, and data transmission
route establishment, which includes 100 sensing nodes and the sink device deployed in the
region of 100 × 100 m2.

100

Sink

0 100

Sensor node Cluster head node (CHN)
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S
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Super-CHN
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chain

Figure 6. The network topology with EEGT protocol in one round.
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4.3. Data Transmission Stage

After finishing the CHN selection and establishing the multi-hop routes above, sensor
nodes monitor the environment and periodically transmit sensed data packets to the sink
through trees and a chain with intra-cell and inter-cell communication, respectively. Firstly,
the farthest nodes in each MST will start sending to their parent node toward their CHN.
The parent nodes receive the data packets, aggregate them, compress them with their own
sensed data in a single packet, and transmit them to the upper-level nodes in the MST.
The CHNs send to the next nodes along the chain to super-CHN. Whenever the super-CH
nodes receive all the data, they will forward the data packets to the sink device after it is
aggregated in the same way. After an interval of time, the next round will be started again
by rebuilding the grid with several cells (clusters), reelecting CHNs and super-CHN, and
reconstructing the tree and chain in the network for a new round.

5. Simulation and Performance Evaluation
5.1. Simulation Parameters

To analyze EEGT performance, we simulated EEGT, LEACH-C [21], PEGASIS [22],
and PEGCP [25] by network simulator ns-2 (v.2.34) [41,42] installed in the Ubuntu 12.04
virtual machine using the scenarios with the c1 = 0.5, c2 = 500 m, c3 = 0.05 m, and other
parameters that are described in Table 1 [21,36,43].

Table 1. The simulation parameters.

No. Item Parameters Description Value

1 Simulation region 100 m × 100 m
2 Number of sensing nodes 100 nodes
3 Ecirc (Radio electric circuit energy right) 50 nJ/bit
4 Etrg (Radio two-ray ground energy right) 100 pJ/bit/m2

5 E f sp (Radio free space energy) 0.013 pJ/bit/m4

6 EDF (Data fusion energy) 5 nJ/bit
7 Packet size 1024 bytes
8 Simulation time 3600 s
9 The locations of the sink (49,175); (49,225); (49,300)

For homogeneous network model
10 E0 (Initial energy of node) 2 J

For heterogeneous network model
11 E0 (Initial energy of node) 1 J
12 N1 0.5
13 N2 0.4
14 α 0.5
15 β 2

5.2. Simulation Scenario

In this experiment, we have simulated the LEACH-C [21], PEGASIS [22], PEGCP [25],
and EEGT protocols in many different scenarios to advance the reliability of the protocols
in practice. Specifically, we employed the “./setdest -v 1 -n 100 -t 1 -x 100 -y 100 -M 1
>sceni.txt” command in ns2 to create randomly many different scenarios with the same
simulation parameters. In order to determine how many scenarios (nscen) are needed to
run in simulation, we perform some steps as follows:

Step 1: Generate randomly 50 times for 50 different scenarios with the number of sensor
nodes N = 100 nodes in 100 × 100 m2 simulation area; in these 50 scenarios we
remove the movement partly because we assume the sensor network is the stationary
state after deployment.

Step 2: Run a simulation of LEACH-C, PEGASIS, PEGCP, and EEGT protocols on the
first scenario (i = 1). The simulation results are represented in the table, which
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indicates the proportion of alive nodes, total energy consumed, and rate of data
packets received by the BS.

Step 3: Select performance metrics; here, we choose the energy efficiency and network
lifespan metrics to evaluate.

Step 4: Run the next scenario (i = i + 1); we present the simulation results in the table that
shows the percentage of the dead nodes, total energy consumed, and amount of data
packets obtained by the sink.

Step 5: Calculate the medium mex, standard deviation δ, and standard deviation ratio χ
value according to Equations (22)–(24) on the table of the simulation results.

Step 6: Compare the obtained results with previous ones. If the ratio of standard deviation
is less than χ%, then stop the simulation and go to Step 7, because if we run more
simulations, the standard deviation ratio (χ) will not change. Otherwise, go to Step 4.

Step 7: Graph the simulation results based on the table medium. The rate of standard
deviation with the scenario nscen = i to analyze LEACH-C, PEGASIS, PEGCP, and
EEGT protocol performance in terms of the percentage of alive nodes, energy con-
sumption, and the number of data packets received by the sink with the different
location according to NL.

We assume the mean mei, standard deviation δ, and standard deviation ratio χ can be
calculated as in the equations below:

mei =
1

nscen

nscen

∑
i=1

sceni (22)

σi =

√
1

nscen

nscen

∑
i=1

(mei − sceni) (23)

χ = σi/max(sceni) with i = 1 to nscen (24)

where sceni is the simulation results of i-th scenario with LEACH-C, PEGASIS, PEGCP, and
EEGT protocols. Specifically, we also run the simulation in many different scenarios for
homogeneous and heterogeneous networks with the parameters given in Table 1.

5.3. Simulation Results and Analysis
5.3.1. Homogeneous Network Model

Figure 7 shows that the ratio of still-alive sensor nodes in the network (y-axis) per
network lifespan depicted the number of rounds (x-axis) in LEACH-C, PEGASIS, PEGCP,
and EEGT protocols with the location of the sink device at (49, 175). The red lines represent
the standard deviation of the ratio of the medium (mex) of EEGT protocol, with χ deviation
ratio equal to 3.9% corresponding to the number of different scenarios nscen = 20. This
means that if we run more simulation scenarios, the achievement results cannot also be
outside of the standard deviation curve; we get the value of χ deviation ratio with LEACH-
C 6.8% (nscen = 17), PEGASIS 5.6% (nscen = 19), PEGCP of 5.4% (nscen = 20) at the time
the network has 99% of the node death. Due to the rotation of CH role and selection of
CHNs based on the suitable criteria parameters, the proposed protocol obtains a better
balance of energy consumption than the three existing protocols and, as a result, extends
the NL.
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EEGT

PEGASIS
LEACH-C
PEGCP

Number of rounds

Figure 7. The ratio of the number of alive sensors per network lifespan (rounds) in the homogeneous
network.

In Figure 8, the total energy drained by all nodes of four protocols is shown during
each round. From these simulation results, we can see that EEGT consumes less energy
than the three other protocols because EEGT avoids communication over long distances
by establishing multi-hop data transmission routes intra-cellularly and inter-cellularly.
Furthermore, in LEACH-C, PEGASIS, and PEGCP, most of the CHNs transmit data packets
directly to the base station. Meanwhile, EEGT only allows super-CHs nodes to forward
data packets to the sink device with a “short-link” and the other nodes will transmit
the fused data packets in the path base on the ant algorithm. So, EEGT achieves better
energy efficiency and improves the network lifespan compared to LEACH-C, PEGASIS,
and PEGCP.

Number of rounds

EEGT (standard 

deviation curve)

EEGT

PEGASIS
LEACH-C
PEGCP

Figure 8. Total energy consumption by sensors in a homogeneous network.

Figure 9 shows the ratio of dead nodes according to the network lifespan (rounds),
in which the LEACH-C and PEGASIS have a ratio of 5% dead nodes at approximately
the 410th and 420th round and stop working at the 1400th and 1440th round, respectively.
Meanwhile, the PEGCP and EEGT protocols work with 95% of the nodes alive to the 550th
and 800th round and stop working at the 1680th and 1700th round, respectively.



Computers 2023, 12, 103 15 of 21

75%

50%

25%

10%

95%

5%

100%

EEGTPEGASIS

LEACH-C

EEGT ( )standard deviation lines

0 12001000200 2000400 600 800 1400 1600 1800

PEGCP

Number of rounds

Figure 9. The ratio of dead sensors per network lifespan (rounds) in a homogeneous network.

Figure 10 illustrates the ratio of data packets that were successfully delivered to the
sink device at the end of the simulation of 20 different scenarios with EEGT, the average
of the standard deviation ratio χ = 3.1% indicated by the red lines when the location
of the sink device is being changed. The three other LEACH-C, PEGASIS, and PEGCP
protocols achieve the average standard deviation ratio of χ = 3.6% of 18 different scenarios,
χ = 4.2% of 18 different scenarios, and χ = 3.0% of 17 different scenarios, respectively.
There is a stable decline in the number of data packets the sink device receives when we
move it from the initial point (49, 175) to the farthest point (49, 300) in the simulation
area. However, the ratio of the number of data packets received by the sink device of
our proposed protocol is improved by approximately 40%, 20%, and 15% compared with
LEACH-C, PEGASIS, and PEGCP protocols, respectively. This is because EEGT achieved
the balance of energy consumption among sensor nodes in the network; the more balanced
the energy consumption, the greater the energy efficiency.
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Figure 10. The ratio of data packets received at the sink device with different locations in a homoge-
neous network.
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Furthermore, Table 2 presents the simulation results in terms of the percentage of dead
nodes and energy efficiency (EE) with the size of different rounds (tround) from 10 to 700 s for
WSNs in a homogeneous model. After we process the simulation from Step 2 to Step 7 as in
Section 5.2, we have selected the medium value and standard deviation ratio after running
20 different scenarios applied with EEGT protocol (tround = 10, EE = 1041 (Kbytes/Joule),
χ = 1.0%, and 1% dead node = 829th round); with the LEACH-C protocol, the number
of processed different scenarios is nscen = 19, and (tround = 10, EE = 610 (Kbytes/Joule),
χ = 2.5%, and 1% dead node = 478th round); with the PEGASIS protocol, the number
of processed different scenarios is nscen = 20, and (tround = 10, EE = 657 (Kbytes/Joule),
χ = 2.5%, and 1% dead node = 631st round); and with the PEGCP protocol, the number
of executed different scenarios is nscen = 20, and (tround = 20, EE = 1020 (Kbytes/Joule),
χ = 7.6%, and 1% dead node = 539th round). Normally, if tround increases, throughput and
energy efficiency will also increase, but the 1% dead node will be earlier in all four protocols.
However, for the LEACH-C protocol, when tround = 300, EE = 120 (Kbytes/Joule), CHNs
die too early, so the collected information of the whole cluster is not sent to the sink device.
In most cases, our proposed EEGT protocol still achieves better energy efficiency than
the three conventional protocols in changing the size of rounds, and the most suitable of
our proposal EEGT is EE = 1108 (Kbytes/Joule) and 1% dead node = 877th round when
tround = 50 s.

Table 2. The comparative energy efficiency of EEGT to other protocols with different tround values in
homogeneous WSN.

The Percentage of Dead Nodes
Protocols Rounds EE (Kbytes/Joule) 1% 10% 25% 50% 75% 95% 100%

(s) (χ%) (χ%) (χ%) (χ%) (χ%) (χ%) (χ%) (χ%)

10 610(2.5) 478(14.3) 603(12.3) 685(2.9) 762(2.9) 857(2.6) 988(5) 1140(7.8)
50 720(2.5) 34(14.4) 178(21.4) 442(9.7) 857(5.2) 1166(3.2) 1600(5.6) 1709.5(4.7)

LEACH-C, 100 1050(12) 32(13.1) 172(21.8) 547(27.5) 1260(17.7) 2141(12) 2530(13) 2630(9.9)
[21] 300 120(4.3) 32(16.2) 506(21.1) 2023(22.2) 2610(6.8) 2886(3.9) 3074(3.5) 3178(2.5)

10 657(2.5) 631(15.3) 816(5.8) 947(3.5) 999(21.9) 1116(3.0) 1230(2.3) 1247(2.5)
50 889(1.9) 62(53.5) 485(16.4) 1200(5.1) 1569(1.5) 1658(1.4) 1680(1.2) 1711(1.3)

PEGASIS, 100 1009(2.7) 49(18.4) 926(0.8) 1715(0.9) 1811(0.6) 1865(1.7) 1896(0.4) 1974(3)
[22] 300 1051(6.6) 50(20.3) 50(20.3) 1712(12.3) 1941(2.1) 2001(1.5) 2029(1.7) 2155(3.9)

20 1020(7.6) 539(11.3) 905(5.4) 1087(4.3) 1030(3.1) 1450(4.0) 1617(4.8) 1658(6)
50 1071(1.2) 520(19.0) 920(7.6) 1125(5.3) 1353(3.4) 1529(4.6) 1685(4.2) 1715(4.1)

PEGCP, 100 1095(1.5) 404(32.5) 899(6.9) 1137(7.7) 1372(5.6) 1549(4.7) 1781(5.2) 1805(4.9)
[25] 300 1183(1.1) 231(15.9) 827(5.3) 1127(4) 1433(2.6) 1674(4.9) 1923(5.5) 2056(4.6)

500 1251(1.6) 233(15.3) 808(13.6) 1164(5) 1456(2.8) 1752(4.1) 2017(5.7) 2166(2.3)
10 1041(1.0) 829(15) 1065(4.8) 1297(6.5) 1395(7.4) 1491(2.8) 1640(5.0) 1663(3.8)
50 1108(1.2) 877(17) 1105(2) 1351(3.7) 1484(1.7) 1564(2.2) 1724(2.9) 1756(2.6)

EEGT 100 1143(30.3) 861(13.4) 1107(0.6) 1300(1.5) 1503(0.8) 1610(0.6) 1836(1.7) 1860(1.3)
300 1234(23.2) 519(36.4) 1081(22.7) 1257(22.9)) 1572(22.4) 1710(22.5) 1999(23.3) 2120(22.5)
500 1278(1.5) 404(30.8) 1061(7.3) 1306(5.9) 1620(0.8) 1892(3.1) 2240(2.9) 2180(13.1)

5.3.2. Heterogeneous Network Model

In this research, we have implemented a 50% normal node, 30% advanced node, and
20% super node for a heterogeneous network model. The energy level of the advanced
node and the super node is initialed 1.5 and 3 times greater than the normal node (initial
energy of normal node E0 = 1 Joule), respectively. As presented in Equation (1), we establish
the total energy initial Einit =155 Joules for all nodes, in which NN = 50 normal sensor
nodes; NA = 30 advanced nodes; and NS = 20super nodes. The simulation parameters
are configured for discussed all protocols, as shown in Table 1. In order to evaluate the
performance of EEGT, we also perform the simulation from Step 2 to Step 7 as in Section 5.2;
the simulation results are graphed in the figures following after we calculated the medium
value and standard deviation ratio.
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As shown in Figure 11, we can see that the ratio of alive nodes decreases along
the network lifespan (number of rounds) in the heterogeneous network. By considering
the residual energy factor of the nodes in the CHNs decision, the EEGT improves the
performance of the network compared with LEACH-C, PEGASIS, and PEGCP in terms of
energy consumption balance and the 1% node death even though the PEGCP achieves the
last node death longer than three others protocols due to unbalanced energy consumption.

Figure 12 depicts the total energy consumption of smart micro-sensor nodes in Joules
during the network lifespan (rounds) in a heterogeneous network with four protocols.
Based on the simulation results, we obtain the value at that time of the standard deviation
ratio χ = 4.9%; nscen = 19 different scenarios with LEACH-C; χ = 4.1%, nscen = 19 differ-
ent scenarios with PEGASIS; χ = 2.3%; nscen = 19 different scenarios with PEGCP; and
χ = 2.8%, nscen = 19 different scenarios with EEGT protocols. As shown in Figure 12, it is
evident that the energy consumption of the network increases drastically when the network
lifespan increases. However, our proposed EEGT protocol has the lowest energy consump-
tion compared with the other three popular protocols due to reducing communication
distance in the data transmission routes to the sink device.

Number of rounds

EEGT (standard 

deviation curve)

EEGT

PEGASIS
LEACH-C
PEGCP

Figure 11. The ratio of the number of alive sensors per round in heterogeneous network.

Number of rounds

EEGT (standard 

deviation curve)

EEGT

PEGASIS
LEACH-C
PEGCP

Figure 12. Total energy consumption by sensors in a heterogeneous network.

Figure 13 is a reverse representation of Figure 10 about the percentage of dead nodes
in the heterogeneous network, which shows 5%, 10%, 25%, 50%, 75%, 95%, and 100%
node death. The EEGT protocol improved the network lifespan by decreasing the ratio of
dead nodes from 5% to 95% in comparison with the existing protocols such as LEACH-C,
PEGASIS, and PEGCP. However, PEGCP has a longer network lifespan at 100% node death
because PEGCP unbalances energy consumption among nodes in the network.
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Figure 14 presents the ratio of data packets the sink device receives when its location
is varied. This is also an important performance measurement for estimating the energy
efficiency utilization of routing protocols because the more efficiently it uses in the network,
the more data packets are received in the sink device. The ratio of the data packet received
by EEGT attained about 95% with the average of the standard deviation ratio obtaining
χ by approximately 3.0% in the 19 different scenarios, which are also higher than those
of LEACH-C, PEGASIS, and PEGCP, with about 30% with χ by approximately 1.9% in
17 different scenarios; 20% with χ by approximate 4.6% in 18 different scenarios; and 5%
with χ by approximately 1.8% in 19 different scenarios, respectively. This is because our
proposed protocol can calculate suitable time duration during the steady data transmission
phase for each round so that the EEGT protocol achieves greater energy efficiency and
longer network lifespan in both heterogeneous and homogeneous network models.
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Figure 13. The ratio of dead sensors per network lifespan (rounds) in a heterogeneous network.
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Furthermore, Table 3 presents the energy efficiency and the percentage of dead nodes
in the FDD, HDD, and LDD for LEACH-C, PEGASIS, PEGCP, and EEGT with chang-
ing tround from 10 to 700 s of the heterogeneous network model. We can see in Table 3
that the EEGT protocol achieves better energy efficiency than that of the three existing
protocols because the energy consumed for data transmission paths based on MST and
chain is lower than in a single hop due to the distances among connected nodes being
smaller. Specifically, the energy efficiency of our proposed EEGT protocol at tround = 50 s is
EE = 1091 (Kbytes/Joule), χ = 2.4%, 1% node death = 485th round, while LEACH-C,
PEGASIS, and PEGCP protocols only achieve EE = 852 (Kbytes/Joule), χ = 2.3%, 1% node
death = 43rd round, EE = 849 (Kbytes/Joule), χ = 4.2%, 1% node death = 117th round, and
EE = 1069 (Kbytes/Joule), χ = 9.9%, and 1% node death = 349th round, respectively. This
improvement is because our proposed method divides the sensing field into cells and the
selecting CHNs, which have high residual energy and are near the sink device, to become
super-CHNs. Moreover, EEGT establishes communication routes inter-cellularly based on
the ant colony algorithm to reduce overall the distance communication from CHNs to the
sink device. As a result, our protocol improves the network lifespan.

Table 3. The comparative energy efficiency of EEGT to other protocols with different tround values in
heterogeneous WSN.

The Percentage of Dead Nodes
Protocols Rounds EE (Kbytes/Joule) 1% 10% 25% 50% 75% 95% 100%

(s) (χ%) (χ%) (χ%) (χ%) (χ%) (χ%) (χ%) (χ%)

10 611(2.5) 321(28) 12(24.7) 506(3.7) 588(2.5) 683(3.1) 773(3) 900(6.8)
50 852(2.3) 43(20.2) 157(25.2) 378(9.8) 674(5.2) 1150(3.3) 1456(2.8) 1569(5.2)

LEACH-C, 100 1078(3.2) 42(20.8) 201(27.8) 526(12.2) 1122(5.8) 1376(2.2) 1713(4.7) 1784(4.8)
[21] 300 470(17.9) 38(28.6) 336(35.9) 1094(9.4) 14703(5.2) 1698(4.8) 2472(13.1) 2669(9.6)

10 652(2.2) 385(16.7) 591(4.3) 686(4.7) 787(2.6) 841(2.2) 931(2.9) 981(3.4)
50 849(4.2) 117(6.1) 629(18.6) 880(2.5) 948(4.5) 1113(5) 1315(2.8) 1348(2.8)

PEGASIS, 100 925(4.6) 93(70.4) 809(15.9) 956(1.8) 945(21.7) 1220(1.7) 1509(1.8) 1535(2.5)
[22] 300 1002(9.5) 73(81.4) 976(4.4) 1016(1.4) 1040(1.5) 1412(1) 1808(0.5) 1833(1.6)

20 1004(1.7) 378(13.6) 556(7.4) 704(2) 907(7.2) 1127(10.9) 1462(11.2) 1617(12.8)
50 1069(1.7) 349(22.3) 557(8.7) 706(1.5) 906(4.8) 1121(4.6) 1467(11.9) 1568(13)

PEGCP, 100 1093(1.9) 326(32.6) 562(8.5) 710(1.3) 940(6.2) 1169(6.7) 1526(6.7) 1569(6.8)
[25] 300 1142(2.0) 203(48) 544(8.7) 725(6.6) 970(8.5) 1234(6.9) 1623(6.2) 1702(6.6)

500 1238(22.5) 184(30.1) 536(24.9) 715(22.7) 1029(24.6) 1435(28) 1863(24) 2041(25.4)
10 1025(1.6) 478(9.5) 673(9.9) 792(3.1) 1024(4.4) 1197(7.6) 1461(5.9) 1481(5.8)
50 1091(2.4) 485(14.9) 667(10.4) 787(6.6) 1017(5.0) 1197(8.8) 1423(4.0) 1431(3.8)

EEGT 100 1138(1.9) 477(12) 682(11.2) 792(1.1) 1025(5.7) 1207(6.9) 1488(3.3) 1502(3.6)
300 1211(2.6) 418(16.2) 636(13.3) 799(2.6) 1035(4.2) 1279(2.2) 1748(5.7) 1764(7.0)
500 1282(2.1) 371(32.8) 619(13.2) 804(1.2) 1099(4.0) 1414(2.6) 1961(5.8) 1977(5.6)
700 1338(2.7) 358(23.7) 584(11.8) 802(1.1) 1125(6.0) 1484(1.2) 2239(3.2) 2344(8.8)

6. Conclusions

Because of sensor nodes’ restricted battery energy resources, energy saving is the
principal objective when designing routing protocols for WSNs [32]. In this paper, we
propose an EEGT protocol based on grid cells clustering routing mechanism in order
to minimize energy consumption within data transmission paths in homogeneous and
heterogeneous network models in WSN-based IoT applications. The proposal methodology
concentrates on three core contributions. Firstly, EEGT reduces communication distance
among nodes inside clusters by dividing the network zone into grid cells with a balancing
distribution of sensing nodes; each cell depicts a cluster. Secondly, the proposal protocol
considers the distance among nodes within the cell and the node’s remaining energy before
selecting CHN for each cell to have balanced energy consumption among nodes. Thirdly,
EEGT constructs multi-hop data transmission paths for intra-cells and inter-cells based
on the MST and ant colony algorithm, respectively, to avoid the long communication



Computers 2023, 12, 103 20 of 21

distance between CHNs and the sink device. In addition, the simulation results show that
the performance of EEGT is better than the LEACH-C, PEGASIS, and PEGCP protocols
regarding energy efficiency and the network lifespan in heterogeneous and homogeneous
network models. In future work, we would like to improve energy-efficient routing
protocols based-clustering in deploying smart micro-sensor nodes underwater for warning
unauthorized intrusion detection or tsunami applications.
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