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Abstract: High mobility has promoted the concentration of people’s aggregation in urban areas.
As people pursue areas with higher density, gentrification and sprawl become more serious. Dis-
advantaged people are then pushed out of urban centers. Conversely, as mobility increases, the
disadvantaged may also migrate in pursuit of their desired density. As a result, disparities relative to
density and housing may shrink. Hence, migration is a complex system. Understanding the effects of
migration on disparities intuitively is difficult. This study explored the effects of mobility on disparity
using an agent-based model of opinion formation. We find that as mobility increases, disparities
between agents in density and diversity widen, but as mobility increases further, the disparities
shrink, and then widen again. Our results present possibilities for a just city in the age of mobility.

Keywords: agent-based model; migration; transportation; information and communication technology;
gentrification; just city; digital nomad; equality; diversity

1. Introduction

Mobility is a new paradigm that can be used to understand the changing world [1,2].
The increasing convenience of transportation has changed people’s lives. People have
enjoyed the development of cars, airplanes, and other modes of transportation, and of
railways and roads. Many people now have access to such means of transportation. Hence,
people now have the option to live and work wherever they choose and, hence, broaden
their social relationships [3–5]. The distinction between work and leisure has become
blurred. Owing to the development of tourism, people now travel greater distances with
more frequency. Tourism has now become part of some people’s jobs and has changed
their lifestyles [6,7]. The spread of information and communication technology (ICT) has
also contributed to higher mobility. Owing to smartphones and social networking services,
people can stay connected to their distant relatives and friends and obtain the information
necessary for them to travel to their desired locations [8,9]. Social relationships through
social networking services are critical not only in migration but also in tourism [10–12].
By contrast, as evidenced by war and environmental refugees, not all people migrate by
choice. We need to be aware of the disparity between those who have the privilege to
migrate and those who do not. For example, people with health problems and the poor
are excluded not only from the use of private vehicles but also from public transport
and ICTs. This negatively affects their mobility and, hence, the general well-being of the
disadvantaged [13].

This study focuses on the concentration of people in urban areas caused by increased
mobility. People tend to migrate to or visit urban areas in search of higher income and
opportunities for jobs and leisure in both developed and developing countries [14–20].
As transportation and ICT become more widespread, concentration in urban areas will
likely strengthen. People from a wider range of areas, both domestic and international,
are more likely to be attracted to urban areas. However, capital investment in large cities
is mainly aimed at attracting large corporations and tourists, and housing development
has not caught up. We see gentrification in many urban areas where low-income residents
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are forced to live in poor housing conditions. In some cases, they are evicted because they
cannot afford to live in the area [21–26]. Even if poor residents could live in gentrified
areas, which attract multinational corporations and tourists, inequalities often increase.
This is because financial and information workers earn high incomes, while unskilled
service workers are placed in low-income situations [27,28]. The high densities of urban
areas also cause problems such as crime [29,30]. While the wealthy can protect themselves
from such risks by, for instance, living in condominiums, the poor have to endure not
only poor living conditions but also deteriorating public safety. People with low incomes,
illnesses, disabilities, or limited access to ICTs are forced into situations of poverty, isolation,
and other disadvantages in urban areas built on the premise of high mobility. Even if
the poor may reside in urban areas, stores and public transportation are less available in
areas with high concentrations of poor people, making their lives more difficult [31–33].
Further globalization may lead to super-gentrification, wherein not only the poor but also
the middle class will find living in urban areas difficult [34,35]. With justice in mind after
COVID-19, disparities in urban areas should be corrected [36].

The rise in mobility does not only result in migration to urban areas. Migrations from
urban to rural areas have also become easier. Owing to the natural beauty of rural areas,
rural tourism remains popular. People are increasingly becoming attracted to such nature-
rich rural areas. Owing to the blurring of the boundaries between tourism and migration,
lifestyle migrants, who seek a more relaxed life in rural areas, may increase [37–39]. In
the past, only global elites could freely select multiple areas for their residence and their
jobs [40,41]. However, now, the number of digital nomads—people who work and live
while traveling the globe—is increasing [42,43]. However, this way of life is not open to all
people, and there may be disparities in peoples’ options to move to rural areas.

In summary, the push factor for migration is the cost of living associated with high
density, and the pull factor is the density that people seek. Different people have different
tolerance for density costs and different opinions about density, so the problem becomes a
complex system. Furthermore, the migration of people, the resulting changes in density,
and the disparities found therein are complex systems that interact with each other. Hence,
these systems are difficult to understand intuitively. Responding to these issues, this study
considers the relationship between mobility, density, and disparity using an agent-based
model (ABM).

2. Theoretical Background

Many ABMs that tackle migration have been developed. These ABMs assume that
agents seek economic opportunity or income. Agents are expected to gather in urban areas,
where economic opportunities and incomes are more available [44–47]. This concentration
of people in urban areas results in higher living costs (e.g., rent), which is associated
with higher density. This may result in reinforced disparities in a residential location.
Wealthier people can tolerate higher densities, while the poor are typically evicted to the
periphery [48,49].

When people migrate, they do not necessarily do so to maximize economic opportuni-
ties. Some people move to a new area owing to certain features of the living environment
(e.g., neighborhood, amenities, and level of public safety). People migrate to areas where
they can walk or cycle to work, enjoy rich natural environments while doing the work they
want, or raise their children comfortably. Some people aim to move to environments that
were considered inferior but would allow them to meet a more diverse range of neighbors.
Hence, ABMs that assume that people migrate based on preferences other than economic
opportunity have also been developed. The models assume that agents make migration
decisions based on their potential neighbors, ethnicities, jobs, or incomes. Moreover, agents
are assumed to migrate based on other factors (e.g., housing prices, available transportation,
commuting time to offices, and the potential networks available) [50–57].

Types of preferred living environments should vary among people. Population den-
sity can be considered an indicator that influences living conditions, including economic
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opportunities. Generally, in higher-density areas, residents are more likely to gain higher
incomes, but they also incur higher living costs. In lower-density areas, residents often
enjoy living environments of natural beauty. Different people have different ideas about the
type of density they are looking for. People could be assumed to seek their ideal population
density. Their opinions about density will change in their interactions with others and with
the environment. Some people seek to maximize economic opportunities, while others
value other aspects of the living environment. Disparities among people may affect the
differences in preference. As a result, one would expect self-organized changes in density
and opinion, and disparity among people. Density would change dynamically as people
migrate through a change in their opinions.

In this regard, we focus on the opinion formation model as a kind of ABM. The model
assumes each agent has its own opinion and that this opinion changes in a bottom-up
manner owing to interactions with other agents. Agents’ opinions are represented by
continuous variables. Agents change their opinions minutely through interactions with
other agents. The model assumes that if the distance between their own opinion and that of
the other agent is within a certain threshold, the opinion will move closer to the latter. If it is
away from the threshold, the opinion will not change or, for instance, will contrast with that
of the other agent. Depending on the assumptions, different outcomes have been predicted.
These include cases wherein the opinions of all agents converge to one, wherein several
opinions are juxtaposed, and wherein extreme opinions or polarizations emerge [58–66].

Few studies have explored the migration of agents as an effect of their opinions.
Gracia-Lazaro et al. [67] created an ABM wherein agents change their tolerance threshold
for migration depending on their interaction with other agents, assuming that agents leave
when they are surrounded by neighbors whose opinions are different from theirs. Cai
et al. [68] constructed an ABM wherein agents decide to migrate between urban and rural
areas not only because of economic opportunities but also owing to the influence of other
agents tied to the social network. In some social networks, the number of agents moving
between the city and the countryside becomes too large. Alraddadi et al. [69] found that
if agents become spatially closer to and distant from agents with similar and different
opinions, respectively, then more opinion clusters emerge.

Previous studies have modeled opinion as an abstract concept. However, let us now
consider opinion as a preference for density. It is reasonable to assume that agents change
their opinion of density not only through their interactions with other agents but also
through their experience of the density of the place they are located in. Previous studies
also do not analyze the impact of disparity on opinion formation or how disparity emerges.
Depending on the number of their resources, agents should experience different densities
and have different opinions. Moreover, we focus on the effects of mobility. Adding the
effects of mobility into the opinion formation model of density, we may find perspectives
on the dynamic relationships between migration, density, and disparity.

3. Methods

This study constructs an ABM using NetLogo [70], often used in ABMs dealing with
urban dynamics [71–73]. Hereafter we regard agents as households making residential
choices, but it may also be possible to regard agents as companies choosing their bases, etc.
We assume agents’ orientations to density as their opinions. Agents may live in or prefer
high or low densities. Densities and opinions vary based on interactions among agents.
Moreover, agents are influenced by the environment wherein they live. Agents migrate
according to their opinions and the density they experience. The ABM realizes how the
density and opinions of agents change. We check how disparities between agents appear
owing to interactions among agents.

The patches wherein agents stay are two-dimensional spaces of length 31, centered
at the origin (0, 0). Patches range from −15 to +15 in length and width, respectively.
Essentially, there are 991 (31× 31) patches. Each agent resides in one of the 991 patches. For
example, the origin patch (0, 0) is at a length one delimited by x from −0.5 to 0.5 and y from
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−0.5 to 0.5. An agent in this range stays in the origin patch. Each patch is not occupied only
by one agent. Multiple agents may coexist in a patch, particularly in the central patches.
We assumed boundary conditions: an agent that moves out from the edge of the patch
space emerges from the edge on the opposite side. It is necessary to set the patch size to
31 × 31 so that agents can select a high- or low-density patch.

Each agent has a unique quantity of resources. Let the number of resources of agent i
be resource.i. Here resources are defined as income that can help withstand high density and
amounts of time that allow for interaction with others. Let the range of resource quantity be
1 ≤ resource.i ≤ 10. We believe that considering multiples of ten as the range is reasonable.
This is because it not only accounts for monetary income but also differences in time for
interaction, which depend on health status and ability to cope with ICT. This value is
specific to each agent and does not change over time.

Let density.i be the number of agents per patch for agent i. Define density.i as the
number of agents in the patch where agent i is staying and the eight surrounding patches,
a total of nine patches, divided by nine. This value changes as agents travel.

An agent has an opinion about its preferred density. This is defined as opinion.i, which
is the density orientation of agent i. An agent changes their opinion through interaction
with other agents and the density they experience. Agents have their own opinions that
may differ from the density they experience. Therefore, they migrate in search of a more
favorable density. Hence, the spatial distribution of agents changes.

The location of agent i in the initial state, or (x.i, y.i), is given by z.i2 = x.i2 + y.i2, where
z.i is given by the normal distribution: mean 0 and standard deviation 2. Here x.i = z.i cosθ
and y.i = z.i cosθ, where θ is a randomly given value between 0 and 2π. In this way, we
give the initial distribution of agents. Hence, agent i has its initial value of density.i. The
initial values of the opinion of all agents are given as the same value as density.

Figure 1 shows a screenshot of NetLogo. In this ABM, we set the number of agents as
400. The whiter the agent’s color, the more resources it has. Initially, all agents are gathered
around the center of the world, given by the normal distribution (mean 0, standard devia-
tion 2) as described above. However, agents change their locations through migrations.
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Consider density cost as a variable that represents the various costs associated with
high density (e.g., rent, commuting). The greater the number of agents, the fewer the agents
with inadequate resources to withstand the high density. Moreover, these agents will likely
be expelled from their current location. Equation (1) is provided as a condition for this
expulsion. Agents for whom Equation (1) holds are forced to migrate to any of the eight
surrounding patches. In the equation, the variable cost is the coefficient of density.

resource.i − cost × density.i < 0, (1)

Hereafter, we set the value cost as 1.
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Agents decide to migrate as follows. Agent i compares the density it experiences with
that of the other arbitrarily selected patches it visits and considers migrating to the patch
with a density closer to its own opinion. However, to visit, agents should have enough
resources. Hence, we define the range of distances that agent i can visit, or range.i, by
Equation (2). If the right-hand side is less than or equal to zero, the agent cannot visit other
patches. Here, the variable mobility is the independent variable representing the possibility
of visit and migration. The higher this value, the more agents can visit a wider range and
select the patch for migration. The prevalence of both transportation technologies and ICTs
should increase the variable mobility.

range.i = (resource.i − density.i) mobility. (2)

Agent i visits one randomly selected patch within the range of its current patch. The
density of the patch where agent i is present is density.i, and the density of the visited patch
is visit.i. If Equation (3) below holds, agent i migrates to the visited patch. If Equation (3)
does not hold, the migration is canceled, and the agent remains in the patch where they
are present.

|opinion.i − density.i| > |opinion.i − visit.i|. (3)

Next, agent i interacts with any agent who stays in the patch wherein agent i stays
or the eight surrounding patches. Now, we name the selected other agent as agent j. The
opinions of agents i and j change according to Equations (4) and (5). Variable δ represents
a minute value, representing the change ratio of opinions through interaction with other
agents’ opinions. The value is 0.01 or 0.001, as explained in the next section. If no other
agents are present in the patch wherein agent i stays and the eight surrounding patches,
agent i does not change its opinion.

opinion.i′ = (1 − δ) opinion.i + δ opinion.j. (4)

opinion.j′ = (1 − δ) opinion.j + δ opinion.i. (5)

After interaction with another agent, agent i changes its opinion according to Equation (6)
(i.e., corresponding to the real density it experiences). Variable ε represents a minute
quantity, representing the change ratio of opinions through interaction with the patch’s
density. The value is 0.01, 0.001, or 0, as explained in the next section.

opinion.i′ = (1 − ε) opinion.i + ε density.i (6)

After changing its opinion in response to the opinions of others and the real density
it experiences as described by Equations (4)–(6), the agent’s opinion changes by ζ with a
probability of 0.001, according to Equation (7). The value is randomly given in the range
−1 < ζ < 1.

opinion.i′ = opinion.i + ζ . . . with probability 0.001 (7)

Figure 2 summarizes the above procedure. Agents are evicted, migrate, and change their
opinion asynchronously following the orthodox assumption of NetLogo. One turn is com-
pleted when all agents follow the procedure. The model iterates the procedures sufficiently.
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Figure 2. The procedure of the ABM.

We changed variable δ for the change in opinion owing to interaction with other
agents, variable ε for the change of opinion through the density of the patch, and, most
importantly, the variable mobility. We particularly focus on the variable mobility. When
transportation was poor and ICT did not exist, people could hardly visit any places and
migrate; mobility was zero or low. In that case, people hardly migrate anywhere by choice,
or migration may only be possible for the rich. The distance of migrations would have been
limited. However, with the development of transportation and ICT, migration to a wider
area will become possible for many people, corresponding to the increase in the value of
mobility. Notably, the space assumed in the ABM is finite. In this ABM, the length of a piece
of the patch is set to 31. If the value range in Equation (2) exceeds this length—exceeding
31 ×

√
2 = 43.8 (the diagonal length of the patch)—virtually any location can be chosen.

As mobility increases, these possibilities open up for many agents. This ABM primarily
aims to clarify how interactions and disparities among agents change when the variable
mobility changes from 0 to a larger value, including ∞, where all agents are free to move to
any location. To identify how the agents’ relationships change by varying the size of the
independent variables, we focus on density.i and opinion.i. The higher these values are, the
more the agents concentrate on an area of higher density and the more they desire such an
environment. We also focus on diversity.i, which is the variance of resources of all agents in
a total of nine patches in and around the patch where agent i stays. The larger this value is,
the more agent i becomes co-located with other agents with diverse resources. This also
suggests that the higher the diversity of the living environment, the less segregation there is
of agents based on resources.

This study illustrates the disparity between agents in the resulting spatial distribution.
Each agent has a different quantity of resources. How do density, opinion, and diversity differ
depending on the agent’s resources? For all agents, we calculate the Pearson’s correlation
coefficient between resources and each of the three dependent variables. We can then clarify
how disparity varies depending on mobility differences by analyzing these variables.

4. Results

We show the results of one-shot simulations. We assume that agents change their
opinions to a greater extent when they interact with other agents than when they experience
a density of living environments. We set δ = 0.01 and ε = 0.001 (δ > ε). Figure 3 shows the
change in the mean values of density, opinion, and diversity for three patterns: mobility = 0, 1,
and ∞, along turns. The figures show the values of density and diversity saturate around
turn 100, while opinion continues to decline. The possible range of opinion and density is
1/9 < opinion, density < 400/9. Actually, both values are within 5–20, due to the value of
other variables, such as patch sizes, the number of agents, initial distribution of agents, and
cost. Assuming that one turn corresponds to 1 week, 1000 weeks (or about 20 years) is a
reasonable time frame for examining the results.
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Figure 4 shows the distribution of agents after 1000 turns. We can see that the distri-
bution of agents changes for different values of mobilities. When the value of mobility is
small, agents scatter or segregate depending on resources (Figure 4a–d). When the value
of mobility is high, many agents aggregate into a center irrespective of their resources;
conversely, a few agents locate themselves far from the center (Figure 4e–h).
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Table 1 shows the means and standard deviations of density, opinion, and diversity after
1000 turns. The table also presents the Pearson’s correlation coefficient between resource
and each of the three variables. The mean value of each variable differs depending on
the value of mobility. When the Pearson’s correlation coefficient is positive, the higher the
resource, the higher the disparities. We focus on the correlation coefficients of resource and
density. Correlation coefficients are positive and statistically significant at the 0.1% level in
all conditions. However, the values differ depending on the value of mobility. The lowest
value (i.e., the lowest disparity in terms of the correlation between resource and density) is
for mobility = 4 (Table 1(e)).
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Table 1. Mean value and standard deviation of each variable and Pearson’s correlation coefficient
with resource. * p < 0.001; the values of δ = 0.01 and ε = 0.001; mobility = (a) 0, (b) 0.5, (c) 1, (d) 2, (e) 4,
(f) 8, (g) 64, and (h) ∞.

Density Opinion Diversity

(a)
Mean (SD)

Correlation with
resource

3.04 (1.26)
0.792 *

9.40 (0.40)
0.705 *

2.11 (1.26)
0.287 *

(b)
Mean (SD)

Correlation with
resource

4.40 (2.50)
0.979 *

11.48 (0.83)
0.882 *

1.06 (0.84)
0.228 *

(c)
Mean (SD)

Correlation with
resource

4.76 (2.78)
0.872 *

10.48 (1.00)
0.489 *

1.92 (1.40)
0.514 *

(d)
Mean (SD)

Correlation with
resource

5.49 (2.77)
0.676 *

10.76 (0.89)
0.316 *

3.71 (1.88)
0.583 *

(e)
Mean (SD)

Correlation with
resource

6.90 (3.16)
0.326 *

12.13 (1.06)
0.092

5.87 (2.18)
0.292 *

(f)
Mean (SD)

Correlation with
resource

5.94 (2.38)
0.458 *

11.25 (0.57)
0.093

5.57 (1.98)
0.285 *

(g)
Mean (SD)

Correlation with
resource

5.33 (2.10)
0.792 *

11.81 (0.12)
0.705 *

5.09 (2.71)
0.287 *

(h)
Mean (SD)

Correlation with
resource

4.90 (1.93)
0.518 *

11.12 (0.57)
0.173 *

4.90 (2.76)
0.341 *

We gave different values of mobility corresponding to Figure 4 and Table 1, and we ran
simulations for 100 trials for each mobility. Figure 5 shows box plots for the mean values
of density, opinion, and diversity, respectively, with different values of mobility. The figures
show that density increases as mobility increases, reaching its maximum value when the
mobility is 4. However, as mobility further increases, density decreases. Moreover, the figures
show that opinion shows similar results with density to the change in mobility, although
they show higher values than density and with more variances. The figures show different
patterns of diversity from those of density and opinion, with the change in mobility. The
values show a minimum at the mobility of 0.5, followed by a maximum at the mobility of 8,
and then a decrease as mobility further increases.
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values of δ = 0.01 and ε = 0.001.
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Figure 6 shows the box plots for the mean values of Pearson’s correlation coefficients
between resource and density, opinion, and diversity, respectively, with different values of
mobility. The correlation coefficients for resource and density show maximum and minimum
values when the values of mobility are 0.5 and 8, respectively. The correlation coefficient
between resource and opinion shows a similar pattern to that between resource and density,
although with more variances. The correlation coefficient between resource and diversity
shows a maximum value when mobility is 1.
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Figure 6. Box plots for Pearson’s correlation coefficients for (a) resource–density, (b) resource–opinion,
and (c) resource–diversity at each mobility after 1000 turns with 100 trials; 999 in the x-axis represents
∞ and ◦ represents outliers. The values of δ = 0.01 and ε = 0.001.

We changed the values of δ and ε to δ = 0.001 and ε = 0.01. That is, we simulated the
case wherein the change in opinion is not likely caused by interaction with other agents,
but by adaptation to the density agents’ experience (δ < ε). Figure 7 shows the results of the
one-shot simulations as in Figure 3. The value of opinions quickly converges to the value
of densities.
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ε = 0.01. The value of mobility = (a) 0, (b) 1, and (c) ∞.

Figure 8 shows the box plots for the mean values of density, opinion, and diversity for
each mobility. We also use the same procedure as in Figure 5 for 100 trials with each mobility.
Figure 8 shows similar patterns to Figure 5. Compared with Figure 5, the mean values
of density are smaller. Moreover, the mean values of opinions are smaller and similar to
density. Notably, all three values—density, opinion, and diversity—are small when the value
of mobility is high (i.e., mobility = 64 or ∞), compared with Figure 5.
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Figure 9 presents the results of the same simulation procedure as in Figure 6 for
the Pearson’s correlation coefficients between resource and density, opinion, and diversity,
respectively, for 100 trials with each mobility. The figures show patterns almost similar to
Figure 6, except for cases of high mobility (64 or ∞). When mobility is high, agents face
strong disparity in density and opinion, whereas less disparity in diversity.
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Figure 9. Box plots of Pearson’s correlation coefficients for (a) resource–density, (b) resource–opinion,
and (c) resource–diversity at each mobility after 1000 turns with 100 trials; 999 in the x-axis represents
∞ and ◦ represents outliers. The values of δ = 0.001 and ε = 0.01.

We changed the values of δ and ε to δ = 0.01 and ε = 0. That is, we simulated the case
wherein the change in opinion is caused only by interaction with other agents. Figure 10
shows the results of the one-shot simulations as in Figure 3. The value of opinion rarely
changes as time passes.
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Figure 11 shows the box plots for the mean values of density, opinion, and diversity
for each mobility. We also use the same procedure as in Figure 5 for 100 trials with each
mobility. Figure 11 shows similar patterns to Figure 5 in density and diversity. The mean
values of opinions are not different for different values of mobility.
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Figure 12 presents the results of the same simulation procedure as in Figure 6 for
the Pearson’s correlation coefficients between resource and density, opinion, and diversity,
respectively, for 100 trials with each mobility. The figures show patterns almost like those
in Figure 6, except for the cases of opinion. With higher mobility, there is less disparity of
opinion among agents.
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5. Discussion

In this study, the analysis focused on the effects of mobility on interactions and
disparities among agents. First, we considered that agents change their opinions more
likely because of their interactions with others than their living environments, that is δ > ε.
If mobility is 0, or if agents cannot migrate by their will, urban areas will adopt a structure
wherein the places to live are determined by the disparity between rich and poor. Agents
with many resources are in the center of high density, and those with few resources are
forced into the periphery of low density. Urban area structures are determined by disparity
relative to the resources they have. Agents who prefer higher densities tend to be those
with more resources. As mobility increases slightly (0.5–2), agents can migrate more freely.
However, this is only possible for those with abundant resources. Agents with many
resources migrate to increasingly desirable high-density locations. Conversely, agents
with fewer resources are pushed out from the patch of high density. As a result, urban
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concentration occurs and disparities relative to resources in densities and opinions widen.
Moreover, we can find the segregation of agents based on the value of resources.

In primitive cities, the distribution of industrial structure, with industry in the center
and agriculture on the periphery, has been explained by the classical von Thünen model [74].
In this model, the small mobility situation may reproduce that picture, albeit in a different
model setting: as mobility increases slightly, only agents with more resources can migrate as
they are mobile. Therefore, agents with few resources are pushed out, and more disparities
in their areas arise, such as gentrification [21].

As mobility increases (4–8), agents with fewer resources can migrate to vacant urban
centers. Conversely, agents with more resources who prefer lower densities suddenly
emerge. Agents with fewer resources also reside in the gaps created by this migration
of plentiful resources. As a result, agents with few resources will also reside in the gaps
created by these migrant agents. Disparities between opinions and density based on the
amounts of resources become smaller. The mean value of diversity is at the maximum,
while disparities in diversity shrink in this mobility. Agents live with neighbors of different
resources. As a result, agents enjoy high diversity.

Assume a situation where mobility increased, as in global cities, which attract people
from all over the world. The high-density city has often been highlighted as a possible
locus of disparity [27,28]. Conversely, this was also sometimes seen as a creative city
where different people were involved, and innovation was expected [75–77]. This paper
shows that in such high-mobility conditions, the disparity between people may be reduced
in terms of density, opinion, and diversity among people with different resources. We
may understand this situation as a just city [78–80] in which democracy, diversity, and
equality are maintained, and urban space is created in a bottom-up manner through
cooperation among people. In the studies [78–80], a just city was viewed as normative. By
increasing mobility, we may attain a just city where different people come together and
where disparities are reduced. How to interpret these results depends on one’s position,
and this position differs depending on what criteria one uses to evaluate a city [81].

As mobility increases further (64–∞) and any agent can move to any location of its
choosing, overall density will decrease as some agents will change and prefer low density.
This is especially true for agents with few resources who are forced out of high-density areas.
Moreover, we ran simulations when people changed their opinions based on their own
experiences rather than through interactions with others (i.e., when δ < ε). The disparity
tends to increase when mobility reaches very large values. The disparity increases owing
to agents with few resources actively securing residences in low-density environments.
The agents may be more satisfied in the sense of lower relative deprivation. However, this
increases the disparity among agents. Following the classical opinion formation model, we
also ran simulations in which agents change their opinions only through interactions with
others (ε = 0) but we found scarce differences.

In extremely high mobility, people may move away from urban areas. They are more
likely influenced by their living environments rather than by others. We have identified
this as lifestyle migration [37–39]. Lifestyle migration, which now occurs in developed
countries, has been enabled by the emergence of extremely mobile people, such as digital
nomads [42,43]. This study suggests the new lifestyle seeking in rural areas may indicate
a widening disparity among people. By having some people removed as if by their
own will as digital nomads, wealthy people may monopolize the centers of global cities.
Experimental research would be needed on how people move or how they determine their
opinions for different densities.

This model has limitations. The model assumes that people will migrate flexibly,
depending on their opinion regarding the density they seek. When the variable ‘mobility’
is high, people can migrate to distant and unfamiliar areas. In fact, even if there is a
favorable density environment, people will not migrate so easily since their opinions
change quickly. In this sense, the model depicts a hypothetical world in which people
have lost their adherence to their residence, or the age of “Mobilities”, as Urry describes
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it [1]. If we want to make the model more relevant to today’s real world, we could, for
example, add a variable ‘hesitation’ greater than 0 to the right-hand side of Equation (3).
Assume that the greater the hesitation, people are less free to migrate. What this study
models is a world where hesitation = 0. Future studies may look at the impact of hesitation.
This model used only density as a factor for costs and migration. However, for example,
global environmental destruction, disasters, and warfare may also be factors that worsen
environments and encourage migration [46]. Moreover, agents may migrate not only
according to the density they seek but also for diversity. Some people prefer to migrate to
places where diverse groups of people gather as they believe that innovation will occur
there [75–77]. Developing this model would be possible with such parameters in mind.
The model assumes neighbor agents within nine patches as partners for opinion formation.
However, if a strong connection is established through social networking across distant
sites, the preferred density may be influenced not by the neighborhood or environment,
but by distant familiar people, which may likely be people interacting through social
networking services [82]. Moreover, the model assumes that if agents are neighbors, they
would influence each other’s opinions. However, as shown in the opinion formation model,
if opinions are quite distant from one another, they may not be influenced or may even
rebel [61,62]. In those situations, variances of opinions would increase. In particular, the
most important variable in this paper is resources. This may correspond to a person’s
human or cultural capital. People may not interact with, be influenced by, or give their
opinions to others whose resource values are too far apart from their own. They may more
likely be influenced by those of similar resources and the same cultural capital [83]. This
study assumed large cities that are already highly populated. It also assumed a democratic
country where people can move of their will, although it depends on the amount of their
resources. By changing the initial distribution of agents, density costs, and freedom of
migration, we can extend the model to rural areas and countries/regions where freedom
of movement is not guaranteed. Making such assumptions would be another possible
development of this basic model, an issue that can be addressed in the future.

6. Conclusions

Segregation and gentrification are serious concerns in many megacities and global
cities. Perhaps in reaction to this situation, lifestyle migration to the countryside is occur-
ring among some people in developed countries. Lifestyle migration to the countryside,
however, has not led to a reduction in disparities. It may simply make disparities less
spatially visible. It is desirable to have a city in which different people can gather and
interact with each other. We experimented with a hypothetical ABM to see what factors
would be necessary for this to happen and found that the value of mobility is important.

This study shows that when mobility is too low or too high, disparities among people
increase, and segregation, gentrification, or expulsion to depopulated areas will be experi-
enced. At a moderate value of mobility, density, opinion, and diversity increase, and the
disparity between people decreases. In the age of mobility, we should encourage people
to move freely, but not too far away from their residential areas. It may be advisable to
encourage people to find attached areas. People should also be encouraged to interact
with each other not only to change their opinions but also to have affiliations with their
neighbors. We may thus attain a just city where diverse people can live in high density
with less disparity.

The present ABM is based on very simple assumptions. The ABM can be extended in
various ways by adding new variables or changing the initial conditions. It may also be
possible to consider specific urban planning by using actual GIS data, population data, etc.
It is expected that future research will contribute to better urban development.
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