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Abstract: A brain tumor is essentially a collection of aberrant tissues, so it is crucial to classify tumors
of the brain using MRI before beginning therapy. Tumor segmentation and classification from brain
MRI scans using machine learning techniques are widely recognized as challenging and important
tasks. The potential applications of machine learning in diagnostics, preoperative planning, and
postoperative evaluations are substantial. Accurate determination of the tumor’s location on a brain
MRI is of paramount importance. The advancement of precise machine learning classifiers and other
technologies will enable doctors to detect malignancies without requiring invasive procedures on
patients. Pre-processing, skull stripping, and tumor segmentation are the steps involved in detecting
a brain tumor and measurement (size and form). After a certain period, CNN models get overfitted
because of the large number of training images used to train them. That is why this study uses deep
CNN to transfer learning. CNN-based Relu architecture and SVM with fused retrieved features
via HOG and LPB are used to classify brain MRI tumors (glioma or meningioma). The method’s
efficacy is measured in terms of precision, recall, F-measure, and accuracy. This study showed that
the accuracy of the SVM with combined LBP with HOG is 97%, and the deep CNN is 98%.

Keywords: machine learning; tumor segmentation; classification; feature extraction; MRI image

1. Introduction

The brain holds paramount significance as the body’s central controller and regulator,
making it the most vital organ. Tumors are aberrant masses of tissue that arise due to
uncontrolled cell division. It is still unknown what triggers brain cancer. Standard imaging
methods often face significant challenges in accurately detecting aberrant brain anatomy
in humans. MRI methods aid in elucidating the complex neural structure of the human
brain [1]. To simplify matters and boost segmentation and measurement performance when
tumor size, position, and shape change, we must first pay attention to noise reduction,
color visualization of the brain tumor region, segmentation, size measurements, and
classification [2]. After the segments have been extracted, morphological filtering can be
used to eliminate any remaining noise. The potential use of high-precision segmentation in
diagnosing cancer in tumors has also been proposed.

Image importance may be determined with the use of techniques like principal com-
ponent analysis (PCA) and deep wavelet transforms (D-DWTs) in two dimensions (PCA).
The classification was achieved using a Feed-forward Neural Network (FNN) and a K-
Nearest Neighbor (KNN) method. Using features fed into a least squares support vector
machine classifier, Das et al. [3] created a Ripple Transform (RT) model. Fluid vector and
T1 weighted pictures are two potential approaches for tumor identification [4]. The tumor
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location was determined using diffusion tensor imaging in combination with diffusion
coefficients [5]. Due to the exponential rise in the number of available traits, it has been
difficult for researchers studying brain tumors to identify and eliminate the most conspicu-
ous feature. The selection of informative training and testing samples is also difficult [6,7].
Amin et al. [8] developed a novel method of MR brain categorization. Gaussian-filtered
images of the brain were processed further to remove any remaining noise. After that,
segmentation processing, including the extraction of embedding, cyclic, contrast, and
block appearance features, and a cross-validation strategy were used to accomplish the
classification. The fuzzy clustering membership from the original picture is included in
the Markov random field’s function, as described by [9,10]. This method has shown to be
successful due to the use of a hybrid strategy and segregated supporting data.

The maximum likelihood and minimum distance classification techniques are two
well-liked supervised approaches. It is also common practice to employ support vector
machines (SVMs). Regarding supervised classification, support vector machines are the
gold standard. Nonetheless, SVMs may be used unsupervised as well [9]. Researchers
have suggested using an improved support vector machine (ISVM) classifier to classify
brain cancers [11,12]. The proposed approach uses a dataset of images processed through
the K-means segmentation technique to identify abnormal cells in MRI scans as cancer.
The current experimental results seem more trustworthy than those from other preexisting
systems. This study can reduce the processing time by allowing tumors to be recognized in
under a second.

The authors of [13,14] created a method for automatically detecting brain malignan-
cies in MRI data by combining K-means clustering, patch-based image processing, item
counting, and tumor evaluation. Analysis of twenty actual MRI images demonstrates
that this imaging modality may identify tumors of varied sizes, intensities, and diame-
ters. Robotic surgical technology and automated treatment devices might be included.
Despite the tumor’s growth and unpredictable size and location, it was shown that a tumor
classification approach based on magnetic resonance imaging (MRI) was effective. Our
work focuses on labor-intensive and automated methods for measuring, classifying, and
segmenting brain tumors. MRI scans are often used to examine the anatomy of the brain.
Our study seeks to identify the tumor from the provided MRI data before calculating the
size of the tumor in the brain. The technology is anticipated to improve the current way
of detecting brain tumors and, by lowering the requirement for follow-up care, possibly
cutting healthcare costs.

2. Literature Review

Brain pathology classification using MRI has gained significant attention recently due
to its potential in early disease detection. Machine learning techniques have been widely
explored to automate and improve the accuracy of brain pathology classification. This
literature review aims to provide an overview of the current state-of-the-art research and
methods used in brain pathology classification of MR images using machine learning.

A Hybrid Ensemble Model classifier has been suggested by Garg and his colleagues [15]
to classify brain tumors. Their model includes Random Forest (RF), K-Nearest Neighbor,
and Decision Tree (DT) (KNNRF-DT) based on the Majority Voting Method with an accu-
racy of about 97.305%. However, their model lacks expressiveness in Decision Trees, so it
may need to be more expressive to capture complex relationships in the data.

In their research [16], Kesav and his team introduced an alternative model based on
the RCNN technique. Their proposed model was evaluated using two publicly available
datasets with the two-channel CNN approach. The primary objective was to reduce
the computational time of the conventional RCNN architecture by employing a simpler
framework while creating a system for brain tumor analysis. Remarkably, their study
achieved an accuracy of 97.83%. Nevertheless, effective training of CNNs requires a
substantial amount of labeled data, which can be difficult to obtain in the context of brain
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tumor classification. Privacy concerns, limited access to medical data, and the necessity for
expert annotations all contribute to the complexity of acquiring a large and diverse dataset.

Deep Hybrid Boosted uses a two-phase deep-learning-based framework suggested by
Khan and his colleagues [17] to detect and categorize brain tumors in magnetic resonance
images (MRIs); they reached 95% accuracy. Although they did not reach the best accuracy
in the field, the Complexity of Hybrid feature fusion methods can be difficult to implement
and require careful design and tuning. Integrating different types of features and deciding
on the fusion strategy can be challenging and may lead to increased model complexity.

Alanazi and his colleagues [18] developed a transfer-learned model with various
layers of isolated convolutional neural network (CNN). According to them, the models are
built from scratch to check their performances for brain MRI images. The model has also
been tested using the brain MRI images of another machine to validate its modification.
The accuracy of the model is 95%. Effective transfer learning often requires a substantial
amount of labeled data for fine-tuning. In medical applications, acquiring a large and
diverse dataset can be particularly arduous, especially when dealing with rare conditions.
The need for such data may limit the overall efficacy of the transfer learning approach in
these scenarios.

Gómez-Guzmán and his colleagues [19] recently conducted a study to evaluate seven
deep convolutional neural network (CNN) models for brain tumor classification, and they
reached 97.12 accuracy. The limitation of this study is robustness to noise and artefacts in
medical images, including brain scans; it is affected by noise and artefacts due to various
factors like image acquisition or patient motion. The CNNs in this study struggle to handle
these variations and are sensitive to such disturbances, affecting the model’s performance.

3. Materials and Methods

In this section, researchers use well-established computational methods for the task
of classifying brain masses and developing a prediction algorithm (such as “extracted
tumor is glioma tumor or meningioma tumor”) for MRI scans. When the borders of an
object of interest (like the brain or the diseased part of the brain) are determined and
labeled in an MRI scan, it helps doctors to make a diagnosis (such as a glioma tumor or
meningioma tumor). Segmentation is used to accurately calculate the area (outline) of these
regions (tumors and normal areas of the brain). Since many methods exist, it has been
established that the data collected are reliable and complete after the most effective ones
have been applied.

The image quality obtained through medical equipment dramatically influences the
quality of processing results. As a direct result of the technological requirements of the
devices, the resulting images (or sets of photographs) often display substantial noise.
Methods for detecting and separating brain tumors are diverse. Our presented algorithmic
approach focuses on segmenting objects with high precision and using features (in this
case, brain tumors). In order to enhance the accuracy of diagnostic analysis on MRI images,
we have proposed a technique for processing localized objects (tumors) on MRI images, as
shown in Figure 1. This is because the presence of noise in medical images can potentially
distort the findings and conclusions of the analysis.

As shown in Figure 1, the suggested model consists of the following steps:

• Pre-processing: This step plays a crucial role in enhancing the quality of brain tumor
MRI images, enabling more comprehensive and detailed analysis.

• Tumor extraction: This stage includes the following two steps to extract the tumor:

• Segmentation: Using the segmentation method, we can distinguish affected areas
(tumors) from unaffected areas (brain). For the segmentation, we integrated
the fuzzy clustering means and thresholding approaches (FCMT) to reach our
enhanced method for segmentation.

• Morphological Operation: This step includes deleting unwanted parts of the
binary image and smoothing the boundary of segmented mass.
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• Feature Extraction: In this step, the HOG and LBP feature extraction methods are used
to enhance the accuracy of segmented tumor classification.

• Classification: This step includes the classification of the segmented tumor as cancer-
ous or non-cancerous.
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Figure 1. Block diagram for the classification process of tumors for the analysis of medical images of
MRI (brain).

In order to assist their patients and determine what sort of tumor they have; doctors
will typically provide them with a link to the image and a report outlining the image
analysis. With the method we have shown, the system may be trained with less data while
still providing reliable diagnoses for cancer patients. A report on the patient’s condition is
prepared and utilized once the data have been verified.

In this case, the developed method and code draw on the backbone of an algorithm
for recognizing tumors. While waiting, the relevant part of the document may be worked
on. In the processing phase, analytical parameters are considered.

3.1. Dataset

In order to conduct an analysis, we examined over 150 scans of patients with brain
tumors that were collected from the digital imaging communications in medicine (DI-
COM) [20]. The researchers examined 150 images of brain tumors from the DICOM
collection to get their conclusions. In addition, the Brain-web dataset is the second dataset
that was used. This dataset was collected from the Euphrates Center for cancerous tumors
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in Iraq. It comprises comprehensive 3D brain MRI data. Within this collection, there were
48 images in total, and 15 of those images showed brain tumors.

The images in DICOM were grayscale and were resized to 256 × 256 px for processing.
MRI scans of the brain are taken as input for all training and testing purposes. It is assumed
that all the images input to the system are either benign (non-cancerous) or malignant
(cancerous). The images are separated into two labeled folders for training and testing
purposes. In the used database, 80% was used for training and 20% for testing, and we
used the trainable model to test a new and private image to test set performance, and the
trainable database did not include the same data for testing.

3.2. Feature Extraction

The pre-processed computed tomography data in this investigation yield both local
and global properties. HOG and LBP feature extraction methods are described in detail in
the following subsections.

3.2.1. HOG Features

Object recognition systems use the histogram of oriented gradients to classify images
(HOG). Different gradient orientations are counted in a given area to find out how often
they appear in medical imaging. With the help of the HOG feature extraction plugin,
gathering such features is easy. Due to the inherent simplicity of the calculations, it is a
significantly faster and more efficient feature descriptor than SIFT and LBP. In addition,
HOG features have been demonstrated to be promising as actionable detection descriptors.
Several applications may be discovered for this method in the realm of computer vision,
namely in the study of image processing. It is possible that HOG will be utilized to define
the picture’s form and style. Specifically, 4 × 4 pixel cells were used to analyze the picture
and their orientation was used to determine where the edges were. Histograms may be
re-scaled to increase precision [13,21].

When defining the distribution of intensity changes or data, the histogram of direc-
tional gradients may be used to define the look and shape of a nearby item. Each cell in
the image may then have its own individual gradient direction histogram generated for
it. Next, we apply support vector machine classification to assign labels to the recovered
pictures and classify the fashion items in the F-MNIST dataset. Before training a classi-
fier and performing an evaluation, the generated picture samples need to undergo some
pre-processing in order to eliminate noise artifacts. Improved feature vectors for use in
classifier training may be possible with proper pre-processing. Thorough pre-processing
may increase the proportion of accurate classifications and identifications. The suggested
research makes use of feature extraction based on HOGs to help in the identification of
fashion items. The optimal width for HOG feature extraction is 2828 pixels [22,23].

There are four main methods for doing block equalization. A small constant (e) is
placed in front of V, which represents all the histograms in a given block, and the non-
normalized vector V is used to represent all the histograms in this block (the exact value,
hopefully, is unimportant). After that, you may choose an adjustment factor from the
following list:

L2− normal : f =
v√

||v||2 + e2
(1)

L2-hys: L2-normal followed by clipping (limiting the maximum values of v to 0.2) and
renormalizing, as in

L2− normal : f =
v

||v||1 + e
(2)

L2− hys : f =

√
v

||v||1 + e
(3)

Taking the L2-normal, compressing the result, and then renormalizing may be used to
compute the L2-his method. On the other hand, the wide variances in the depth of field
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lead to a wide range of gradient magnitudes. To solve this problem, the histograms of
each cell are normalized by combining neighboring cells into a bigger block. Finally, the
HOG-based bounding boxes are generated by joining all of the selected CT slices.

3.2.2. LBP Features

The look of an image surrounding each individual pixel is characterized by what is
termed a “Local Binary Pattern” (LBP). The premise behind simple normalization is that
textures transmit micro-scale properties such as a pattern and the intensity of that pattern.
The operator utilizes a 3-pixel-by-3-pixel image block for nearby binary patterns. The center
pixel is labeled by thresholding its value, multiplying it by the power of two, and then
stringing the results together. Since the area around the center consists of 8 pixels, there
are 28 = 256 different labels that may be constructed by looking at the gray levels of both
the center and the surrounding region. The central tendency and dispersion of the LBP
features of an image are also considered during classification. A grayscale picture may be
transformed into a numeric matrix using an LBP, which acts at the pixel level [22]. This
label matrix explains the different elements. To do this, we tell the system to find a mapping
representation of the texture that works for what we are looking for. These types of visual
descriptors are generally utilized in resumes because they help convey the message swiftly.
Using HOG feature descriptors results in a significant performance gain.

LBP is a feature descriptor that is very useful for classifying textures. It is essential to
think about texture while reading CT scans. It has been discovered that LBP is a potent
extension for classification issues because of its invariance to grayscale and rotation [24].
The radius N surrounding the central pixel is what determines the textural properties based
on LBP sampling stations (neighborhood pixels) LBPN,R :

LBPN,R(xc, yc) =
N−1

∑
k=0

s(x(k)− x(c))2k, s(x) =
{

1, x ≥ 0
0, x < 0

, (4)

where R is the radius of the circle and N is the number of data points measured there.
Quantization of angular space, governed by R, determines the density of LBP pixels.
Therefore, these two aspects have a considerable impact on categorization precision. Pixel k
values are denoted by x(k), whereas pixel C values are denoted by x(C). Invariance against
grayscale and rotation for LBP is ensured by the function s(x). If the value of s(x) is greater
than or equal to the value of pixel x(k), then the value of s(x) is 1. In all other cases, s(x)
equals 0.

3.3. Tumor Classification Using SVM Model

The prediction of tumors on medical images using extracted characteristics has been
achieved using the SVM classifier (LPB and HOG). Non-probabilistically assigning new
instances to one of two groups, the SVM is a binary linear classifier trained using a col-
lection of examples pre-divided into categories. Support vector machines may be used
to construct hyperplanes and hyperplane sets for classification tasks in high or infinite
dimensional space. SVMs are an effective supervised learning approach used in machine
learning to discover patterns in data. If sufficient separation and the maximum distance
to neighboring training data of any category are attained, the hyperbolic plane may be
reached. Generalization mistakes may be mitigated by increasing the margin of error. The
support vector machine may be helpful in many different types of recognition tasks, such
as facial recognition, textual task completion, and others. When put to action in realistic
situations, it succeeds admirably [25]. In this part of the study, we train and test using the
SVM. The method was applied to the fashion pictures in the F-MNIST database, classifying
them in HOG feature space using a multiclass support vector machine classifier. Rows of
1296 by 1296 HOG features are used to fill the whole feature space.

Rather than creating multiple binary classifiers, a more logical approach is to employ a
single optimization technique for effectively categorizing multiple classes [26,27]. By utiliz-
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ing these techniques, all k-binary SVMs can be simultaneously learned, ensuring a distinct
objective variable and maximizing the separation between each category and the remaining
items in a k-class problem. Assuming a labeled training set, {(x1, y1), . . . . (xn, yn)} of
cardinality l, where x_i ∈ R̂d and y_i ∈ {1, . . . , k}, and W is the weight, the formulation
proposed in [22] is given as follows:

min
1
2 ∑k

m=1 WT
m Wm + C ∑1

i=1 ∑t 6=yi
, (5)

Wm ∈ H, b ∈ Rk, ℵ ∈ Rlxk

subject to WT
yi

ϕ(xi) + byi ≥WT
t ϕ(xi) + bt + 2− ℵi,t (6)

i = 1, . . . ., l, t ∈ {1, . . . .., k} \yi.

The result of the decision is:

arg_maxm fm (x) = argmaxm (WT
M ϕ(x)+bm) (7)

3.4. Tumor Classification Using CNN Model

Through our research, we discovered that it is challenging to recognize photographs
with tiny features (as the tumor is a glioma or meningioma). The categorization model
should not be very deep like Res-Nets or Res-Next [12] models, but rather have a framework
that can catch and learn subtle changes. Figure 2 is a diagrammatic representation of the
research’s recommended model. In particular, four convolutional layers are used in the
proposed model. The batch normalization approach is used to normalize the inputs, which
has additional advantages such as reducing the training time and improving the model’s
stability. Leaky-Re-LU is a variant of the original Re-LU technique that provides protection
to neurons as they leave the cell. The Max-pool procedure is used in all of our pooling
procedures. Max-pool picks the greatest value within the zone given by its filter to minimize
an input [28]. The suggested model is able to classify two groups simultaneously, whether
they are glioma tumors or meningiomas, or ordinary tumors. The classification job for
brain tumors, whether glioma or meningioma, is performed using the same model. Finally,
Figure 3 describes the layers and parameters used in the model. The developed deep
learning model has 1,050,226 parameters. The Adam optimizer has been used to create
weight updates, a cross-entropy loss function, and selective learning.
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Figure 3. Model summary.

The purpose of using this model is to assist radiologists in prioritizing glioma-tumor
or meningioma-tumor patients for testing and treating infections based on their unique
etiology. With these needs in mind, we created the CNN-MRI architecture, comprising
three parallel layers with 16, 64, and 64 filters in each layer, all with different sizes (3 by
3, 5 by 5, and 9 by 9). The coevolved pictures are then subjected to batch normalization
and the rectified linear unit, followed by two types of pooling operations: average pooling
and maximum pooling. The rationale for employing different filter sizes is to identify local
features with 3-by-3 filters and somewhat global features with 9-by-9 filters, while the
5-by-5 filter size detects what the other two filters missed.

4. Results and Discussion

In this study, we employed two datasets for analyzing objects, specifically brain tumor
extraction and prediction, differentiating between glioma and meningioma tumors. The
first dataset utilized was the digital imaging dataset (DICOM) [29,30]. A total of 150 brain
tumor images from the DICOM dataset were reviewed and analyzed by the researchers.

Additionally, we used the brain tumor dataset [31] for this study as an extra dataset for
model training. Researchers from Nanfang Hospital, General Hospital, and Tianjin Medical
University in China created this dataset. They used a database of pictures consisting of a
collection of slices, each of which had an individual magnetic resonance imaging (MRI) scan
obtained between 2005 and 2010. The first online version was released in 2015, and the most
current was finished in 2017 [32,33]. Pituitary malignancies, meningiomas, and gliomas
all accounted for 1426 slices, whereas 708 depicted meningiomas (930 images). Scans
were acquired in three planes from 233 patients: sagittal (1025 images), axial (994 images),
and coronal (1045 images). Figure 4 shows several different types of cancer on different
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axes. The edges of each tumor are a vivid shade of crimson. Each person is imaged an
undetermined number of times.
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We aimed to demonstrate that the modest architecture’s performance was on par with
that of larger, more involved designs. Reduced time and energy spent on image processing
are two benefits of using an FCMT to differentiate between infected and healthy brain
tissue and tumors. This is an important issue to fix since it hinders the system’s use in
clinical diagnostics and on software platforms where resources are scarce. The system
must be adaptable if it is to be utilized in routine clinical diagnosis. The presented method
outperforms previous recently published models, although our algorithm still has certain
drawbacks when dealing with tumor volumes larger than one-third of the whole brain.
This is because as the tumor becomes larger, the predicted area decreases, resulting in
worse extracting features. The training was conducted on a joint set of MRI images (from
the digital imaging in medicine (DICOM) dataset) to evaluate the accuracy of the SVM
classifiers on which the MRI scan with tumor or not. The results and descriptions are
shown in Table 1 for the classification of brain tumors.

Table 1. SVM classifier of the accuracy of a brain tumor on CT images.

Images
Quantity Images With Combined Features

(LPB+HOG)
Classification

Accuracy

Train Test Correct Not Correct Accuracy

Glioma tumor 905 63 59 4 0.9365

Meningioma tumor 902 73 73 0 1.000

Total amount 1807 136 132 4 0.9705

The average classification accuracy of the experimental studies is 97% with combined
feature extraction. As can be noted from Table 1, the meningioma tumor prediction accuracy
was higher than the glioma tumor, with an accuracy of 93% on images with glioma tumors
and 100% on images of meningioma tumor. The errors in the prediction of glioma tumors in
MRI images are about 6% with combined feature extraction. Figure 5 shows the confusion
matrix of tumor prediction with HOG features and combined features (HOG + LPB).
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From Figure 5, we can see that the modified methodology for tumor prediction
(combination of features HOG and LPB) is more accurate than using HOG features. The
error rate by using a combination of LPB and HOG is 3%, while the usual method is 11%.
Figure 6 shows the training and testing accuracy over 80 epochs, with four layers on a
modified convolution neural network (MCNN).
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The performance accuracy of modified CNN for tumor classification on the BRATS
2018 dataset [34–36] (glioma tumor or meningioma tumor) using a matrix of precision,
recall, and f1-score for the evaluation model is shown in Table 2.

Table 2. Performance evaluation of modified CNN model for tumor classification.

Tumor Type Precision Recall f1-Score Testing Images

Glioma 0.98 0.97 0.98 63

Meningioma 0.97 0.99 0.98 73

accuracy 0.98 136
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The average modified CNN classification accuracy of the experimental studies is
98%, as can be noted from Table 2; the tumor prediction accuracy was high, especially
for meningioma tumors. The percentage of errors in the prediction of glioma tumors
in MRI images is about 4%, and the prediction of meningioma tumors is 1%. Figure 7
shows the confusion matrix of the tumor using a modified CNN classifier (glioma tumor
or meningioma tumor) on the BRATS 2018 dataset. As can be seen from the results, the
proposed methods of deep learning for the brain tumor diagnosis analysis using the SVM
with combined features of LBP and HOG resulted in 100% accuracy for meningioma tumor
detection. While the modified CNN model resulted in 98% accuracy, combining HOG and
LBP features is more effective in detecting meningioma tumors. Moreover, the accuracy of
SVM with single feature extraction (HOG or LBP) is less than 90%. As a result, we can see
from Table 3 that the accuracy reached by our study is better than the related research in
the field.
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Table 3. Comparison of the results of this study with other relevant research.

Ref. Year Method Performance Metrics

[15] 2021 Hybrid Ensemble Model 97.305%

[16] 2022 RCNN and two-channel CNN 97.83%

[17] 2022 Deep Hybrid Boosted 95%

[18] 2022 TL-CNN 95.75%

[19] 2023 CNN models 97.12%

Our developed method
SVM(LBP and HOG) ~99.9%

Modified CNN 98%

5. Conclusions and Future Work

The analysis of brain tumor scans is often performed manually by doctors. Manually
analyzing brain scans is laborious and is becoming more irrelevant as our understanding
of the brain expands. Alternatively, automated segmentation and categorization make
neurologists’ jobs easier by speeding up the decision-making process. Recent advances
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in the segmentation and prediction of brain tumor MRI images have been made possible
via the use of deep learning algorithms. Despite this, MRI is still a complex topic where
additional study is needed. Medical practitioners benefit substantially from segmentation
and classification procedures since it expedites data analysis and provides a second opinion
based on automated findings.

This article focuses on the use of machine learning to detect, characterize, and catego-
rize malignant tumors (including gliomas and meningiomas). Image processing methods
pioneered by FCMT, such as contrast enhancement, are used in tumor segmentation. Fea-
tures are extracted using LBP and HOG. All of these characteristics come together to form
an ensemble. In order to train the neural network, this Ensemble Features set is subjected
to convolutional training. The accuracy of an SVM merged with HOG and LPB features is
shown to be 99.9%, whereas that of a retrained CNN model is 98%. Less than 2% of errors
are discovered. To enhance the study’s outcomes, incorporating ensemble classification
approaches, such as employing a convolutional neural network (CNN) with diverse layer
configurations or a deep convolutional neural network (DCNN), may yield superior results.

Our model was trained and tested using two datasets: DICOM and the Brain-web
dataset; this could limit the generalizability of the trained models to different datasets.
Therefore, we plan to train and test our model using more datasets.
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