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Abstract: As control algorithms evolve, their enhanced performance is often accompanied by increased
complexity, reaching a point where practical experimentation becomes unfeasible. This situation has
led to many theoretical studies relying solely on simulations without experimental verification. To
address this gap, this study introduces a rapid experimentation protocol (REP) for applying field-
oriented control (FOC) strategies to permanent magnet synchronous motors (PMSMs) based on
model-based design (MBD) and automated code generation. REP is designed to be user-friendly and
straightforward, offering a less complex and more accessible alternative to DSP toolboxes. Its excellent
hardware compatibility is conducive to code porting and development. With this protocol, users can
quickly conduct FOC strategy experiments with reduced dependency on the complex automated code
generation tools often associated with toolboxes. Centered around the PMSM model, this method
utilizes only the fundamental modules of MATLAB2023b/Simulink, greatly simplifying the user
experience. To demonstrate the feasibility and efficiency of the protocol, models for both sensor-based
and sensorless control are developed. The practicality of REP, including sensor-based and sensorless
experiments, is successfully validated on an arm-cortex-M4-based GD32 microcontroller.

Keywords: field-oriented control; PMSM; rapid experimentation protocol; model-based design; code
generation; GD32 microcontroller

1. Introduction

The model-based design (MBD) approach is characterized as a mathematical visualiza-
tion technique. Its foundation lies in the ability to model both a plant and its control system,
along with the potential to generate final code suitable for the intended platform [1]. MBD
encompasses the entire design process of control, integrating aspects such as modeling,
analysis, simulation, and the development of control algorithms. Moreover, it provides
the advantage of incrementally testing each sub-process throughout the design phase [2].
SIMULINK, acknowledged as a prominent model-driven design tool, has gained signifi-
cant popularity in embedded applications, particularly in sectors like smart transportation,
avionics, and vehicles, as indicated by citations [3–5]. This software facilitates the mod-
eling, simulation, and code generation for embedded control software. Consequently, its
capability for automatic code generation significantly reduces the manual coding workload
for developers, as emphasized in a previous study [3].

Permanent magnet synchronous motors (PMSMs) have impressive features such as
a high torque-to-inertia ratio, significant power density, lightweight design, and reduced
maintenance requirements [6,7]. PMSMs are extensively utilized in various domains, in-
cluding robotics [8], electric vehicles [9], and other industrial fields. However, effective
speed regulation in PMSMs often hinges on a non-linear servo system, which presents
complex states, time-dependent variations, and uncertainties in the parameters [10,11].
Given the complex nature of control systems and the necessity for rapid experimentation,
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developers have created a rapid control prototype for PMSM, which employs a digital
signal processor (DSP) in conjunction with PLECS software. Leveraging the auto code
generation feature in PLECS, the development of a current vector control algorithm for
a PMSM drive system is streamlined, with the DSP serving as the control processor [12].
Based on a similar approach, Simulink and a dSPACE DS1202 MicroLaBox are used for
PMSM experiments [13].

The speed of a PMSM is successfully controlled by integrating a field-oriented control
(FOC) algorithm with model-based design (MBD) in MATLAB using TI digital motor
control, IQ math, and embedded coder Texas C2000 processors library [14]. Utilizing the
MBD method, this approach facilitates the progression of PMSM vector control from simple
to complex and from specific to general. It involves constructing a control algorithm model
using Simulink. By employing TMS320F28335 as the control chip, the method completes
the automatic generation of the algorithm code through the C2000 support package [15].

Moreover, based on the STM32 chip, a novel Simulink toolbox was developed, facili-
tating the integration of the MBD approach into the existing STM32 ecosystem, which is
tailored for advanced motor control applications [16]. The proposed rapid prototyping tool
is designed to enable simulation and modeling of integrated modular motor drives and to
facilitate automated code generation for the automotive-grade microcontroller AURIX™
TC234. This tool is specifically tailored for use with multi-phase systems, enabling the
activation of desired systems and supporting various possible combinations [17]. As a
similar method for PMSM development, the rapid control prototype is presented in [18].

A characteristic model for a PMSM was established [19], along with a speed control
scheme that utilizes linear golden-section adaptive control and integral compensation.
Additionally, the study details how the MBD method is used to construct a Simulink model
for automatic embedded code generation. For FPGA implementation, the MBD approach
is employed to execute a model predictive control with constant switching frequency
(MPC-CSF) algorithm, leveraging parallel and pipeline processing techniques to achieve
short execution times. Functionality simulation analysis indicates that MPC-CSF exhibits
robustness against parameter variations [20].

A technique that reduces order modeling and explores the utilization of a half-wave
rectified brushless synchronous motor in the context of MBD was also introduced [21]. A
code generation framework for motor controller development was proposed by utilizing
model-reference functions and triggering mechanisms. This method enables the preser-
vation of high-frequency characteristics in the control system through switching model
simulation [22].

The aforementioned methods rely on toolboxes (e.g., the DSP toolbox) or hardware-in-
the-loop simulation software (e.g., PLECS, dSPACE), leading to high experimental costs
and complexity, and the systems are not highly portable. Therefore, based on the MBD
approach and using basic Simulink modules, a REP is designed in this study. Accordingly,
the main highlights and contributions of this study are as follows:

(a) The constructed REP is based on a semi-automatic code generation design. It inherits
the advantages of automatic code generation.

(b) The framework becomes reusable upon completion of its construction. Users need
only the model modification at the application layer to accomplish simulation and
code generation. This facilitates rapid and efficient validation of algorithms.

(c) The REP is independent of complex toolboxes, requiring only the use of fundamental
modules for its construction, thus ensuring notable portability.

(d) REP is built upon the principles of MBD, enabling effective handling of complex
mathematical models.

This -> paper is organized as follows: Section 2 succinctly delineates the mathematical
model pertaining to PMSM control. Section 3 presents the control flow chart for code
generation alongside a depiction in Simulink. Section 4 is dedicated to showcasing the
outcomes of the simulations. Section 5 presents the results of the experimental procedures.
Finally, the conclusions are summarized in Section 6.
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2. Mathematical Model
2.1. Sensor–Encoder Control

Figure 1 displays a detailed schematic of the sensor–encoder control intended for use
with PMSM. In Figure 1, the components include coordinate transformation, SVPWM, and
current control. The FOC strategy applied here converts the three-phase alternating current
into a two-phase direct current. Consequently, by employing the FOC strategy, the control
of a three-phase alternating current motor can be achieved similarly to that of a direct
current motor. The discrepancies in the currents are fed into the proportional–integral (PI)
regulators, ensuring current stabilization and facilitating the creation of control inputs ud
and uq. To simplify the analysis, it is assumed that the three-phase PMSM is an idea motor
and meets the following conditions:

(a) Saturation of the motor core is neglected;
(b) Eddy current and hysteresis losses in the motor are not taken into account;
(c) The current in the motor is a symmetrical three-phase sinusoidal waveform.

Figure 1. Diagram of a sensor-based control system for PMSM.

Therefore, the d − q coordinate representing the dynamic current of the PMSM is
expressed as follows [23,24]:

did
dt = − Rm

Ld
id +

Lq
Ld

pmωmiq +
1

Ld
ud,

diq
dt = − Rm

Lq
iq − Ld

Lq
pmωmid −

pmωm
Lq

Ψm f +
1
Lq

uq
(1)

where Rm, pm, ωm, and Ψm f are the resistance of the motor, number of pole pairs, motor
speed, and permanent magnet flux linkage, respectively; and Ld and Lq denote the stator
inductances on the d− q axis, while ud and uq represent the stator voltages in the d− q frame.
The output equations of PI for the d-axis and q-axis are, respectively, given as follows:

ud = kpd ed + kid

t∫
0

eddτ,

uq = kpq eq + kiq

t∫
0

eqdτ,
(2)

where ed = i∗d − id and eq = i∗q − iq. In Figure 1, there are 3 coordinate transformations:
Clarke transformation, Park transformation, and inverse Park transformation. The formulas
for the 3-coordinate Clarke transformation are as follows: iα

iβ

i0

 =
2
3

 1 − 1
2 − 1

2

0
√

3
2 −

√
3

2√
2

2

√
2

2

√
2

2


 ia

ib
ic

, (3)
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(
id
iq

)
=

(
cos θe sin θe
− sin θe cos θe

)(
iα

iβ

)
, (4)

(
uα

uβ

)
=

(
cos θe − sin θe
sin θe cos θe

)(
ud
uq

)
. (5)

Owing to the complexity of traditional space vector pulse width modulation (SVPWM),
which affects the efficiency of code generation, herein, an SVPWM algorithm using a
third harmonic injection method is employed to generate saddle waves [25]. In this case,
the SVPWM waveform is generated by injecting a third-order triangular harmonic into
sinusoidal pulse width modulation (SPWM). To obtain the SVPWM voltage, starting with
uα, uβ, the Clarke inverse transformation is used to derive the three-phase voltage of SPWM,
after which a third-order triangular harmonic voltage is injected. After this processing
step, the comparison values for the three-phase output can be directly computed. The
corresponding formula is as follows: ua(spwm)

ub(spwm)

uc(spwm)

 =
3
2


2
3 0

− 1
3

1√
3

− 1
3 − 1√

3

[ uα

uβ

]
, (6)



ua(svpwm) = ua(spwm) + ei(t),
ub(svpwm) = ub(spwm) + ei(t),
uc(svpwm) = uc(spwm) + ei(t),
ei(t) = 1

2 (1 − u∗
max, ) + 1

2
(
−1 − u∗

min
)
,

u∗
min = min

(
ua(spwm), ub(spwm), ug(spwm)

)
,

u∗
max = max

(
ua(spwm), ub(spwm), uc(spwm)

)
.

(7)

The angle of coordinate transformation θe is obtained through the encoder.

2.2. Sensorless Control

The diagram for sensorless control is shown in Figure 2. In Figure 2, the FOC strategy
is still utilized, incorporating SVPWM and coordinate transformation. The only difference
between Figures 1 and 2 is the method of obtaining the electrical angle, θe. In Figure 2,
the electrical angle is determined through the use of a high-order sliding mode observer
(HSMO) combined with a phase-locked loop (PLL). The HSMO plays a crucial role in
accurately estimating the electrical angle, while the PLL assists in synchronizing the esti-
mated angle with the system’s reference signal. This combined technique offers improved
performance and reliability in sensorless control systems, making it well-suited for a wide
range of applications in various industries, including motor drives, renewable energy
systems, and industrial automation. The formula for the HSMO is as follows [26]:[

uα

uβ

]
=

[
Rs +

d
dt Ld ωe

(
Ld − Lq

)
−ωe

(
Ld − Lq

)
Rs +

d
dt Ld

][
iα

iβ

]
+

[
eα

eβ

]
, (8)

[
eα

eβ

]
=

[(
Ld − Lq

)(
ωeid −

d
dt

iq

)
+ ωeψ f

][
− sin θe
cos θe

]
. (9)

Given that the error dynamics (9) represent a time-varying system, it is noteworthy
that the mechanical time constant is significantly larger than the electrical time constant.
Consequently, it suggests that setting ω̇e = 0 is appropriate. Therefore, the error dynamics
of extended electromotive forces (EMFs) can be treated as a time-invariant system. This
insight is crucial for simplifying the analysis and design of control strategies, as it allows
for the application of techniques suitable for time-invariant systems, potentially leading
to more efficient and practical control solutions. Because ω̇e= 0 within a control cycle,
Equation (10) is derived as follows:
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[
ėα

ėβ

]
=

[(
Ld − Lq

)(
ωeid −

d
dt

iq

)
+ ωeψ f

][
−ωe cos θe
−ωe sin θe

]
, (10)

[
ėα

ėβ

]
= ωe

[
−eβ

eα

]
. (11)

Figure 2. Diagram of a sensorless control system for PMSM.

Therefore, based on Equations (8) and (11), the high-order state equation with iα, iβ,
eα, eβ as state variables is formulated as follows:

i̇α

i̇β

ėα

ėβ

 =


− Rs

Ld
−ωe(Ld−Lq)

Ld
− 1

Ld
0

ωe(Ld−Lq)
Ld

− Rs
Ld

0 − 1
Ld

0 0 0 −ωe
0 0 ωe 0




iα

iβ

eα

eβ

+


1

Ld
0

0 1
Ld

0 0
0 0


[

uα

uβ

]
. (12)

By selecting the sliding mode surface on the iα, iβ plane, the high-order sliding mode
observer constructed according to Equation (12) is as follows:

˙̂iα
˙̂iβ
˙̂eα
˙̂eβ

 =


− Rs

Ld
− ω̂e(Ld−Lq)

Ld
− 1

Ld
0

ω̂e(Ld−Lq)
Ld

− Rs
Ld

0 − 1
Ld

0 0 0 −ω̂e
0 0 ω̂e 0




îα
îβ

êα

êβ



+


1

Ld
0

0 1
Ld

0 0
0 0


[

uα

uβ

]
− 1

Ld


k 0
0 k

−m 0
0 −m

[ sign
(
îα − iα

)
sign

(
îβ − iβ

) ]
.

(13)

After estimating the values of back electromotive force êα and êβ, PLL (see Figure 3)
is required to extract angle θ̂e. The formula for extracting the electrical angle using PLL is
as follows:

sin(∆θe) = −sign(ω̂e)êα cos θ̂e − sign(ω̂e)êβ sin θ̂e. (14)

As shown in Figure 3, after calculating sin(∆θe), angular velocity can be calculated through
PI control, and electrical angle θ̂e can be obtained after one integration.

Remark 1. In Figure 3, the phase-locked loop structure differs from a conventional phase-locked
loop by incorporating the signum function. The purpose of introducing the signum function is to
evaluate the angular velocity, thereby determining the direction of rotation of the motor.
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Figure 3. Diagram of phase-locked loop structure.

Remark 2. The incorporation of sign determination for angular velocity is only applicable to the
EMF phase-locked loop. For the flux linkage phase-locked loop, additional judgments are unnecessary
regardless of forward or reverse rotation, as the flux linkage always resides at the d-axis position and
does not change direction with the rotation direction.

3. Flow Chart for Code Generation via Simulink

Figure 4 is the control flow diagram generated by the code. The application layer,
based on MBD, can directly generate C-language code. The host is used for controlling
motor startup, debugging, and data collection. In Figure 4, the low-level code is manually
configured, including components such as an ADC (analog-to-digital converter), timers,
and serial ports. ADC, timers, and serial ports are key interfaces in the REP. The middle
layer serves as a bridge connecting the application layer and the low level. Only a mini-
mal amount of code is required to connect the input and output interfaces. This manual
configuration of low-level code defines our approach as semi-automatic code generation
or model-based design (Semi-MBD). Eventually, all code is compiled in an integrated
development environment (IDE), Keil v5, before being uploaded to the control board.

Figure 4. Flowchart of rapid control prototyping structure using MBD.

3.1. Sensor–Encoder Design

Figure 5 presents a diagram of the Simulink model for sensor-based control. This
Simulink model is capable of not only performing simulations but also generating code for
the application layer. Simulink, a MATLAB-based software, offers a graphical programming
environment for modeling, simulating, and analyzing multi-domain dynamic systems. Its
ability to generate code is particularly useful in streamlining the process of translating a
simulated model into real-world applications, especially in complex control systems used
in motor control. The Simulink model within the ‘FOC_Algorithm’ is shown in Figure 6.
The ‘FOC_Algorithm’ consists of two parts: ‘Chart’ and ‘FOC_MBD’. The chart is used
for controlling startup and bus voltage protection. ‘FOC_MBD’ is utilized for generating
the application layer code. As shown in Figure 6, a total of five inputs is introduced into
‘FOC_MBD’, namely IABC, Real_Theta, Udc, Ref_Id, and Ref_Iq. Among these, IABC and
Udc are obtained through ADC acquisition, Real_Theta is acquired via an encoder, while
Ref_Id is typically set to zero, and Ref_Iq is a reference input obtained from a supervisory
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computer. Additionally, the output of ‘FOC_MBD’ is Tabc, for which the waveform is
a saddle wave that is used in conjunction with timers to generate PWM (pulse width
modulator) signals. The internal components of ‘Chart’ and ‘FOC_MBD’ are shown in
Figures 7 and 8, respectively.

Figure 5. Diagram of a sensor-equipped Simulink model.

Figure 6. Diagram of internal Simulink model for FOC_ Algorithm for sensor–encoder control design.
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Figure 7. Diagram of internal Simulink model for ‘Chart’.

Figure 8. Diagram of internal Simulink model for FOC_MBD.

In Figure 8, ‘Current_PI_control’, ‘Clarke_trans’, and ‘Park_trans’ correspond to
Equations (2)–(4), respectively. The more complex SVPWM corresponds to Equations (5)–(7),
as shown in Figure 9.
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Figure 9. Diagram of internal Simulink model for SVPWM.

3.2. Design of Sensorless Control

Figures 10 and 11 present the Simulink diagram for the sensorless control system.
Compared to that of the sensor-based system shown in Figures 5 and 6, the angle in
this sensorless setup is not acquired from an encoder but is instead estimated using a
combination of HSMO and PLL. Figure 12 shows the model for obtaining the angle in the
sensorless system, where the electrical angle is estimated through HSMO combined with
PLL. The construction of this model is based on Equation (14) and Figure 3.

Remark 3. Apart from the difference in the method of obtaining angle θ̂e, the other parts of the
system are almost identical, with the exception of the gain settings in the PI controllers.

Remark 4. As shown in Figures 5 and 10, a data type conversion module is utilized. This module
converts all external input data into the ‘single’ data type to ensure that the generated code is
entirely of the ‘float’ type. Additionally, the use of a ‘double’ conversion module converts the ‘single’
type outputs back to ‘double’. This ensures proper execution of the simulations. The purpose of these
conversions is to align the data types used in the simulation with those in the real-world application,
facilitating a seamless transition from the model to the actual implementation.

Remark 5. To adhere to the Shannon sampling theorem, a ‘Rate Transition’ module is used. This
module sets the execution frequency of the FOC algorithm to 10 kHz, while the frequency for the
rest of the modules is set to 20 kHz. As this approach ensures that the sampling rate is sufficient to
accurately capture and reconstruct the signal, a fundamental principle is derived from the Shannon
sampling theorem, which states that the sampling rate must be at least twice the highest frequency
present in the signal to accurately represent it without aliasing. By setting different frequencies
for the FOC algorithm and other modules, the system effectively balances the performance and
computational load.
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Figure 10. Diagram of sensorless Simulink model.

Figure 11. Diagram of internal Simulink model for FOC_ Algorithm for sensorless control desgin.
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Figure 12. Diagram of high-order sliding mode observer model.

4. Simulation Results

This section presents the simulation results. The parameters of the PMSM are listed in
Table 1. The parameters used in the simulation are detailed in Tables 2 and 3, including
those for both sensor-based and sensorless control.

Table 1. Parameter values of the PMSM.

Parameters Value Unit

Resistance Rs 0.05 Ω
Inductance Ls 9.8 × 10−5 mH

Flux linkage φ f 0.0065 Wb
Inertia J 2.7 × 10−5 kg · m2

Damping coefficient B 4.924 × 10−5 N · m · s /r
Pole pairs pn 5

Table 2. Parameter values of the controller for the sensor case.

Parameters Value

kpd 0.1470
kid 75
kpq 0.1470
kiq 75
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Table 3. Parameter values of the controller for the sensorless case.

Parameters Value

kpd 0.1470
kid 75
kpq 0.1470
kiq 75
k 1
m 0.17

kpPLL 5
kiPLL 50

4.1. Sensor–Encoder Simulation Results

Figures 13–15, respectively, show the d-axis current tracking waveform with the sensor,
the q-axis current tracking waveform, and the saddle wave waveform. Figures 13 and 14
demonstrate effective tracking performance, thus validating the feasibility of the simulation
results. From Figure 13, it is evident that with the strategy where id = 0, the id value remains
consistently at zero. Additionally, as shown in Figure 14, the iq current is effectively tracked
against the desired iq current. Figure 15 simultaneously presents a distinct saddle wave,
where the variations depicted are due to changes in the current.

4.2. Simulation Results Using Sensorless Control

Figures 16–18, respectively, illustrate the d-axis current tracking waveform, the q-
axis current tracking waveform, and the saddle wave waveform for the sensorless case.
Figures 16 and 17 demonstrate effective tracking performance, thereby confirming that the
simulation outcomes are reasonable. Figure 16 reveals that, compared to Figure 13, there
are fluctuations in the current, though they are relatively minor. This is attributed to the
requirement for electrical angle estimation in sensorless control, which directly influences
the angle used in coordinate transformations. The minor nature of these fluctuations is
considered acceptable within the context of sensorless control. Furthermore, to demon-
strate the efficacy of iq tracking in sensorless control, Figure 17 sets the desired iq to vary
significantly. Moreover, Figure 18 displays an exemplary saddle wave form.

Figure 13. d-axis current with sensor in simulation.
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Figure 14. q-axis current with sensor in simulation.

Figure 15. Saddle waveform for generating PWM with sensor in simulation.

Figure 16. d-axis current without sensor in simulation.
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Figure 17. q-axis current without sensor in simulation.

Figure 18. Saddle waveform for generating PWM without sensor in simulation.

5. Results of Experiment

A PMSM driven by a PWM inverter connected to a three-phase voltage source was
developed. This inverter operates at a switching frequency of 10 kHz. To introduce load
disturbances, a current brake is employed to modulate the output torque of the eddy current
brake by varying the excitation current. The control algorithms discussed in this study
were implemented in a GD32F407RET6 microcontroller (GigaDevice, Beijing, China), which
operates at a clock frequency of 168 MHz. These programs were developed using Keil IDE
version 5.36 and were subsequently transferred to the microcontroller via a J-link debugger
(version 12). The experimental data were collected using a speed sensor. The configuration
of the experimental hardware is illustrated in Figure 19.

To facilitate the integration of the code generated by the model with the IDE for use,
the method of connection was outlined, as demonstrated in Figures 6 and 11. For closed-
loop simulation, inputs such as three-phase current and bus voltage are required, while the
output should generate a saddle waveform to produce six PWM signals. Consequently, the
interfaces used in the experiments based on the REP approach were consistent with those
depicted in the figures. The three-phase current and bus voltage were collected through the
chip’s ADC module, and the saddle waveform was connected to the timer’s register. This
approach is applicable to both sensor-based and sensorless control systems; the primary
distinction between them lies in whether a sensor is utilized to obtain the angle.
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Figure 19. Experimental object platform.

Remark 6. To demonstrate the feasibility and efficiency of the REP, the parameters for both
experiments and simulations were kept consistent, as shown in Table 2.

Remark 7. The limitation of REP is that it does not have fully automatic code generation. Although
it does not have the feature of fully automatic code generation, only a small amount of code is
required in REP to complete the connection between the bottom layer and the application layer.

5.1. Results of Sensor–Encoder Experiment

The outcomes of sensor-controlled operations with the encoder are depicted in
Figures 20–22, which show, respectively, the results for the d-axis current, the q-axis current,
and the three-phase current. The figures demonstrate effective control outcomes, validating
the feasibility of the REP. These three images are based on the REP scheme for sensor-based
control, where the parameters of the controller used are consistent with those in the simula-
tions. In Figure 20, it can be observed that the id value remains minimal, fluctuating within
the range of ±0.2 during the actual process, exhibiting only minor spikes in the signal when
the iq current changes. In Figure 22, the variation in the three-phase current is smooth, and
as current iq decreases, the actual three-phase current also diminishes.

5.2. Results of Sensorless Control Experiment

The results with sensorless control are presented in Figures 23–25, which illustrate,
respectively, the outcomes for the d-axis current, the q-axis current, and the three-phase
current. The figures show favorable control results, affirming the feasibility of the REP.
The outcomes of sensorless control exhibit slightly more fluctuation compared to those
of sensor-based control, but are viable for sensorless control applications. In sensorless
control, the current ripple is larger compared to sensor-based control, which is deemed
reasonable and feasible. This is because, in sensorless control, it is necessary to estimate the
electrical angle which directly affects the current. However, as observed in the three-phase
current from Figure 25, although there are fluctuations in the current ripple, they remain
within the range of ±1 A. To validate the effectiveness of the REP approach, the parameters
here are kept consistent with those used in the sensorless simulations.
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Figure 20. d-axis current with sensor in experiment.

Figure 21. q-axis current with sensor in experiment.
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Figure 22. 3-phase current with sensor in experiment.

Figure 23. d-axis current without sensor in experiment.

Figure 24. q-axis current without sensor in experiment.
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Figure 25. 3-phase current without sensor in experiment.

6. Discussion

This study presents the design of a code generator for REP based on a model approach.
By utilizing REP, users can swiftly set up simulations and experiments, thereby accelerating
the development of control strategies. Additionally, because REP does not rely on complex
toolboxes and solely utilizes basic Simulink models and Simulink-to-C language tools, the
generated code exhibits commendable portability. The feasibility of REP is confirmed by
demonstrating the progression from model-based and sensorless control to simulation, and
from simulation to experimental validation. Through REP, simulations can be performed
first, and desired simulation results can be obtained in advance of experiments which can
avoid safety hazards and property losses caused by direct experiments. Product develop-
ment can therefore be accelerated. At the same time, REP is a solution based on MBD and
can handle complex electromechanical systems well.
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