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Abstract: Evaluating the performance of self-adaptive systems is challenging due to their interactions
with often highly dynamic environments. In the specific case of self-healing systems, the performance
evaluations of self-healing approaches and their parameter tuning rely on the considered characteristics
of failure occurrences and the resulting interactions with the self-healing actions. In this paper, we
first study the state-of-the-art for evaluating the performances of self-healing systems by means of a
systematic literature review. We provide a classification of different input types for such systems and
analyse the limitations of each input type. A main finding is that the employed inputs are often not
sophisticated regarding the considered characteristics for failure occurrences. To further study the
impact of the identified limitations, we present experiments demonstrating that wrong assumptions
regarding the characteristics of the failure occurrences can result in large performance prediction
errors, disadvantageous design-time decisions concerning the selection of alternative self-healing
approaches, and disadvantageous deployment-time decisions concerning parameter tuning. Furthermore,
the experiments indicate that employing multiple alternative input characteristics can help with reducing
the risk of premature disadvantageous design-time decisions.
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1. Introduction

A self-adaptive system (SAS) is capable of modifying itself at runtime in response to the changes
of the environment and the system itself. Violations of certain functional and nonfunctional goals
trigger the self-adaptation [1]. Equipping the software system (adaptable software) with an external
adaptation engine, such as a MAPE-K feedback loop, enables the realization of self-adaptive capabilities.
The evaluation of self-adaptive systems is not trivial. On one hand, these systems often have a complex
structure due to an additional control layer. The system is also subject to changes in unforeseen ways
as a result of the adaptation [2]. On the other hand, these systems are designed to be operated in highly
dynamic environments, and therefore require continuous monitoring of their behavior and execution
environment [3].

A self-healing system (SHS) can discover and diagnose the runtime disruptions such as failures and
react to them by dynamically adapting and reconfiguring the system. Self-healing systems are usually
characterized by restrictions (e.g., adaptation is only needed if failures occur) [4]. In the specific case of
SHS, the evaluation of the performance of the alternative self-healing approaches and their parameter
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tuning relies on the considered characteristics of failure occurrences and the interaction between the
occurrence of failures and the self-healing approach.

Over the last few decades, a huge body of work on engineering SAS including SHS has been developed
by researchers and engineers. As distinguished in [3], during the lifetime of a SAS in general, evaluation
concerns design-time, deployment-time, and runtime decisions. As a first step in evaluating a SAS,
the quality of the employed self-adaptive approaches is investigated. The choice of the proper adaptation
approach is a design-time decision. The quality of the design-time decisions significantly influences
the overall quality attributes of SAS [5,6]. Performance and optimality are the main quality attributes
meaningful for evaluation of SAS. The studies focusing on evaluation at this level are concerned with early
stage performance of the system during the development process.

The second group of evaluation attempts for SAS are concerned with investigating the performance
achieved through self-adaptivity. This group does not directly study the self-adaptation approaches, but
monitors the SAS at deployment-time or runtime in its fully operational mode and analyses the quality
of adaptation after each adaptation cycle. This step requires exposing the SAS to a wide spectrum of the
potential inputs and investigating the quality of its behavior. Runtime and deployment-time adjustments
to the self-adaptation approaches such as parameter tuning are subject to this class of evaluation.

The two groups of the studies on evaluation of SAS require sound and reproducible experiments
on the system, under controlled and customizable conditions. Simulators allow evaluating the system
under controlled and reproducible conditions. This enables the comparison of multiple solutions under
similar circumstances.

For the evaluation of SHS, the possibility to inject failures is critical for simulated experiments [7].
The reason is that failures are rare events, and therefore testing for them in the operational environment
requires long measurements and is often not feasible. Moreover, testing for failures in the operational
environment is often also not desirable due to the possibly negative consequences. However, using
simulators comes with the problem that the simulated model and its characteristics always only mimic
the behavior of the real system to a limited extent, and therefore conclusions that are made based on
simulation may lack generality [8].

In this paper we at first study the state-of-the-art for evaluating the performance of SHS by means of
a classification of the approaches concerning their considered input and a systematic literature review,
both of which refine our findings presented in [9]. Furthermore, we extend the considerations of [9], by
also analysing the identified classes of approaches employing specific input types and discussing their
limitations. Our systematic literature review conducted in [9] and extended in this work reveals that
while majority of the existing work on performance evaluations of SHS use simulation-based evaluation
schemes (97%), often the characteristics considered for the occurrences of failures in these studies are
not sophisticated, and thus the validity of the outcome is often not clear. Workload related metrics such
as response time, throughput, and working versus adaptivity time need to be measured to analyze the
performance for SAS [10].

The input for a SHS is a trace of failure occurrences (i.e., failure trace). Employing customizable failure
traces with statistical parameters provides a workload with controllable volatility for SHS. Only employing
such input traces (i.e., failure traces) can enable thorough and credible evaluation of SHS (see [11]).

We further study the impact of the identified limitation concerning the characteristics of the
occurrences of failures via four hypotheses. The proposed hypotheses indicate that: (I) Incorrect
assumptions regarding the characteristics of the input trace can result in large prediction errors for
the performances of self-healing approaches. (II) Employing the wrong characteristics for the occurrence
of failures can result in disadvantageous design-time decisions concerning the selection of alternative
self-healing approaches and (III) disadvantageous deployment-time decisions concerning parameter
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tuning. Finally, (IV) employing multiple alternative input traces with volatile characteristics of the
occurrence of failures can reduce the risk of premature disadvantageous design-time decisions.

The case study employed throughout this paper is mRUBiS [12], an instance of the common RUBiS
that is frequently used for validating self-adaptation mechanisms [13]. mRUBiS is an online marketplace
hosting an arbitrary number of shops. Each shop contains 18 components of different types. Components
of a shop can adapt and be configured independently of each other. Self-healing capabilities are added to
mRUBiS via running a MAPE-K feedback control loop. We investigate the proposed hypotheses through a
set of empirical experiments on mRUBiS. We explore a set of self-healing approaches in combination with
multiple failure traces to demonstrate the validity of the hypotheses via several test cases.

The empirical assessments of the proposed hypotheses confirm that inaccurate assumptions regarding
the characteristics of the input failure trace of a SHS at design-time can result in up to 138% performance
prediction error of the self-healing approaches and up to 51% performance loss, as they might result in
disadvantageous and premature choices of self-healing approaches. The experiments further demonstrate
that tuning the optimization parameter of the self-healing approaches based on incorrect assumptions
regarding the characteristic of the input trace at deployment-time can cause up to 575% performance loss
for the SHS. Finally, the empirical assessment of the hypotheses suggests that employing multiple input
traces to steer the choice of self-healing approaches at design-time reduces the risk of premature wrong
decisions by 48%.

This paper extends our previous work [9] with the following novel contributions: (I) We extend
the study of the state-of-the-art for evaluating the performance of SHS by providing a classification of
different input types for simulated SHS. (II) For each recognized input category for a simulated SHS, we
analytically discuss the validity scope and limitations of the generated output. (III) We demonstrate the
potential impacts of insufficient considerations of the input trace characteristics on the performance of SHS
and the risk of making disadvantageous premature decisions via proposing and empirically validating
four hypotheses.

The paper is structured as follows: The problem space of evaluating SHS together with a classification
of the input types for simulated SHS is discussed in Section 2. Section 3 presents the state-of-the-art on the
performance evaluation for SHS. In Section 4 we analytically discuss the legitimacy of the claims regarding
the evaluation of SHS. We also discuss for each input type of SHS, the feasibility of different output types.
Section 5 presents four hypotheses regarding the impact and importance of proper consideration of input
characteristics for performance evaluation of SHS. The section provides an empirical validation of the
hypotheses on several variations of simulated SHS together with the threats to the validity of the results.
A discussion of the findings together with suggestions for required improvements in evaluation of SHS is
presented in Section 6. Section 7 concludes the paper and provides an outlook for the planned future work.

2. On the Evaluation of SHS

A SHS is a reactive system that responds to external stimuli or failures (i.e., input) with repair actions
in form of system reconfigurations. In the dependability literature, such component failures are named
faults, while only failures of the overall system are named failures (see [14]). For simplicity, we employ
here the terminology of [11] where this distinction is not made. In the following we describe the problem
space for evaluation of SHS and provide a classification of potential input types for simulated SHS.

2.1. Problem Space of SHS Evaluation

Figure 1 extends the generic diagram of the system under evaluation presented in [15] and sketches
the three main elements of the SHS under evaluation: (1) the input of the SHS, (2) the adaptable system
together with the adaptation engine forming the system under evaluation, and (3) the output of the SHS.
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There are four elements shaping the problem space of the SHS and its evaluation [16]: failure model,
system response, system completeness, and design context.

Figure 1. Elements of SHS under evaluation.

The failure model captures the hypotheses concerning the relevant failures, their characteristics, and
their distribution. This corresponds to input (i.e., failure trace) in Figure 1. System response (output in
Figure 1) captures the ability of the system for fault detection, the response of the system to the detected
faults, and the correctness assurance for the system response (see [16]). System completeness reflects the
completeness of the system architecture, evolution, self-knowledge, and designer knowledge. Design
context refers to other factors that influence the scope of self-healing, such as user involvement, system
scope, abstraction level, and behavioral predetermination.

The failure model and system response play substantial roles in particular for evaluation of SHS [17].
To evaluate the output or system response of SHS via simulated experiments, it is required that the simulator
reflects properly whether a chosen repair activity leads to the expected effects. System performance
is reported to be one of the most common quality attributes that is measured as system response for
evaluation of SHS and SAS in general [5,6]. The performance of a system can be realized via various
metrics capturing the quality of the service provided by the system [18]. Robustness claims for the
performance measurements, or in general any output measurements of a system under evaluation are
only justified if the system is evaluated in the presence of various volatile input conditions [19].

For a SHS under evaluation, a representative input refers to a (set of) failure trace(s) with volatile
characteristics thoroughly describing properties of the potential operational environment of the SHS.
Input of a SHS under evaluation is considered to be reliable if it prevents disadvantageous decisions
at design-time or deployment-time that are purely made based on the assumptions regarding the
characteristics of the input.

To achieve a proper failure model, the simulator is required to faithfully reflect both the characteristics
of the failures and of the failure occurrences (i.e., failure profile). Defining a failure model is necessary for any
SHS [7]. Koopman [16] outlines characteristics such as failure occurrence duration, failure manifestation,
failure source, granularity, and failure profile expectations—the elements that should be captured by a
failure model for a SHS.

As studies of failure occurrences observed for real systems indicate, failures are often not
independently occurring but correlated in time or space (referred to as failure bursts) [11]. A failure
profile can be characterized via the attributes such as failure group size, inter arrival time, and failure exposure
time, as shown in Figure 2.

Failure group size (FGS) is the number of time or space correlated failures that occur approximately at
the same time or within a short time span. Inter arrival time (IAT) is also known as mean time between
failures (MTBF). IAT represents the time between two occurrences of failure groups or bursts. Failure
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exposure time (FET) is the time window during which time or space correlated failures affect the system.
Thus, each burst occurs within the FET.

Figure 2. Characteristics of a failure profile.

The granularity and the magnitude of the failures are also enumerated as features that shape a failure
model [16]. To obtain a failure profile, intensive studies of the considered (simulated) system over a
considerably long period (months or years) are required.

2.2. Classification of Input Types for Simulated SHS

A SHS under evaluation can be either simulated or executed. The execution of a SHS is either in its
planned operational environment or in an artificially synthesized one. When operating the system in its
planned operational context, it is often not possible to observe all the relevant system characteristics.
The environment characteristics also cannot be influenced. Furthermore, certain changes such as
component failures directly affect the operational system, and therefore, are costly. Consequently, the
community usually employs simulators to mimic the environment and sometimes even the characteristics
of the SHS [6].

Figure 3 presents a classification of the possible input types for simulated SHS. The tree structure
depicts the identified types ranging from the most naive on the left to the most complex on the right side of
the tree (both outlined with dash lines). As stated in [14], the construction of the test inputs (i.e., synthetic
failure model) for a simulated system can be either deterministic or probabilistic. A deterministic failure model
defines the characteristics of the failure profile with scalar values and therefore, generates traces with
deterministic characteristics for occurrences of failures. A probabilistic failure model employs probability
distributions to characterize a failure profile. Such a statistically defined failure model is either an outcome
of fitting statistical models to recordings of real data (fitted to real data) or does not fit parts (or any) of the
failure profile attributes to real data (i.e., not fitted to real data).

A probabilistic failure model that is not fitted to real data is constructed based on artificially synthesized
probability distributions. Characteristics of failure occurrences such as FGS, IAT, and FET are defined
based on probability distributions. However, the employed distributions are not based on real data.
Random or uniform distribution of failures are examples of such probabilistic traces.

A probabilistic failure model which is fitted to real data characterizes the occurrence of the failures
with respect to multiple attributes as shown in Figure 2. The failure occurrence characteristics are obtained
via fitting statistical distributions to real data. As a result, traces generated from these failure models are
considered more representative of real world failure traces compared to the alternatives, which are either
probabilistic traces not fitted to real data or deterministic traces.
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Figure 3. Classification of input types for a simulated SHS.

Between the probabilistic failure models not fitted to real data and ones that are fully fitted to real data
there is a wide range. The spectrum starts from failure models that are fully artificial and none of the
failure occurrence characteristics are extracted from or fitted to real data. In between are the traces whose
characteristics are partially manually defined and partially fitted to real data. An example is a failure
model which fits the failure density (i.e., the overall number of the failures in the trace) and FGS to real
data but the values for IAT are defined manually. On the other end of the spectrum are models that fit all
the possible failure occurrence characteristics to real data.

Finally, a recorded real failure trace in Figure 3 refers to a continuous recording of failure occurrences
in a real system. The trace captures the realistic characteristics of the failure occurrences. A simulated
experiment can be steered via injecting failures accordingly by replaying the trace.

3. State-of-the-Art

A systematic literature review (SLR) on the state-of-the-art in evaluating the performance of SHS is
presented in [9]. This section complements the findings of [9] by mapping the results of the conducted
SLR to the classification of the input types for simulated SHS presented in Section 2.2. To that end,
the classification of the investigated studies in [9] is modified accordingly to be aligned with the improved
classification of the SHS input types proposed in this paper. The conducted research method in this part
follows the standard practice in systematic literature reviews [20].

3.1. Research Questions

This literature review attempts to answer the two research questions (RQ):
RQ1: What is the state-of-the-art in evaluating the performance of SHS?
RQ2: How are the failure traces designed for the evaluation of SHS?

3.2. Selection Method

The adopted scheme to search the literature and the selection criteria for the analyzed studies are
specified in the following.

3.2.1. Search Term and Query String

We aim to identify studies in the context of SAS, focusing on self-healing behavior. To this end, we
used the term “self-healing” as the query string. To make sure that all the relevant studies on SHS are
covered, we extend the search to the metadata (i.e., title, abstract, and keywords).
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3.2.2. Searched Databases and Venues

To study the state-of-the-art in evaluating the performance of SHS, we investigated the papers
published in the main conferences and journals in the areas of autonomic, self-adaptive, self-organizing,
and self-managing systems. Therefore the searched venues are the TAAS journal and the conferences
ICAC, SASO, and SEAMS along with their companion workshops. We carried out automatic searches on
the ACM DL and IEEE Xplore databases. We set no limit on the publication year, even though the concepts
of autonomic computing and self-* systems have developed only since 2002.

3.2.3. Inclusion and Exclusion Criteria

The scope of our literature review is restricted to performance evaluation of SHS. Table 1 enumerates
the considered inclusion criteria (IC) and exclusion criteria (EC) along with the number of the studies
satisfying each criterion. After retrieving the preliminary search results from the explored databases, each
paper is analyzed against the IC and EC listed in Table 1. A paper is considered in our literature review if
it satisfies all IC and no EC.

Table 1. Inclusion and exclusion criteria.

Inclusion Criteria # of Studies

IC-1: There is an implementation for a SHS 41
IC-2: The performance of SHS is measured 39

Exclusion Criteria

EC-1: There is no implementation of a SHS 36
EC-2: The performance of SHS is not measured 2
EC-3: A more complete version of the study is selected 3

Total included studies (satisfying all IC and no EC) 36

3.3. Selected Studies

The search on the databases was conducted on 1 March 2019. The preliminary search resulted in
a total number of 77 studies. Table 2 shows the distribution of the search results among the considered
venues before and after applying the IC and EC.

Table 2. List of venues and search results.

Venue Initial # of Studies # of Studies after
Applying IC and EC

ICAC & Workshops 36 14
SASO & Workshops 20 7
SEAMS 19 14
TAAS 2 1

Sum of tudies 77 36

Each study is evaluated against the IC and EC listed in Table 1. In summary, 36 studies satisfy all IC
and no EC, which are included in the literature review.

3.4. Results

For our literature review, we selected 36 papers that provide a performance evaluation for SHS. In the
following we reflect on the analyzed studies to answer the research questions.
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3.4.1. RQ1

RQ1: What is the state-of-the-art in evaluating the performance of SHS?
97% of the analyzed studies employ simulators to mimic a real SHS in their performance evaluations.

We identified a single study (3%) that executes a real system to evaluate the performance of SHS [21]. This
is inline with the related finding of [6], which suggests that simulation-based experiments are the most
dominant approach employed for the evaluation of SAS in general.

3.4.2. RQ2

RQ2: How are the failure traces designed for the evaluation of SHS?
The selected studies are further analyszed regarding their choices on designing the input for SHS.
Figure 4 summarizes the design choices of inputs for the evaluation of SHS in the reviewed studies.

Our SLR revealed eight studies (22%) that do not report on the employed trace for the occurrences of
failures in their evaluations of SHS [7,22–28]. Therefore, we only have data for 78% of the investigated
papers. A large proportion of the reviewed papers, 16 studies (44%), employ single deterministic traces to
steer the failure injection in the simulated experiments [17,29–43]. In these studies the characteristics of the
failure occurrences such as FGS and IAT are not determined by a probability distribution but determined
for each occurrence explicitly as scalar values (see Section 2.2). FET is not recognized as a dimension for
characterizing the employed failure traces.

Figure 4. Choice of input for SHS among the studies.

Six studies (17%) use a naive variation of probabilistic failure models not fitted to real data, which is random
occurrences of failures to characterize the input for the SHS [44–49]. In these studies, the number of the
failures (i.e., FGS) is deterministic, but the IAT and FET are randomly defined. We identified three studies
(8%) that use recorded real failure traces as input for simulated SHS. In [50–52], manually adjusted recordings
of the real-world failure traces are injected to the simulated SHS. However, a representative model of the
nature of the source trace including FGS, IAT, and FET of the failure occurrences is missing from [50–52].
The FGS, IAT, and FET of the failure occurrences are cleary defined via statistical distributions in [53,54].
A probabilistic failure model not fitted to real data is used in [53] to generate multiple failure traces, and [54]
employs multiple failure traces generated by probabilistic failure model fitted to real data.

Our literature review identifies a single paper using a real system for the evaluation of SHS [21].
In this paper, failures are not artificially injected to the system and occur as the real system equipped with
self-healing properties is executed in its real operational environment. This scheme for the evaluation
results in long experiments since the failures occur infrequently. The experiments in [21] however lack
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reproducibility and controllability, since they are not conducted under controlled conditions, and the
feasibly of reproducing the exact failure traces is not investigated.

4. Analytical Assessment

In the following we analytically assess the scope of credibility and trustworthiness of SHS evaluation
for each of the input types classified in Figure 3. For each recognized input type, we discuss which claims
regarding the input and output of the SHS are justified and whether the evidence suffices for qualitative
and (or) quantitative evaluation of the output.

4.1. Deterministic Failure Model

A deterministic failure model and the resulting deterministic traces do not aim to be generic and only
provide minimal coverage of the input space for SHS, and hence fail to suffice for a quantitative evaluation
of the SHS. As discussed in Section 2.1, a representative input space for SHS includes employing multiple
arbitrarily long failure traces with volatile characteristics regarding failure occurrences. Employing
multiple deterministic traces does not improve the evidence regarding generality and robustness, since they
cannot provide more than only partial coverage of the SHS input space. The coverage of the input space is
limited to the variants of the considered deterministic traces and is not extendible. Therefore, such traces
are not representative.

Deterministic traces support qualitative evaluation only for the considered fraction of the input space
and do not suffice to address generic claims on quantitative evaluation of the SHS. However, multiple
arbitrary long deterministic traces with volatile characteristics can support qualitative evaluation for
the segments of the input space covered by the traces. On the other hand, multiple deterministic traces
with volatile characteristics cannot be considered reliable to steer the design-time and deployment-time
decisions, because they only describe limited instances of the possible futures for a SHS under evaluation.

4.2. Probabilistic Failure Model

Probabilistic failure models employ statistical distributions to define the characteristics of failure
occurrences, allowing the generation of multiple arbitrarily long failure traces with desired characteristics.
This provides a reasonably good coverage of the potential input space of the SHS and supports qualitative
evaluation of the SHS. As a result, employing probabilistic failure models to generate input traces for a SHS
under evaluation allows robustness testing for performance measurements and can be considered reliable
to steer the design-time and deployment-time decisions.

As discussed in Section 2, probabilistic failure models vary from not fitted to real data to those which
are fully fitted to real data. As the choice of input for SHS changes from probabilistic failure models not
fitted to real data towards the ones fitted to real data, the failure models and resulting failure traces are
more representative of the real operational environment of the SHS under evaluation. This improves the
credibility of the quantitative evaluation of the simulated SHS.

A probabilistic failure model that is fully fitted to real data obtains all the possible characteristics of
the failure occurrences from fitting statistical distributions to real data. The quality of such models
and resulting traces rely on the amount and the quality of the real data used to derive the probabilistic
distributions. In addition, if the probabilistic failure model is not fully fitted to real data, the extent and the type
of the manually defined characteristics of the failure occurrences influence the quality and credibility of
the input.

Any probabilistic failure model that manually defines parts or all of the failure occurrence characteristics
is not fully representative of the potential spectrum of the SHS input space, because certain characteristics
are either not captured at all or are not necessarily representative of real failure traces. Therefore,
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probabilistic failure models not fully fitted to real data fail to support any claims of being representative
of a real operational environment for a SHS which is key for the credibility of the quantitative analysis of
the simulation-based outputs.

A probabilistic failure model fitted to real data on the other hand, as discussed in Section 2, fully captures
the characteristics of the failure occurrences and is representative of the real operational environment for
the SHS. Employing multiple traces generated from a probabilistic failure model fitted to real data as input
supports credible quantitative and qualitative evaluation of the SHS, since all the characteristics of failure
occurrences are represented via statistical distributions and can be tuned to cover a large spectrum of the
input space for SHS.

4.3. Recorded Real Failure Trace

While playing back a recording of a real failure trace as input for a simulated system improves the
credibility of the simulation-based experiments, the resulting output of a single recorded real failure trace
lacks generality. Employing a single recorded real failure trace as input for SHS evaluation only supports
single experiment run and does not support any claim on certain qualitative evaluation metrics, such as
resilience, reliability, and robustness testing [3]. While such a trace contains realistic characteristics of
occurrences of failures, it only captures one possible future for the simulated SHS and fails to cover a large
and representative spectrum of the input space. We argue that in this case the output of the SHS under
evaluation is inconclusive and cannot support any qualitative evaluation on the performance, since it lacks
generality. Therefore, multiple recorded real failure traces with different characteristics which evaluate the
performance of the SHS for multiple future operation contexts are required. This supports the required
number of the experiments to obtain robust results.

To collect multiple representative recordings of real traces, the real system needs to be monitored
for a considerably long time to identify all the correlations between the failures. Therefore, since failures
are often rare events and do not occur frequently, having access to multiple recorded real failure traces for a
simulated system is often not feasible or very costly to obtain.

Among all the possible variations of the input types for evaluation of simulated SHS (see Figure 3),
multiple recorded real failure traces or multiple failure traces generated from probabilistic failure models
which are fully fitted to real data can provide a representative input set for evaluation of the SHS that can
be tested for robustness of the results. A representative recorded real failure trace or a probabilistic failure
model which is fitted to real data allow deriving simulated behavior which mimics the characteristics of
failure occurrences in a real system. Therefore, when conducting simulated experiments for SHS, only
the two input types would allow justifying general claims regarding certain quality attributes including
performance, throughput, robustness, etc. Any other input type for the simulated SHS does not result
in conclusive output for the purpose of quantitative evaluation. Qualitative evaluation of SHS can be
supported if the employed failure traces(s) provide good coverage of the input space of SHS. However, as
discussed earlier in Section 2, the effort to obtain multiple recordings of real systems can be very high or
even infeasible. A trade-off solution can be employing probabilistic failure models which are fully fitted to
real data.

5. Empirical Assessment

In this section we present four hypotheses on the importance of input considerations for
design, deployment, and evaluation of SHS. We validate the proposed hypotheses via a set of
empirical experiments.
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5.1. Case Study

The empirical experiments are conducted employing a simulator of mRUBiS—an online marketplace
that hosts an arbitrary number of shops, each consisting of 18 components [12]. Each shop can be
configured differently and runs isolated from the other shops. mRUBiS is a variant of the common RUBiS
that is frequently used for testing and validating self-adaptation mechanisms [13].

We are particularly interested in self-healing, i.e., to automatically repair runtime failures; therefore,
we equip mRUBiS with a MAPE-K feedback loop (adaptation engine in Figure 1). The simulator is also
equipped with failure injection capabilities; hence, it is suitable for injecting failures according to different
distributions. The simulator emulates failures in mRUBiS which are detected later on via the self-healing
properties enabled by the MAPE-K feedback loop. The variant of the applied mRUBiS hosts 100 shops.
Overall, the simulator includes 1800 components.

5.2. Measurements: Utility and Reward

As a measure of performance for the self-healing approaches, we consider the accumulated utility
of the SHS over time (i.e., reward) [55]. To compute the utility values for the SHS, a utility function is
required to express how well each configuration of the system in its domain satisfies the functional and
non-functional goals of the system [56]. Then, the utility can be accumulated over time to determine the
obtained reward.

In general, for a software system, utility can be obtained from service level agreements (SLA), learned,
or analytically constructed [54]. In our experiments we employ the analytical scheme proposed in [43,57]
to determine the utility of dynamic software architectures. However, the specific choice of the utility
function elicitation method is not important here, as it is the same for all the considered alternative
self-healing approaches in this study. The employed utility function evaluates the system configuration
after each adaptation (i.e., repair of runtime failures). The utility and the reward of the system are measured
independently from the employed self-healing approaches.

In mRUBiS—our employed case study—the overall utility of a shop is the sum of the sub-utilities of
all the components in the shop. The utility of the system is the sum of the utilities of all shops.

5.3. Spectrum of Considered Self-Healing Approaches

Self-healing approaches can be categorized in various ways. In our empirical experiments we structure
the spectrum of the considered self-healing approaches with respect to their employed planning schemes.
The spectrum is limited to three self-healing approaches developed in our former work [43,58]:

Static. In this approach, the cost and the benefit of the repair actions are estimated at design-time.
Based on these static estimates, the repair actions for each type of failures are assigned statically. The drop
of the system utility caused by each type of failure is estimated at design-time, which leads to a fixed order
in which the failure types are addressed by this approach. Since the approach is purely static, it does not
add any runtime overhead due to planning for the repair of the failures (see [43,58]).

Solver. This approach employs a costly runtime optimization to maximize the overall utility of
the system during the planning phase. Since the approach uses a constrain solver to optimize the
objective function, we refer to it as the solver approach. The approach uses the utility function as
the objective function to form an ordered sequence of repair actions. The tasks of assigning proper
repair action to each failure and prioritizing them for execution are defined as optimization problems.
As shown in [58], the approach is an optimal (concerning system utility) but expensive heuristic employing
optimization-based planning, and suffers from a large runtime overhead.

U-driven. This is an optimal and cost efficient approach employing utility-driven planning.
The impacts of different repair actions are computed at runtime by employing a utility function. Following
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greedy decision making, the repair actions resulting in the largest impacts on the overall utility are chosen
to be applied first. The order in which failures are resolved and the proper repair actions to resolve them
are decided based on the runtime observations regarding the affected components and the utility drops
caused by the failures.

5.4. Execution Horizon

The execution horizon is an ordered list of planned repair actions chosen for execution during the
current self-healing loop. The size of the execution horizon, k, is a parameter that is relevant for model
predictive control [59], sequence planning [60], and the planning phases of various approaches (e.g., [61])
that employ scheduling strategies for the potential adaptation steps. Therefore, inspired by the model
predictive control, we impose the execution horizon as an optimization parameter of the self-healing
approaches which affects the performance of the SHS.

The planing horizon is a list of all the repair actions assigned to all the observed failures before the
current self-healing loop. During the planning phase of a self-healing loop, the self-healing approach
assigns the proper repair actions to the detected failures. The assignment and ordering of the repair actions
is steered based on design-time or runtime estimates of the impact of the repair actions (see Section 5.3).

An execution horizon of size k, however, only considers the first k repair actions in the planning
horizon for execution in the current self-healing loop (see Figure 5). After repairing the k corresponding
failures, the current self-healing loop ends and the remaining unresolved failures are considered together
with the newly occurred failures in a subsequent self-healing loop. For example, if the execution horizon
is of size one (i.e., k = 1), only the first planned repair action is executed and the re-planning is initiated in
the subsequent self-healing loop based on the new observations and remaining unresolved failures.

Figure 5. Planing and execution horizon.

The advantage of execution horizon of size one (or small sizes in general) is that the self-healing
approach utilizes the most recent failures immediately, as opposed to ignoring them until the execution of
all the planned repair actions ends. The disadvantage of applying a small size for the execution horizon is
that the repair of several failures (that are in the planning horizon and not in the execution horizon) is
delayed to the subsequent loop(s). This delays the potential improvements of the utility as a result of the
repair action executions. In cases where the planning phases of the self-healing approaches have large
runtime overheads (e.g., the solver approach in Section 5.3), the resulting delay in the respective utility
improvements can be considerably large and cause sever performance loss for the SHS.

5.5. Selected Traces for Failure Occurrences

As revealed by the foundational work on characterizations of failure occurrences in computer
systems [62–64], failures often have a bursty character. Studies of failure traces observed for real systems
indicate that failures are often not occurring independently, but correlated in time or space (referred to as
failure bursts) [11]. This phenomenon occurs due to failure propagation in the system where the occurrence
of a single failure triggers a sequence of failures in other parts of the system within a short time span.
Numerous fault tolerant algorithms [65,66] make the strong assumption that failures occur independently.
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However, bursty failure traces do not act in accordance with this assumption. The occurrence of failure
bursts often makes the availability behavior of different system components correlated. Ignoring the
bursty character of the failure occurrences results in overestimating the transient reward rate by an
order of magnitude [67]. This is the case even when only as few as 10% of the failures conform to a
bursty distribution.

To investigate the impact of the input characterization on the performance of SHS, we employed
several failure traces with volatile characteristics covering a large spectrum of the potential input space of
a SHS. In the employed traces, the characteristics of the failure occurrences are described via IAT, FGS,
and FET. In failure traces where the distribution of the failures within each burst is not characterized,
we assume a failure propagation following a normal distribution, as shown in Figure 2. Following our
discussions in Section 4, we limit the scope of the employed input types to probabilistic failure models. We
expose the simulated SHS to variants of failure traces generated from probabilistic failure models which are
either fully fitted to real data or partially fit the characteristics of the failure occurrences to real data.

5.5.1. Probabilistic Failure Model Fitted to Real Data

In the following we describe the Grid’5000 failure model, one of the probabilistic failure models
presented in [58] which is fully fitted to real data and employed in the experiments of this study.

Grid’5000 is an experimental grid environment of over 2500 processors with 1288 nodes [68]. The data
recorded for Grid’5000 failure model are gathered over 1.5 years of monitoring [69]. Gallet et al. [11]
provide statistical distributions for different characteristics of a failure model fitted to the collected data
of the grid environment. Table 3 lists the distributions proposed by [11] for IAT and FGS along with the
considered FET.

Based on the probabilistic distributions for IAT and FGS and the values for FET, we can derive a failure
trace(s) with an arbitrary length. For the experiments, we generated the failure trace Grid’5000 with n = 50
failure bursts spread over 24 h. As depicted in Table 3, the overall number of the failures (i.e., failure
density) in the generated Grid’5000 trace is 1116 (specifically, failures which affected the SHS under
evaluation within 24 h). Figure 6 shows the distribution of the FGS values in the generated Grid’5000 trace.

Figure 6. Failure group size (FGS) distribution in Grid’5000 trace and considered areas for extracted
probabilistic failure models.
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Table 3. Characteristics of the employed probabilistic failure models.

Grid’5000 Uniform Single Smallburst Bigburst

FGS LOGN(1.88, 1.25) N(15.15, 5.63) 1 N(32.45, 7.41) N(238, 97.3)
IAT (s) LOGN(−1.39, 1.03) 864 77.4 N(1112.4, 500.61) N(3521.4, 5418.6)
FET (s) 250 50 N/A 100 250

Number of Bursts 50 100 1116 75 6
Duration (h) 24 24 24 24 24
Failure Density 1116 1116 1116 1116 1116

5.5.2. Probabilistic Failure Models Partially Fitted to Real Data

We manually modified the parameters of the Grid’5000 failure model provided by [11] to obtain
failure models with volatile characteristics. The resulting failure models are intended to provide a wide
and representative coverage of the potential input space for the SHS. They also allow us to study the
impact of extreme characteristics of failure occurrences on the performance of SHS.

Uniform, Single, and Bigburst failure models are the three probabilistic failure models partially fitted
to real data presented in [58] which are also considered in the experiments of this study. We extend the
set in this paper by adding one more failure model to the set, referred to as Smallburst. In the following
we describe the characteristics of the employed probabilistic failure models which are partially fitted to
real data.

Uniform is a probabilistic failure model employed to generate a trace of failure bursts uniformly
distributed within 24 h. In the Uniform model, the failure density and FET are fitted to real data, since the
model preserves the failure density and FET of the original Grid’5000 failure model. The FGS and IAT are
defined as following:

Using statistical bootstrapping, a normal distribution is extracted from the set of FGS values (referred
to as set F) in the Grid’5000 trace [70,71]. Then, set F is randomly re-sampled to multiple sample sets. F′ is
the set comprising the mean values of each sample set. A normal distribution N(µF′ , 2σF′) is then used to
generate FGS values for the Uniform trace. The outcome is a set of uniformly distributed values within a
certain margin extracted from set F. Applying this distribution, a sequence of normally distributed values
for FGS within the desired margin is generated.

The number of the bursts in the Uniform trace is double the number of the bursts in the Grid’5000
trace (i.e., 50× 2), since the average of the FGS in the Uniform failure model is approximately 50% smaller
than in the Grid’5000 failure model. Therefore, in the Uniform trace, the overall number of the failures
occurring within 24 h (i.e., 1116) is distributed among 100 bursts. Figure 6 sketches the portion of the
original FGS values from the Grid’5000 trace that are present in the Uniform trace.

The IAT of the occurrences of failures in the Uniform failure model is the average of IAT values in the
Grid’5000 failure model. As a result, the employed Uniform trace is a sequence of bursts with normally
distributed FGS values which occur in equal intervals. Table 3 presents the characteristics of the Uniform
failure model.

Single is a failure model generating failure traces where failures are not correlated and arrive
individually, not in groups. Our SLR in Section 3 revealed that most of the existing work investigating the
performance of SHS employ naive failure traces similar to traces generated by the Single failure model
(see [29,31–33,35,72]).

In the generated Single failure trace for our experiments, individual failures are randomly distributed
within the 24 h. The Single trace preserves the failure density of the original Grid’5000 model. In order to
obtain the Single trace, the number of the failure groups is exactly equal to the failure density, 1116, since
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each failure group includes exactly one failure (i.e., FGS = 1), as shown in Figure 6. Table 3 presents the
characteristics of the Single failure model.

Smallburst is a failure model representing correlated arrival of failures (i.e., bursts), but the sizes of
the bursts are scaled down compared to the original Grid’5000 failure model. To construct the Smallburst
failure model, we employed statistical bootstrapping on traces generated from the statistical distributions
of Grid’5000 presented in Table 3. As depicted in Figure 6, the targeted FGS in this failure model is
distributed approximately between 25 to 40 failures during each burst. To this end, only portions of the
generated Grid’5000 trace with FGSs between 25 and 40 are re-sampled for statistical bootstrapping.

Similarly to the previous failure models, the Smallburst failure model also preserves the failure
density of the original Grid’5000 failure model. The FGS values in the Smallburst failure model are
on average smaller than the ones in the Grid’5000 failure model. Therefore, to obtain the same failure
density, the number of the bursts in the generated Grid’5000 trace (i.e., 50) and the IAT values decrease
accordingly. IAT values for the Smallburst failure model are extracted via bootstrapping from the randomly
re-sampled IAT values of the generated Grid’5000 trace and then adjusted manually to sum up to 24 h.
The characteristics of the Smallburst failure model are depicted in Table 3.

Bigburst failure model represents the other end of the spectrum of failure occurrence characteristics
(compared to the Single failure model) and generates only large failure bursts. Similar to the scheme
employed for Uniform and Smallburst failure model, to construct the Bigburst failure model, statistical
bootstrapping of the probabilistic distributions in Grid’5000 is applied. To obtain large FGS values, only the
part of the set F (i.e., FGS values in the generated Grid’5000 trace) above a certain threshold (FGS ≥ 100) is
re-sampled for bootstrapping. This is depicted in Figure 6.

The Bigburst failure model also preserves the failure density of the Grid’5000 failure model. To keep
the same failure density, since the Bigburst failure model only includes large bursts, the number of the
bursts decreases respectively compared to the Grid’5000 failure model. This results in an increase of the
IAT values for the Bigburst failure model. IAT values for the Bigburst failure model are extracted via
bootstrapping from the randomly re-sampled large IAT values of the Grid’5000 trace (IAT ≥ 1000 sec).
The characteristics of the Bigburst failure model are depicted in Table 3.

5.6. Hypotheses and Validation

In the following we introduce four hypotheses to be empirically assessed. The objective of the
hypotheses is to steer the evaluation of SHS towards making the right decisions both at deployment-time
and design-time. As discussed in Section 1, through these hypotheses we investigate the potential impacts
of design-time decisions (choice of the self-healing approaches) and deployment-time decisions (tuning
execution horizon size) on the performance of SHS.

We show that wrong assumptions concerning the characteristics of the input trace could steer the
design-time and deployment-time decisions towards the incorrect direction and eventually result in sever
performance loss. Our empirical assessments of the hypotheses confirm that while the magnitude of the
impacts could be considerably large, such effects can only be captured in the presence of multiple input
traces covering a vast spectrum of failure occurrence characteristics.

Hypothesis 1. The choice of the input has an impact on the predicted performance of SHS. Wrong assumptions
regarding the characteristics of the input trace can result in large performance prediction errors for the
self-healing approaches.

Hypothesis 2. The choice of the self-healing approach has an impact on the performance of SHS. Wrong assumptions
regarding the characteristics of the input trace can result in disadvantageous choice of the employed self-healing
approach at design-time, and thus can cause sever performance loss.
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Hypothesis 3. Tuning the optimization parameter of the parameterized self-healing approaches (e.g., size of the
execution horizon) has an impact on the performance of SHS. Wrong assumptions regarding the characteristics of the
input trace can result in disadvantageous choice of the employed execution horizon size for the self-healing approach
at deployment-time, and thus can cause sever performance loss.

Hypothesis 4. In cases where no accurate information about the real operation environment of the SHS is available,
employing multiple input traces to steer the choice of self-healing approaches at design-time reduces the risk of
premature wrong decisions.

5.6.1. Validation of Hypotheses

In the following, we conduct a set of experiments to empirically validate the proposed hypotheses.
We acknowledge that in this study we investigate the validity of the hypotheses only by employing the
available single case study, failure traces, and self-healing approaches. Thus, we can only employ these
elements to demonstrate the existence of evidence supporting the proposed hypotheses, but we cannot
demonstrate that this applies to all or the majority of cases.

As discussed in Section 5.2, we consider the accumulated reward (i.e., utility over time) as a
measure of performance for the SHS. For each failure trace generated from the failure models presented
in Table 3, we equip mRUBiS (i.e., a simulated SHS introduced in Section 5.1) with one of the three
available self-healing approaches (see Section 5.3). The employed traces have equal failure density
(i.e., 1116 failures overall) to preserve comparability of the results and describe occurrences of the
failures for 24 h (see Section 5.5). However, while the failure traces last for 24 h, the self-healing
period in the worst case occupies only 12% of the considered period. For each combination of the
available self-healing approach and failure trace, the self-healing period indicates the time each approach
requires to repair all the detected failures. Our measurements reveal that the solver approach presents
longer self-healing periods on average, as it often suffers from large runtime overhead due to its costly
optimization-based planning (see Section 5.3). The measurements are the average of 1000 simulation runs
for each trace-approach combination (The experiments and simulations have been conducted on a machine
with OS X 10.14, Intel processor 2.6 GHz core i5, and 8 GB of memory.).

5.6.2. Validating Hypothesis 1

To investigate Hypothesis 1, we study the impact of the employed input on the performance of SHS.
Table 4 presents the accumulated reward values obtained by each of the self-healing approaches in the
presence of the employed failure traces during 24 h.

Table 4. Reward values of self-healing approaches for different failure traces in 24 h.

Failure Trace
Reward

U-Driven Solver Static

Single 1.99× 109 1.99 × 109 1.64× 109

Uniform 1.95× 109 1.95× 109 1.60× 109

Smallburst 1.93× 109 1.79× 109 1.65× 109

Grid’5000 1.96× 109 1.53× 109 1.68× 109

Bigburst 1.77× 109 8.35× 108 1.70× 109

A representative failure trace supports accurate assumptions regarding the characteristics of the
SHS input in its operational environment. This results in realistic predictions for the performance
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of self-healing approaches. These predictions can potentially steer the design-time choice of the
self-healing approach.

Hypothesis 1 implies that in cases where the employed trace is not representative of the SHS input
space (leading to wrong assumptions regarding the characteristics of the input trace), it can result in
performance prediction error. To validate Hypothesis 1, using Equation (1), we compute the prediction
error of the self-healing approaches in case of wrong assumptions regarding the characteristics of the
input trace. As we are only interested in the magnitude of the error and not whether the prediction is too
optimistic or pessimistic, we present the absolute values of the prediction error in Equation (1).

Prediction Error :=
|Predicted Value− Real Value|

Real Value
(1)

Tables 5–7 depict the performance prediction errors for the u-driven, solver, and static approaches
in the presence of different input traces with equal failure densities (see Section 5.5). As indicated by
the results, the solver approach presents the largest sensitivity to wrong assumptions regarding the
characteristics of the input trace. The performance prediction errors for the u-driven approach vary from
2% to 12%. The larger error values of the u-driven approach are observed for the case when the runtime
(i.e., real) trace is the Bigburst trace and the assumptions suggest different input traces for the predictions.
Similarly, in the solver approach, the large prediction errors are also observed for the Bigburst trace.
The error values for the solver approach are shown to be as high as 138%. Among the three approaches,
the static approach presents less sensitivity to the wrong assumptions regarding the input trace compared
to the other two approaches. The performance prediction errors for the static approach vary from 1% to
6%, where the larger values relate to the Bigburst trace both as the runtime trace and as the trace used
for predictions. Note that in Equation (1), values above 100% for the Prediction Error indicate that the
difference between the Real Value and the Predicted Value is more than twice the Real Value.

Table 5. Performance prediction error of u-driven approach in presence of different failure traces.

Failure Trace Used for Prediction
Runtime Trace

Single Uniform Smallburst Grid’5000 Bigburst

Single - 2% 3% 2% 12%
Uniform 2% - 1% 1% 10%
Smallburst 3% 1% - 2% 9%
Grid’5000 2% 1% 2% - 11%
Bigburst 11% 9% 8% 10% -

Table 6. Performance prediction error of solver approach in presence of different failure traces.

Failure Trace Used for Prediction
Runtime Trace

Single Uniform Smallburst Grid’5000 Bigburst

Single - 2% 11% 30% 138%
Uniform 2% - 9% 27% 134%
Smallburst 10% 8% - 17% 114%
Grid’5000 23% 22% 15% - 83%
Bigburst 58% 57% 53% 45% -
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Table 7. Performance prediction error of static approach in presence of different failure traces.

Failure Trace Used for Prediction
Runtime Trace

Single Uniform Smallburst Grid’5000 Bigburst

Single - 3% 1% 2% 4%
Uniform 2% - 3% 5% 6%
Smallburst 1% 3% - 2% 3%
Grid’5000 2% 5% 2% - 1%
Bigburst 4% 6% 3% 1% -

5.6.3. Validating Hypothesis 2

Hypothesis 2 indicates that inaccurate assumptions regarding the input trace characteristics can result
in an incorrect choice of the self-healing approach, and thus loss of performance. In the following we
investigate the extent of the performance loss as a result of wrong assumptions about the characteristics of
the input trace. The u-driven approach is excluded from this set of experiments. As shown in our previous
works [43,58] and confirmed by the results in Table 4, the performance of the u-driven approach is robust
against the changes of the input trace characteristics due to its incremental planning scheme.

To investigate Hypothesis 2, first we identify the best performing approach (excluding u-driven)
for the available input traces. For each input trace, the best performing approach is the one that obtains
the largest reward. As depicted in Table 4, for input traces with smaller FGSs (i.e., Single, Uniform and
Smallburst) the solver approach obtains higher reward values compared to the static approach. While for
traces with larger FGSs (i.e., Grid’5000 and Bigburst) the static approach performs better than the solver
approach, since it does not introduce any runtime overhead (see [43]).

The next step to validate Hypothesis 2 is to study the reward loss due to a wrong choice of the
self-healing approach at design-time. The reward loss of each self-healing approach in the presence of an
input trace is computed according to Equation (2).

Reward Loss :=
Reward− Rewardbest

Rewardbest
(2)

For a given input trace, Rewardbest in Equation (2) represents the achieved reward by the best
performing approach for that trace. The Reward values for each input trace-approach pair are extracted
from Table 4. For each input trace, if the selected approach is the best performing approach, then
Reward Loss equals zero.

Table 8 presents the Reward Loss values for different input traces in case of wrong choices for the
employed self-healing approaches at design-time. The design-time decisions in Table 8 are represented as
(Tracei , Approachj). This indicates that at design-time, Approachj is chosen to be employed on the SHS,
since the input trace is assumed to be Tracei. If these assumptions regarding the characteristics of the input
are incorrect, i.e., the runtime trace has different characteristics than Tracei, then the design-time choice of
the self-healing approach does not best fit the runtime trace and results in reward loss.

Table 8. Reward Loss of self-healing approaches in case of wrong design-time decisions .

Design-Time Decision
(Runtime Trace, Best Performing Approach)

(Single, Solver) (Uniform, Solver) (Smallburst, Solver) (Grid’5000, Static) (Bigburst, Static)

(Single, Solver) 0 0 0 −9% −51%
(Uniform, Solver) 0 0 0 −9% −51%
(Smallburst, Solver) 0 0 0 −9% −51%
(Grid’5000, Static) −18% −19% −8% 0 0
(Bigburst , Static) −18% −19% −8% 0 0
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The results presented in Table 8 reveal that if the choice of the self-healing approach is made based
on unrepresentative input traces, it could lead to considerably large performance loss (up to 51% in
our empirical experiments). As stated in Section 2, reliable input for a SHS under evaluation prevents
disadvantageous decisions at design-time or deployment-time. The results confirm that the characteristics
of the input trace influence the performance of SHS, and therefore should steer the choice for the employed
self-healing approach.

5.6.4. Validating Hypothesis 3

Hypothesis 3 comprises of two parts. The first part of the hypothesis indicates that tuning the
optimization parameter of the parameterized self-healing approaches has an impact on the performance of
SHS. The second part of the hypothesis states that wrong assumptions regarding the characteristics of the
input trace can result in wrong choice of the employed execution horizon size and therefore, can cause
sever performance loss.

To validate Hypothesis 3, first (I) we investigate the impact of the execution horizon on the
performance of SHS. Then, (II) we study the extent of the performance loss caused by the wrong
assumptions regarding the characteristics of the input trace.

I. Impact of the Execution Horizon Size on the Performance of SHS

As discussed in Section 5.4, the size of the employed execution horizon represents an optimization
parameter for the self-healing approaches. This value can be tuned at runtime or deployment-time with
respect to the characteristics of the input trace and the properties of the self-healing approach (e.g., planning
time, etc.).

To investigate the impact of the execution horizon on the performance of SHS, we run each of the
self-healing approaches introduced in Section 5.3 with different sizes for the execution horizon in presence
of the input traces presented in Section 5.5. The Single input trace is excluded from the experiments due to
its naive characteristics. The trace describes only single occurrences of failures, therefore, the notion of an
execution horizon is not applicable.

The variant of the self-healing approach without employing any execution horizon is considered as
the baseline approach. For each combination of input trace-approach, the baseline reward (Rewardbaseline)
is the reward achieved by the baseline approach. For each variant of the input trace-approach pair, we
study the impact of the execution horizon size in relation to the Rewardbaseline as shown in Equation (3).

Reward Delta := Reward− Rewardbaseline (3)

Reward Delta in Equation (3) is a positive value if applying the execution horizon improves the
reward compared to the baseline; otherwise, it is a negative value and indicates performance drop.

For all the combinations of the input trace-approach, values higher than 40 for execution horizon size
do not result in any change in the observed pattern. Therefore, we only report the Reward Delta values
for execution horizon sizes up to 40. In the conducted experiments, the size of the employed execution
horizon is chosen at deployment-time and does not change at runtime.

Figure 7 presents Reward Delta values of the u-driven approach with different execution horizon sizes
in the presence of the four input traces. For each input trace, the best performing variant of the u-driven
approach (i.e., best execution horizon size) is the one with highest Reward Delta value and is hachured in
each chart of Figure 7. As the results in Figure 7 present, different input traces with different characteristics
result in different best performing values for the execution horizon size. The results for Reward Delta
of u-driven approach show that as the FGS of the input traces increases, the size of the best performing
execution horizon increases as well. The u-driven approach equipped with smaller execution horizon
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sizes (i.e., 1 and 2) performs better in presence of the input traces with smaller FGS (i.e., Uniform and
Smallburst) while for the input trace with larger FGS (i.e., Bigburst) larger execution horizon size (i.e., 8)
performs better.

Figure 7. Reward Delta values of u-driven approach for different execution horizon sizes.

Figures 8 and 9 show the Reward Delta values for the solver and static approaches with different
execution horizon sizes in presence of the input traces. Similar to the u-driven approach, for both solver
and static approaches, the increase in the FGS of the input trace results in larger values for the best
performing execution horizon sizes.

Figure 8. Reward Delta values of solver approach for different execution horizon sizes.

The best performing execution horizon sizes for the solver approach are 3 for the Uniform trace,
12 for the Smallburst trace, 28 for the Grid’5000 trace, and 35 for the Bigburst trace. However, for the
u-driven approach, as presented in Figure 7, these values are considerably smaller for the same input
traces. As shown in our previous work [43], the optimization-based approaches (i.e., the solver approach
in this work) employ more costly planning schemes compared to the runtime efficient approaches, such
as the u-driven approach. Therefore, while employing such costly approaches, less frequent planning is
preferred. In the presence of the large failure group sizes (e.g., Grid’5000 and Bigburst), frequent planning
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in approaches with large runtime overheads can bring the system down, as the execution horizon with
a small size requires more frequent planning. As depicted in Figure 8 for the Grid’5000 and Bigburst
traces, the execution horizons with smaller sizes cause severe drops in the system performance for the
solver approach.

Figure 9. Reward Delta values of static approach for different execution horizon sizes.

The Reward Delta values for the static approach in Figure 9 are inline with our observation regarding
the correlation between the runtime overhead of the approach and the best performing execution horizon
size. Since the static approach has no runtime overhead due to its design-time predictions (see Section 5.3),
for the same input trace, it requires smaller or the same size for the best-performing execution horizon
compared to the u-driven approach which, as shown in [43], introduces a small overhead at runtime.

For the same reason, the differences between the best performing execution horizon sizes are even
larger if we compare the static approach (Figure 9) to the solver approach (Figure 8). We show in [43] that
the solver approach has a considerably larger runtime overhead compared to the static approach.

The results presented in Figures 7–9, validate the first part of the Hypothesis 3. The performance
of the SHS, employing any of the studied self-healing approaches, either with design-time or runtime
predictions for planning, is affected by tuning the execution horizon size.

II. Performance Loss of SHS due to the Wrong Choice of Execution Horizon Size

In the following we study the extent of the performance loss caused by the wrong assumptions about
the characteristics of the input trace (i.e., second part of Hypothesis 3). To this end, we compute the
Reward Loss for each approach caused by the wrong deployment-time choices regarding the employed
execution horizon size. For each of the u-driven, solver, and static approaches, using Equation (2),
Reward Loss values are computed and presented in Tables 9–11 respectively. The deployment-time
decisions are presented as (Tracei , execution horizon size = j) pairs. This indicates that at deployment-time,
j is chosen as the size of the execution horizon for the self-healing approach, since the input trace is assumed
to be Tracei. If the assumptions about the characteristics of the input are incorrect, i.e., the runtime trace
has different characteristics than Tracei, then the deployment-time choice of the execution horizon size
does not best fit the runtime trace and results in reward loss.

The results presented in Tables 9–11 show that for all the self-healing approaches and a given input
trace, if the execution horizon size is tuned based on the wrong assumptions regarding the characteristics
of the input trace, the SHS loses reward. For instance, in Table 9, if the input trace (i.e., runtime trace) is
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Uniform, while the execution horizon size is tuned based on the assumptions for the Bigburst trace, the
SHS will lose 85% of its reward.

Table 9. Reward Loss of u-driven approach compared to the best performing execution horizon sizes for
different traces.

Deployment-Time Decision
(Runtime Trace, Best Performing Execution Horizon Size)

(Uniform, 1) (Small Burst, 2) (Grid’5000, 3) (Big Burst, 8)

(Uniform, 1) 0 −60% −35% −16%
(Small Burst, 2) −67% 0 −34% −15%
(Grid’5000, 3) −69% −22% 0 −14%
(Big Burst, 8) −85% −48% −36% 0

Table 10. Reward Loss of solver approach compared to the best performing execution horizon sizes for
different traces.

Deployment-Time Decision
(Runtime Trace, Best Performing Execution Horizon Size)

(Uniform, 3) (Smallburst, 12) (Grid’5000, 28) (Bigburst, 35)

(Uniform, 3) 0 −297% −385% −110%
(Smallburst, 12) −575% 0 −291% −102%
(Grid’5000, 28) −100% −91% 0 −63%
(Bigburst, 35) −100% −91% −74% 0

Table 11. Reward Loss of static approach compared to the best performing execution horizon sizes for
different traces.

Deployment-Time Decision
(Runtime Trace, Best Performing Execution Horizon Size)

(Uniform, 1) (Smallburst, 1) (Grid’5000, 2) (Bigburst, 4)

(Uniform, 1) 0 0 −50% −40%
(Smallburst, 1) 0 0 −50% −40%
(Grid’5000, 2) −10% −30% 0 −35%
(Bigburst, 4) −23% −51% −6% 0

Our experiments show that the solver approach is the most sensitive approach to the wrong tuning
of the execution horizon. As shown in Table 10, the performance loss of the solver approach can be as
high as 575%. While the u-driven and static approach present more robustness against the wrongly tuned
execution horizons, the performance loss can be as high as 85% for the u-driven approach and up to 50%
for the static approach (see Table 9 and 11).

Our empirical results in this section suggest that wrong choices of the execution horizon size—due to
assumptions based on unreliable input traces—can result in sever performance loss of the SHS (up to 575%).
Therefore, it is essential that the tuning of the optimization parameters of the parameterized self-healing
approaches is done with respect to the characteristics of the input trace.

5.6.5. Validating Hypothesis 4

We refer to the set of input traces used at design-time to steer the choice of self-healing approaches as
S. The size of S (i.e., |S|) indicates the number of the employed input traces. Hypothesis 4 indicates that
in cases where no accurate information about the real operational environment of the SHS is available,
increasing |S| reduces the risk of making wrong choices of the employed self-healing approach. To validate
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Hypothesis 4, we investigate how the risk of making wrong choices about the self-healing approach
evolves as |S| increases.

In our empirical experiments, the upper bound for |S| is 5 (i.e., the number of the available input traces
introduced in Section 5.5). The likelihood of correct, inconclusive, and wrong decisions are calculated
for 1 ≤ |S| ≤ 5. Similar to the experiments in Section 5.6.3, the u-driven approach is excluded from the
experiments here, since it outperforms the solver and static approaches for all the available input traces
(see Table 4). In order to demonstrate Hypothesis 4, we need to have an alternating set of best performing
approaches.

A correct decision refers to the cases where the self-healing approach suggested by the traces in S is the
best performing approach for the runtime trace as well. The best performing approach (excluding u-riven
approach) for each of the five available input traces can be extracted from Table 4. We use the notation
S → approachj if all the traces in S suggest approachj to be chosen as the best performing approach.
Runtime trace→ approachi indicates that approachi is the best performing approach for the runtime trace.
For the set of considered self-healing approaches in this section, likelihoods of the correct decisions are
calculated as in Equation (4).

P(Correct) = P(S→ Solver)× P(Runtime trace→ Solver)

+P(S→ Static)× P(Runtime trace→ Static)
(4)

A wrong decision refers to a case where the employed self-healing approach, suggested by S, is not the
best performing approach for the runtime trace. The likelihood of the wrong decisions can be computed as
in Equation (5) for our set of considered approaches.

P(Wrong) = P(S→ Solver)× P(Runtime trace→ Static)

+P(S→ Static)× P(Runtime trace→ Solver)
(5)

An inconclusive outcome refers to the cases where the traces in S, for 2 ≤ |S| ≤ 5, do not suggest the
same self-healing approach to be employed as the best performing approach. Any case which is not correct
or wrong is categorized as an inconclusive outcome. Therefore, the likelihood of inconclusive cases can be
computed as in Equation (6). In the conducted experiments we assume that all the traces in S are equally
likely to accurately represent the runtime trace and also are equally likely to be included in S.

P(Inconclusive) = 1− P(Correct)− P(Wrong) (6)

Figure 10 presents the likelihoods of the correct, inconclusive, and wrong design-time decisions
for 1 ≤ |S| ≤ 4. We excluded the results for |S| = 5, as they are similar to the case |S| = 4. For
|S| = 1, where the decision for the choice of self-healing approach is steered by only one input trace,
the solver approach is chosen as the best performing approach for the Single, Uniform, and Smallburst
traces (see Table 4). Therefore, P(S → Solver) = 60%. For |S| = 1, since the choice of the self-healing
approach is made only base on one input trace, P(Runtime trace → Solver) = P(S → Solver) = 60%. If
Grid’5000 or Bigburst trace steer the choice of the self-healing approach at design-time, the static approach
is chosen as the best performing approach with 40% likelihood (i.e., P(S→ Static) = 40%). In this case
also P(Runtime trace → Static) equals P(S → Static) = 40%. Employing Equations (4)–(6) for |S| = 1
results in 52% likelihood of the correct decisions, while there is a risk of 48% to make wrong decisions.
As the case |S| = 1 contains only one trace in the set S, it does not lead to an inconclusive situation, as
depicted in Figure 10.



Computers 2020, 9, 16 24 of 32

Employing two input traces (i.e., |S| = 2) reduces the likelihood of the wrong decisions to 18%;
the likelihood of the correct decisions also drops to 22%; and 60% of the cases are reported as inconclusive.
Adding one more trace to S (|S| = 3) reduces the likelihood of the wrong decisions to 4%. Correct decisions
are observed with 6% likelihood, and in 90% of the cases the outcome of the set S is inconclusive.

For |S| = 4, the likelihoods of both wrong and correct decisions drop to zero, and the only possible
outcome is inconclusive (i.e., likelihood of 100%). As elaborated earlier, the inconclusive output for
S indicates that the traces in S do not suggest the same best-performing self-healing approach. Our
experiments show that by increasing |S|, the likelihood of wrong decisions drops to zero. However,
increasing |S| eventually results in only achieving an inconclusive output. The objective behind increasing
|S| is to reduce the risk of making wrong decisions, and our experiments confirm this claim. In addition,
we argue that inconclusive output for S is also beneficial, as it prevents wrong choices.

Figure 10. Likelihood of design-time decisions in relation to the number of employed input traces
for evaluation.

We argue that the large likelihood of inconclusive output for large |S| values is due to the limitations of
our empirical experiments and the restricted number of the available input traces. If the input space of the
SHS is represented more fine grained with considerably more input traces, the likelihood of inconclusive
output for S can be expected to decrease respectively, since it is more likely that traces with similar
characteristics are included in the set S. However, in our experiment for |S| = 4, since traces with extreme
differences in their characteristics are included in S (e.g., Bigburst and Single), it is expected to observe
inconclusive outputs.

The results of Figure 10 confirm that as the number of the considered input traces to steer the choice of
the self-healing approach (i.e., |S|) increases, the risk of making wrong decisions drops considerably (from
48% to zero in our experiments). In addition, increasing |S| supports robustness claims for the performance
measurements, as it allows multiple measurements of the system under evaluation in presence of various
volatile input conditions (see Section 2.1).

5.6.6. Threats to Validity

Internal Validity

Threats to internal validity concern how we performed the experiments and interpreted the results.
We rule out any experimentation bias and selection bias, as the set of employed self-healing approaches and
failure traces used for the empirical assessments were developed in our former works and independent
of the experiments in this paper. Our experiments in [43,58] indicated that the u-driven approach
outperforms the solver and static approaches, and the experiments conducted in this study confirm
this finding; however, this did not cause any bias in the experiments and the interpretation of the results, as
comparing the optimality of the approaches regarding the reward is not the subject of this study. Moreover,
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the experiments are conducted and repeated several times using the controlled simulation environment
mRUBiS [12] following the benchmark guidelines proposed by [73] to obtain trustworthy measurements
and results.

External Validity

Threats to external validity may restrict the generalization of our findings outside the scope of our
experiments. Such threats are the use of only one system under evaluation, the specific failure traces, and
the three self-healing approaches. To mitigate these threats, we used mRUBiS equipped with self-healing
properties as the system under evaluation, which allows the injection of generic failure traces. We can
consider mRUBiS as a generic and representative exemplar for self-healing.

The choice of the traces is intended to provide a reasonable representation of the potential spectrum
of failure occurrence characteristics. Employing real world traces and traces statistically derived from real
data to cover the edge cases and extreme characteristics allowed us to mitigate the threat of generalization
of the results. However, certain measurements, such as performance loss are heavily affected by the
characteristics of the failure occurrences, and thus the reported measurements cannot be generalized, as
they can be considerably lower or higher in the presence of failure traces with different characteristics than
the ones applied in this paper. Therefore, generalizations of the measurements are only justified for the
studies where the considered traces can be represented by the traces we applied in this study.

Different sources and types of failures can result in different characterizations of the failure traces
which are not covered in this study. Completeness of the employed set of traces is not the claim of this
study. Our goal is to cover a large spectrum of input traces in order to emphasize that these characteristics
have an impact on the performance of SHS.

The employed self-healing approaches are limited, and as a result, generalization of the findings
cannot be a claim of this study. However, the selected self-healing approaches are shown in our previous
works [43,58] to fairly represent the space of self-healing approaches as they spread between the two
edge cases: the static approach is a non-optimal cost-effective approach with minimal runtime overhead,
while the solver approach typically achieves optimal rewards but introduces large runtime overhead.
Considering these edge cases, the u-driven approach is the case where these two edge cases meet and is
shown to be both optimal and cost-effective. Another threat could be a selection bias to the choice of the
self-healing approaches, as we only considered rule-based approaches. However, the decision enables
comparability between the employed approaches. Overall, as there is no claim regarding the specific
approach employed or the coverage of the complete spectrum of self-healing approaches, our findings are
not affected by these limitations.

Construct Validity

The major threats to construct validity are the correctness of the simulation environment, our
implementation of the self-healing approaches, and our choice of the failure traces. To address these
threats, we used mRUBiS as our simulation environment, which has been accepted as an exemplar by the
research community on self-adaptive software and has been extensively tested by students in the scope of
four courses on self-adaptive software. The soundness of the employed self-healing approaches has been
confirmed in our previous works [43,54,58]. Since the employed utility functions are the same for all the
considered self-healing approaches, the specific way of constructing these utility functions is not a threat to
the validity of the experiments, as none of the claims depend on the specific utility function or the absolute
values of the measured reward. Therefore, reward is a proper measurement for the system performance.
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6. Discussion

The conducted systematic literature review followed by an analytical assessments in this paper
revealed that the evaluation of the SHS is treated naively by the current state-of-the-art. In order to obtain
robust, conclusive, and reliable results from evaluation of a SHS, multiple reproducible experiment runs
should be conducted.

Employing one failure trace as input for an under evaluation SHS (revealed by our SLR to be the
common practice among the investigated studies) only supports a single experiment run and does not
justify any claim on the robustness of the results. An individual failure trace only captures one possible
future for the simulated SHS and fails to cover a large and representative spectrum of the input space.
Employing such a trace results in inconclusive output for SHS under evaluation and lacks generality.
Studies on evaluation of SHS can have generic credibility claims only if the results are tested for robustness
in the presence of a large spectrum of the input space during multiple reproducible experiments. Therefore,
multiple failure traces with volatile characteristics are required to support the required number of the
experiments and improve the evidence.

Besides the outcome of the analytical assessment, the empirical assessment of Hypothesis 1 indicates
that, even for probabilistic traces, wrong assumptions regarding the characteristics of the input trace can
result in large prediction errors for performance of the self-healing approaches. Therefore, absolute
performance predictions seem possible only if recorded real failure traces of enormous length or
probabilistic traces fitted to real data are available. However, for less demanding design-time decisions
such as the selection of alternative self-healing approaches, the empirical assessment of Hypothesis 2
indicates that having wrong assumptions regarding the characteristics of the failure occurrences can
result in disadvantageous design-time decisions. Furthermore, for deployment-time decisions concerning
optimization parameter tuning, the empirical assessment of Hypothesis 3 indicates that even if we
only employ the evaluation for the decisions concerning the parameter tuning, employing the wrong
characteristics for the occurrence of failures can result in disadvantageous deployment-time decisions.
Finally, the empirical assessment of Hypothesis 4 indicates that employing multiple alternative input traces
with volatile characteristics of the occurrence of failures can reduce the risk of premature disadvantageous
design-time decisions.

Required Improvements

Conducting multiple reproducible experimental runs under controlled circumstances is required
to obtain robust, conclusive, and reliable results from evaluation of a SHS. Generic credibility claims of
the studies on evaluation of SHS are only justified if the results are tested for robustness in the presence
of large spectrum of the input space. Therefore, multiple failure traces with volatile characteristics are
required to support the claim and improve the evidence.

Taking into account that: (I) the characteristics of the SHS environment are always only known to a
limited extend due to the usually rare nature of failures, (II) the characteristics of the SHS environment are
also subject to change over time, and (III) we are interested in a robust solution that also performs well for
all kinds of situations, it seems necessary to consider multiple alternative probabilistic traces when using
evaluation to guide design-time and deployment-time decisions.

Moreover, the development of more competent self-healing approaches can be beneficial in mitigating
the identified limitations. The findings of the experiments validating Hypothesis 2, Hypothesis 3, and
Hypothesis 4 indicate that developing approaches that perform reasonably well in the presence of a large
range of input traces (e.g., u-driven approach, see Table 4) which also do not present large sensitivity
to the parameter tuning, or do not need tuning parameters, can help to reduce the observed problems.
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However, this solution is not trivial, as it requires developing self-healing approaches that perform best
under various volatile circumstances, and their performances cannot be further improved by tuning.

Secondly, inspired by the observations concerning the validation of Hypothesis 2 and Hypothesis 4,
combining multiple self-healing approaches via a higher-order self-adaptive logic that selects the best
performing approach for a given situation (e.g., select at runtime the best performing approach for a
given FGS) can address the problem. Analogously, the observations concerning Hypothesis 3 indicate that
employing a higher-order self-adaptive logic that selects the best performing parameter value for a given
situation (e.g., tuning the parameter at runtime for given FGS) can help. Overall, similar to the rationale
behind developments towards self-adaptive systems, delaying an activity—classically done offline either
at design-time or deployment-time—to runtime may be beneficial, as at runtime more accurate information
is available.

7. Conclusions and Future Work

Our SLR on the state-of-the-art for evaluating SHS revealed that while simulation-based experiments
are pursued in 97% of the studies, only a few (two papers) use multiple input traces with volatile
characteristics in their simulated evaluations. Our findings suggest that proper design and evaluation of
SHS still remains an open issue, since critical elements for the design space of a SHS under evaluation are
often missing.

We demonstrate the impact of the identified limitation concerning the input for SHS under evaluation
through validating four hypotheses proposed in this paper. The hypotheses state that wrong assumptions
regarding the characteristics of the input trace can result in: (I) large prediction errors for performance of
self-healing approaches, and (II) disadvantageous design-time and (III) deployment-time decisions. They
further propose that (IV) employing multiple alternative input traces with volatile characteristics of the
occurrence of failures can reduce the risk of premature disadvantageous design-time decisions.

Our empirical assessments of the proposed hypotheses show that inaccurate assumptions regarding
the characteristics of the input failure trace of a SHS at design-time can result in up to 138% performance
prediction error of the self-healing approaches, and up to 51% performance loss, as they might result
in disadvantageous and premature choices of the self-healing approaches. The experiments further
demonstrate that wrong assumptions regarding the characteristics of the input trace at deployment-time
can cause up to 575% performance loss. Finally, the empirical assessment of the hypotheses suggest that
employing multiple input traces to steer the choice of the self-healing approaches at design-time reduces
the risk of premature wrong decisions by 48%.

In the face of our findings, we recommend improving efforts such that multiple reliable and
representative probabilistic failure traces supporting robustness testing of the measurements are
employed to both steer the design-time and deployment-time decisions and support credible and robust
measurements during SHS evaluation.

In future work, the authors plan to investigate mitigating the problem brought to light by this
paper through employing an additional layer of self-awareness to a SHS which allows postponing
certain design-time and deployment-time decisions to runtime, and therefore reduces the likelihood
of performance loss due to inaccurate consideration of the potential input trace characteristics.
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Abbreviations

The following abbreviations are used in this manuscript:

SAS self-adaptive system
SHS self-healing system
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