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Abstract: The aim of this paper is to obtain the image information based on a given image of mold flux
and to obtain the features that can describe the dynamical difference. The melting and crystallization
dynamics of the slag were analyzed using the autoregressive moving average (ARIMA) time series
model and data fitting method. Firstly, the binary image of the digital region of the original image was
obtained by image information processing and segmentation methods, the original image number
was determined by comparing the similarity of the information matrices of the given and standard
images. The standard number with the highest similarity was considered as the number of the
original image, and MATLAB was used to solve the problem, the digital information in all the images
was successfully extracted. Secondly, ten eigenvalues were extracted from the given image after
removing the background, and three principal components were obtained by principal component
analysis. Then, a scoring model was constructed based on the percentage of variance, and the
comprehensive scores of the three principal components to analyze the melting and crystallization
process of the mold flux. Finally, based on the above work, the dynamic relationship between
temperature, time and the melting and crystallization process of the mold flux was investigated.
Since the temperature is approximately linearly correlated with time, the problem was transformed
into finding the relationship between the melting and crystallization process of the mold flux and
time. The least squares method, polynomial fitting and other methods were used to derive the
relationship function, the relationship between the melting and crystallization process of mold flux
and temperature and time was quantitatively analyzed.

Keywords: image processing technology; principal components analysis; ARIMA time series model;
comprehensive scoring model; kinetics of melting and crystallization

1. Introduction

Mold fluxes in the continuous casting process thermally insulate the molten steel
meniscus, prevent re-oxidation of liquid steel during continuous casting of liquid steels,
control heat transfer, provide strand lubrication and absorb non-metallic inclusions. The
metallurgical functions of the mold flux are mainly determined by its melting rate and
crystallization rate under the temperature control curve. It is therefore important to study
the phase distribution of mold fluxes in the gap between the mold wall and strand shell.

Continuous casting mold fluxes are added to the top of the liquid steel in the mold.
These solid slags, which accumulate as a powder layer on the surface of the liquid steel,
can prevent the liquid steel level from crusting due to excessive temperature drop of the
liquid steel. The temperature of mold fluxes then gradually rises to the melting point,
and mold fluxes are melted to form a sintered layer. Raw materials of mold fluxes form
low-melting-point substances and then liquid slag through chemical reactions, and the
composition of mold fluxes will change to a certain extent. This is the melting process.

When the mold fluxes are completely melted, a layer of liquid slag will form and cover
the surface of the molten steel. The slag film is formed when the liquid slag infiltrates from
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the slag pool on the liquid steel surface into the gap between the shell and the copper mold
wall. The slag against the billet is still in the liquid phase due to the high temperature
of the billet surface. However, as the temperature of the liquid slag decreases with that
of the strand surface in the longitudinal direction of the mold, the slag film, against the
copper mold wall, is quenched and solidified to form a glassy solid slag film (solidification
behavior of slag film), with the forced cooling, while the slag film will crystallize in certain
areas and form a crystalline layer (crystallization behavior of slag film) under suitable
conditions, finally forming a typical three-layer slag film structure: glassy layer, crystalline
layer and liquid slag layer. This process is called crystallization.

The influence of the mold fluxes on the heat transfer of the mold is mainly realized by
the crystalline layer, and the lubricating effect on the steel billet is also influenced by the
phase state of the mold fluxes. In general, the lubricating effect of the liquid layer is the
best. For the glass layer, premature crystallization or too thick a crystalline layer will affect
the lubricating effect. Therefore, it is very important to study the phase distribution of the
mold fluxes in the cavity between the mold wall and the solidified blank shell.

Due to the high temperature, transient fluid flow, complex phase transitions and
chemical reactions as well as the opacity of the mold wall, it is difficult to directly observe
the phase changes of mold fluxes. The single hot thermocouple (SHTT) or double hot
thermocouple (DHTT) tester [1] of melting and crystallization temperature testers are now
widely used to observe the crystallization behaviors of mold fluxes. After the experiment
is completed, the experimenters display the images one by one, record the information in
the upper left corner of the images, and identify the key node images by naked eye and
experience so as to guide the design of mold fluxes to meet the solidification requirements of
steel grades. This process wastes manpower and hinders the development of experimental
process information. It is urgent to develop the technology of automatic feature extraction
and mathematical modeling of sequence images. Based on the above reasons, this paper
has carried out a series of researches on this problem based on image processing technology.

The aim of this paper is to obtain image information based on a given image of mold
flux and to obtain the features that can describe the dynamical difference. Through the
establishment of a mathematical model, the automatic feature extraction technology of
sequence image has been studied, and the functional relationships between the melting
and crystallization process of the mold fluxes and the change of temperature, and time
have been discussed. The main contributions are as follows:

(1) The automatic temperature extraction of the thermocouple in each image was real-
ized by using the image segmentation and recognition technologies. By which, it
not only reduces the workload of the experimenter, but also reduces the error of
visual recognition.

(2) Based on the collected images, the dynamic difference between the adjacent image
sequences in the process of melting and crystallization of the slag was investigated
using digital image processing technology. On this basis, the time series modeling of
the various characteristics was established and the melting and crystallization curves
of the slag were discussed.

(8) Considering the change of temperature and time, a mathematical model was estab-
lished to discuss the melting and crystallization kinetics of mold fluxes (the relation-
ship between temperature, melting rate and crystallizing rate).

The remainder of this paper is organized as follows: Section 2 presents the previous
work on mold flux crystallization by using DHTT/SHTT technology. Section 3 introduces
the data collection process in detail. Section 4 describes the methods used in this paper and
the whole process of modeling. Section 5 presents the results obtained. Section 6 discusses
the results obtained, concludes the full-text and looks forward to future work.

2. Related Works

It is important to understand the crystallization behavior of these mold fluxes used in
the continuous casting of steel because the crystalline phase fraction in the slag films plays a
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crucial role in determining the horizontal heat flux during the casting process. The existing
literature on the crystallization kinetics of conventional and fluoride-free mold fluxes used
in the continuous casting of steel has been reviewed by many scientists, such as: Kolbl
et al. [2], Sarkar et al. [3] and Wang et al. [4]. Three of the most widely used techniques for
studying crystallization kinetics have been included, namely, thermos-analytical techniques
such as differential scanning calorimetry/differential thermal analysis (DSC/DTA), single
and double hot thermocouple technique (SHTT and DHTT) and confocal laser scanning
microscopy (CLSM).

With the help of SHTT and DHTT, the crystallization processes of mold fluxes for
metallic materials have been extensively investigated. In the research of Zhou et al. [5],
the casting of low-carbon (LC) and medium-carbon (MC) steels was investigated by using
DHTT. The crystallization behavior of CaO-5i0O;- and CaO-Al,O3-based mold fluxes for
casting high-alloy steels was investigated by using SHTT and scanning electron microscope,
and kinetic models were developed [6,7].

In addition, small additions of different materials can significantly alter the melting
temperature and viscosity of a mold flux. In order to compensate for the negative effect
caused by the absorption of chromium oxide inclusions during the casting process of Cr-
containing steels, a new mold flux system was designed and investigated by Wang et al. [8].
An investigation aimed at improving the crystallization property of lime-alumina-based
fluxes for casting high Al-bearing steels was carried out by Lu and Wang [9] by studying
the effects of fluorine and BaO on the crystallization behaviors of the mold flux. The effect
of MnO content on the contact angle and interfacial tension between liquid mold flux
and ultra-low carbon steel was also investigated by the sessile drop method [10]. In the
paper by Liu et al. [11], the SHTT, X-ray diffraction and back scattered electron (BSE) were
used to study the crystallization behavior in terms of continuous cooling transformation
(CCT) and time temperature transformation (TTT) diagrams of mold fluxes with high
Li;O content. In the papers by Zhou et al., the heat transfer properties of mold fluxes
with different amounts of Al,O3 [12,13] and B,Os3 [14] were studied, respectively. In
the study by Yang et al. [15], the crystallization behavior and heat transfer of CaO-5iO;-
Na;O-B,03-TiO;-Al,03-MgO-Li, O fluorine-free mold fluxes with different Na,O contents
(5 tol1 mass pct) were investigated using SHITT/DHTT and the infrared emitter technique
(IET), respectively. A series of slags with the CaO/SiO; ratio of 1.1 and different Al,O3
contents were designed by Sun et al. [16]. The variation of slag properties during cooling
processes, including crystallization ability and glass forming ability, were investigated
using SHTT and the results showed that the variation of Al,O3 content greatly changed
the slag properties, which had a great effect on the heat recovery of slags. In the paper
by Yang et al. [17], the crystallization behavior of a mold flux using SHTT/DHTT and
the crystallization behavior of CaO-5i02-NayO-ByO3-TiO;-Al,O3-MgO-Liy O fluorine-free
mold fluxes with different CaO/SiO, ratio technique were also investigated [18].

In addition to SHTT and DHTT, new optical microscopes and optical processing
software systems have also been developed to investigate problems associated with crystal-
lization. A modified apparatus was designed by Kolbl et al. [19] which avoids some of the
disadvantages of the previously used apparatus, such as: a rectangular slag film of uniform
thickness often cannot be achieved, the minimum temperature often lies within the slag
film and so on. In addition, three promising mold slag compositions containing the selected
oxides were designed and characterized by Kolbl [20] in the laboratory using a furnace
crystallization test, mineralogical investigations and the SHTT/DHTT. In the work of Li
et al., the complete crystallization process of the mold flux in the crucible was successfully
recorded in situ using a digital optical microscope and image processing software in an in-
frared furnace (IR-MOP) [21]; the relationship between the crystallization and the breakage
temperature of the mold flux was also investigated [22]. The in situ crystallization behavior
of high volatile commercial mold fluxes for medium carbon steels has been investigated
using the CLSM, the high volatile compounds of the mold flux were suppressed during
heating [23].
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Although there is a lot of research in this field, most of the literature discusses the effect
of different additives to improve the crystallization properties of protective slag. However,
there are few examples in the literature that use digital image processing technology to
study the dynamic differences between adjacent images in the melting and crystallization
process of mold flux, and to characterize these differences quantitatively, so as to study
the relationship between temperature, time changes and the melting and crystallization
progress of the mold flux. Based on this, this paper mainly focuses on the application
of digital image processing technology in the melting crystallization process of the mold
flux. The image processing method was used to extract features, time series modeling was
established and the melting crystallization process of the mold flux was studied.

3. Data Acquisition

As mentioned above, in the actual continuous casting process, due to the high temper-
ature in the mold, transient fluid flow, a variety of complex phase transitions and chemical
reactions, as well as the opacity of the mold wall, it is difficult to directly observe the phase
changes of the mold fluxes. In this study, a SHTT II melt crystallization temperature tester
is used to observe the crystallization process and obtain relevant data, all data used in this
article are provided by the Asia and Pacific Mathematical Contest in Modeling. A photo of
the SHTT II experimental equipment is shown in Figure 1 [24].

Figure 1. Photo of a typical SHTT II experimental equipment.

The experimental procedure is as follows:

(1) Thirty grams of decarbonized mold flux are ground with a particle size of 200 mesh,
and the 2-3 mg ground sample is placed on the contact point of the thermocouple;
the temperature is continuously raised to 1500 °C. During this process, the mold flux
gradually melts from solid to liquid.

(2) The temperature of the liquid protection slag is maintained for 30 s, and then the
slag sample is cooled at a cooling rate of 50 °C/s. During the cooling process, the
crystal changes in the slag pool are observed in situ. Meanwhile, crystals are gradually
precipitated. The dehydration temperature at different heating rates and the time of
start and end of crystallization during cooling were recorded.

(3) Inthe process of cooling to room temperature, the image analysis software of the visual
interface was used to observe the mold flux in the slag pool, and it was confirmed
that the experiment was over when the slag pool was completely solidified.

The images of the slag melt crystallization process at different times are shown in
Figure 2.
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(a) The sample (b) Sample begins to melt at 110 s

(e) Crystallization begins at 150 s (f) Crystallization ends at 671 s

Figure 2. Melting and crystallization images of mold fluxes at different times.

The 6 images in Figure 2 correspond to the six physical change nodes in the sequence
image of the molten crystallization process of the mold fluxes. In the above experimental
process, an image is generated every second, and the duration of each group of experiments
is about 700 s. The accumulation of dynamic differences between adjacent images is the
melting and crystallization process of the slag.

However, in this process, the experimenter usually only pays attention to the time and
temperature curves corresponding to the six nodes and ignores a large amount of process
information, resulting in the vast majority of effective information being ignored and not
exploited to its potential.

In addition, the device itself has the privacy protection of its own intellectual property,
the time and temperature corresponding to each image cannot be automatically obtained.
Only after the experiment can the key node image be identified by opening the images one
by one, and recording the information in the top left-hand corner of the image, separately.
This process wastes a lot of manpower and is an obstacle to the further development of
experimental process information.

The data used in this paper are the sequence images of the melting and crystallization
process of the mold fluxes. These sequence images are collected from the 110th to 671st
second of the start of the experiment. The file serial numbers follow the collection time
sequence, and images are collected every 1 s. The information is presented as digital
images. In the upper left corner of each image, the corresponding time of the image and
the temperature values of thermocouple No. 1 and No. 2 are marked.

4. Methods
4.1. Extraction of Temperature Information

For the automatic extraction of temperature information, this paper adopts the method
of converting color RGB (red, green and blue) image into grey value and then converting it
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into a binary image to obtain the digital information in the image. In a color RGB image,
each pixel contains R, G and B information. Generally, the weighted sum of R, G and B is
used as the calculation method of grey value, namely:

grayij = 0.299 x Rij + 0.587 x G,‘j +0.114 x Bij 1)

where, grey;; is the greyscale value corresponding to the pixel in column j of row i after
the operation; R;;, G;; and B;; represent the RGB information corresponding to the pixel
in column j of row i before the operation, respectively. After obtaining the corresponding
grey value of the pixel in row i and column j, the threshold value is used to solve the
corresponding binary graph of the pixel at that point, namely:

bw;; = U(gmyij —t3) ()

where bwj; is the binarization result corresponding to the pixel in row i and column j after
the operation, and f; is the threshold in the binarization process. U is the unit step function.
If the independent variable of the function is greater than or equal to 0, the value of the
function is 1, and if the value of the function is less than 0, the value of the function is 0.
Then the final binarization result can be expressed as the following matrix:

bw11 bw12 . bwl] . bwln
bw21 be2 e bw2]' e ben

bw = bwﬂ bwiQ ce bwl] TN bwm (3)
bwyy bwpp ... bwyj ... bwpy

In the matrix above, by, is the matrix representing the final digital information. An
information matrix can be determined by comparing it with the information matrix of
each standard number. To determine the information matrix with digital information, the
difference between the information obtained and the standard digital information can
be compared by comparing its two-dimensional correlation coefficient with the standard
digital image:

;;(bwl] — bw) (bw’,-j — bw’)
r= @)

(;}Z(bwlj ~bw) 2) (;jz(bwij/ ~bw/) 2)

where 7 is the two-dimensional correlation coefficient between the digital information
matrix and the standard digital information matrix. bw'; is the element in row i, column
j of the standard numerical information matrix. The greater r, the closer the numeric
information matrix is to the standard numeric information matrix. For ten Arabic numerals,
the following methods can be used to determine which digital information is contained in
the matrix.

R = max(rg,r1,...,79) (5)

wherery, 11, ... , 19 represent the two-dimensional correlation coefficient between the matrix
containing the information of a certain number and the matrix containing the information
of nine Arabic numbers. R represents the maximum of the two-dimensional correlation
coefficient between the matrix of a given number and the matrix of the binary information
of each Arabic numeral. The standard number corresponding to the maximum value can
be considered as the digital information contained in the information matrix. The above
process can be described in Figure 3.
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Figure 3. Diagram showing steps of extracting temperature information from an image.

As shown in Figure 3, for a given image, the temperature information in the upper
left corner of the image can be read as follows: (1) Greyscale processing: calculate the
greyscale value of each pixel by using the weighted sum of R, G and B as the greyscale
value, and return the digital image after greyscale value processing. The enlarged figure
contains the digital information after grey value processing. (2) Binarization processing:
by setting a threshold of 0.5, the greyscale image can be converted into a binary graph,
return the processed binary image. The enlarged part shows the digital information after
binarization. (3) Image interception: in order to improve the efficiency and the accuracy of
judgment, the digital part must be intercepted. By comparing the digital information of
the image with the model, the matrix of binarization digital information can be obtained.
(4) Set up a standard matrix: since the digital information contained in the matrix is affected
by the font of the number, in order to obtain the number consistent with the font in the
figure, ten Arabic numerals are manually selected from the image, a matrix containing
the information of the ten numbers is established. (5) Comparing and determining the
information: compare the obtained matrix of the numbers with the standard matrix of
the ten Arabic numerals using a two-dimensional correlation coefficient, the temperature
information can be automatically determined by using the value of the two-dimensional
correlation coefficient.

Figure 4 shows the variation of the thermocouple temperature over time obtained by
the image processing method.

1600
1500
1400
1300
1200
1100

1000

900 \

800 —

1#wire temperature (°C)

T T T T T T |
100 200 300 400 500 600 700
Time (s)

Figure 4. Diagram of the temperature-time curve obtained by the image processing method.
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As shown in Figure 4, the red solid line represents the curve of the temperature
measured by the thermocouple over time. It can clearly be seen that as the time changes
from 110 to 220 s, the temperature increases approximately linearly with time. When
the time reaches 220 s, the measured temperature remains stable at 1500 °C (this is the
upper limit of the SHTT-type melting temperature tester). When the time reaches 317 s,
the temperature starts to decrease and the cooling rate remains basically constant during
the cooling process. Finally, the measured temperature of the thermocouple reaches about
812 °C.

To ensure that the information obtained is from the slag, the images used in the follow-
ing steps were removed from the background, which effectively reduces the background
interference of the image and improves the accuracy of the model solution to some extent.

4.2. Extraction of the Image Feature Information

For this problem, the first thing to do is to obtain as many features as possible in the
image. These features mainly include color momentum, grey mean value, energy and
entropy, and so on. Using the information obtained, time series modeling is carried out
using statistical methods. In addition, a special discussion is required for six node images
to assess the validity of the selected features.

The image features can be divided into color features, shape features, grey features and
edge features, and so on [25]. However, the shape change and edge features are not obvious
for the melting image of mold flux investigated in this paper, which are not considered.
The color and grey features are mainly studied. Color features are quantified and analyzed
mainly by means of the mean and variance of image RGB, the grey features are analyzed
mainly by mean and variance of the grey image, entropy and contrast.

4.2.1. Extraction of Color Moment Features

For a color image in the RGB color space, the three-dimensional color moment is the
mean value, variance and slope of the three-color components:

(n=R,G,B) (6)

on =N (ni—yn)z

1

1=

where y,; and ¢, represent the mean and variance of the three-color components, respec-
tively. n; represents the value of the color component n at the i-th pixel. N is the total
number of pixels in the image.

4.2.2. Extraction of Grey Features

(1) Mean and variance of greyscale images

A similar method can be used to obtain the mean and variance of greyscale images.
Firstly, the digital image information acquisition model is used to convert the original color
image to grey scale. For each pixel of the grey scale, the mean value and variance of all
pixels can be obtained through mathematical statistics.

N
Hgrey = N2 8reyi
1

- )
1 2
Ogrey = \/N 2 (greyi - ,ugrey)

i=1

where, igrey and 0gre represent the variance and mean, respectively, of all the pixels in the
grey image obtained by the transformation. grey; represents the grey level of the i-th pixel
in the grey image. N represents the total number of pixels in the greyscale image.
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(2) Entropy of greyscale images

Image entropy is expressed as the bit average of the image grey level, which describes
the degree of non-uniformity or complexity of the texture in the image. For a two-dimensional
image in discrete form, its information entropy can be calculated as follows:

255
ent = ) Pslog, Ps
=0

P, = é}(s, £)

where Ps is the number of times the grey value s appears in the image, and ent is the image
entropy of the image. s represents the grey value of a pixel and f represents the mean
value of the grey neighborhood of s. {(s,t) is the frequency of the feature binary group (s,t)
appearing in the image. N is the total number of pixels in the greyscale image.

®)

(8) Contrast of greyscale images

Image contrast refers to the measurement of different levels of brightness between the
brightest white and the darkest black in an image, namely, the size of the gray contrast of
an image. The formula is as follows:

Imax - Imin
Cypy=——7-— 9
Imax + Imin ( )
where Cy is the contrast of an image, Imax is the maximum brightness and I, is the
minimum brightness.

4.3. Principal Component Analysis of Image Information

Principal component analysis (PCA) [26] is a data dimensionality reduction method
that can transform a large number of related data into a small number of unrelated data
and reflect the information in the original data as much as possible.

In the image feature extraction part, a total of ten features in the image were extracted.
There is a certain correlation among the ten features, and different features have different
dimensionalities. In order to fully exploit the information of the features and unify the
dimensions, the PCA method is used to analyze the obtained image information and
convert ten features into three main features. By constructing a comprehensive score model
and using three main features, the comprehensive score of all the features can be obtained.
Without PCA, it is difficult to make full use of the information of ten features.

Let s be the weighted sum of the information x1, xy, ... , x, extracted from the image
(the weights are c1, c3, ... , cn).

s =c1x1+cxp+ -+ cuxy (10)

Since the extracted information usually has different dimensions and orders of mag-
nitude, it is necessary to first standardize the obtained data information. Assuming that
the j-th data of the i-th information are x;;, X;; and X; are the mean values, the processing
method is as follows:

~ l n
Xj =53 L i (11)
1 v ~)\2
5j = 1 L (% — %))
By choosing appropriate weights, the information in each photo can be better distin-
guished. Each photo corresponds to the sum of the weights, denoted s1, sy, ..., ;. If the

distribution of the sum of the weights in these photos is scattered, it means that the group
of weights can be well distinguished.
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Let us assume that Xy, X3, ..., X, are the random variables for the p-th information.
Since the variance reflects how discrete the data are, it is possible to find a set of ¢, ¢y, .. .,
cp that gives the maximum value in the following formula.

VLIT’(C1X1 + C2X2 + L+ Cpo) (12)

This means that this group of weights can make the value of s the most scattered. In
order for the weight obtained to be meaningful, it must also meet the following requirements:

et =1 (13)

Under the constraint of Equation (13), the optimal solution of Equation (12) is a
unit vector that represents a direction in the p-dimensional space, namely, the principal
component direction. Since one principal component is not enough to represent all the
original variables, more principal components need to be found. The second principal
component should not contain any information from the first principal component, so the
directions of all principal components should be orthogonal. Now assuming that Z; is the
i-th principal component, all principal components can be expressed as:

Zy =Xy +epXo+ -+ opXp
Zy =cnXy+cpXp+ -+ opXp (14)

For each Z, the maximum value of Formula (12) should be solved under the condition
that Equation (13) is satisfied, and the vectors (c11, c12, - - . , €1p), (€21, €22, - -+, C2p), -, (Cp1,
Cp2, - - - , Cpp) should not be perpendicular to each other.

During the solution process, the eigenvalue of each characteristic covariance matrix in
the image, A, can be obtained. This eigenvalue reflects the amount of original information
retained by the principal component. The percentage variance of each principal component
can be calculated from the eigenvalue, as follows:

_ A 0
pi = — x 100% (15)
Zl A

t

where p; (p1 <p2 <... <pi—1 <p;i <Pi+1 <... <pn) refers to the variance percentage of the
i-th principal component. The closer the variance percentage is to one, the more original
information is retained in the principal component.

Since the main purpose of principal component analysis is to reduce the number of
variables, a small number of principal components are usually selected in the principal
component solution process to ensure that their cumulative contribution rate reaches 70%
to 80%. The cumulative contribution rate g; is defined as

qi=Y.pj (16)
j=1

Suppose that k principal components have been selected by the cumulative contribu-
tion rate, and the function s(t) of k principal components over time has been calculated. The
comprehensive score of the k principal components can be obtained from these variance
percentages. The calculation method is as follows:

k
Y(t) = ;pisi(t) 17)
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where, s;(t) is the function of the i-th principal component changing with time at time ¢, and
Y(t) is the comprehensive score of the k components over time.

4.4. Normalization of Comprehensive Score

Since the evaluation criteria of comprehensive scoring data are not the same, it is
necessary to dimensionalize the value of Y and unify the evaluation criteria. Normalization
is usually used to unify the dimensions. Through the linear change of the sample, the
sample data are mapped to [0, 1], and the different dimensional expression of the sample is
converted to the dimensionless expression. Its expression is as follows:

t_ .
Y;iorm = Y Yimin (18)

Ymax - Ymin
where Y,y is the t-th characteristic of vector norm.

4.5. Time Series Modeling of Image Information

The ARIMA model [27] is a well-developed time series prediction model, which is often
used for prediction based on time series data. The image features of melting crystallization
of mold flux are a data series with time, so the ARIMA model can be successfully used to
analyze them. A typical ARIMA model, ARIMA(p, d, q), can be written as:

P 9

11— Y ¢L)(1— L)X = (1+ Y 6;L1)es (19)

i=1 i=1

where L is a lag operator, satisfying deZ, d >Aj. ¢; is the autocorrelation coefficient,
8; is the moving average coefficient and ¢; is the interference error. X; represents the
value of the time series at time t. As explained in Equation (19), in ARIMA(p, 4, 9), AR is
“autoregressive”, and p is the order of autoregressive terms. MA is the “moving average”, g
is the order of moving average terms and d is the number of differences made to make it a
stationary sequence (order).

AR(p) — autoregressive coefficient of order p
ARIMA(p,d,q) MA(q) — moving average coefficient of order g (20)
d — difference order needed to make a stationary sequence

4.5.1. ADF Unit Root Test

Before establishing the ARIMA model, the data should be stabilized, that is, the data
must be processed by the numerical difference method. The augmented Dickey—-Fuller
(ADF) unit root test can be used to determine the stationarity of a data set. For an AR(p)
model, it can be rewritten as follows:

p—1

p
V=Y Giyii+ e =pyi1+ Y, Gily1 + e (21)
i—1 1

1

i=

p
p=Y ¢i (22)
i=1

where y; is the current image information sequence, t is the test statistic and ¢, is the serially
independent error term at time £. p is the ordinary least squares (OLS) estimate (based on
an p-observation time series) of the autocorrelation parameter.

4.5.2. Determination of ARIMA Model Parameters

Since the construction of AR (autoregressive) requires stationarity, the construction of
ARIMA model also requires stationarity, the numerical difference method can be used to
process the data. The first-order difference is the difference between t and t—1, the second-
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order difference is a difference based on the first-order difference, so that the number of
differences after data stationarity is the parameter d that we want to determine. Therefore,
continuous differential processing of the image information was performed to determine
the final value of 4.

In the ARIMA model, the order of the lag terms p and g should be determined by
autocorrelation function (ACF) and partial autocorrelation function (PACF). The parameters
p and g obtained are shown in Table 1.

Table 1. Determination of the p and g order of the ARIMA model.

Models ACF PACF

degradation tends to 0

AR(p) (geometric or oscillatory) p-order posterior truncation
. . degradation tends to 0
MAC(q) g-order posterior truncation (geometric or oscillatory)
ARMA g-order degradation tendsto 0  p-order degradation tends to 0
9 (geometric or oscillatory) (geometric or oscillatory)

Among them, when PACF is truncated after stage p, the truncation order is the
parameter p determined by the model; when ACF is truncated after stage g, the truncation
order is the parameter g determined by the model. The calculation method of ACF and
PACEF is described below.

ACF is a complete autocorrelation function that describes the degree of correlation
between the current and past values of the sequence. ACF takes into account the trend
and residual of the image information when searching for correlation, and its formula is
as follows: Coo )

=, — SO0\Yt Ytk
where y; is the current sequence of image information, y;_ is the k-order lag sequence of
image information and py is the coefficient of the autocorrelation function between the
current sequence and the k-order lag sequence of image information.

The partial autocorrelation function (PACF) only describes the relationship between
the observed value and its lag term, that is, the relationship between the current image
information sequence and the p-order lagged image information sequence, while adjusting
for the influence of other shorter lag terms. The formula is:

Rd=r (24)
By inverting it, we can obtain:
@,
4 @2
=R =] . (25)
@p

where @’ is the autocorrelation coefficient of the lag period p, and @, is the partial autocor-
relation coefficient.

4.6. Relationship between Temperature, Melting Rate and Crystallizing Rate

This part aims to obtain the relationship between temperature, time change and the
melting and crystallization process of the mold flux based on the established time series
model. Since temperature is linearly dependent on time, temperature can be expressed
linearly by time. Therefore, the relationship between the melting and crystallization process
of the mold flux and temperature can be converted into a relationship with time. For such
problems, the least squares method, polynomial fitting and other methods can be used to fit
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them, so as to solve the melting and crystallization equation of the mold flux. In this paper,
the bivariate polynomial fitting method under the least square method is used to obtain
the functional relationship between the change of temperature, time and the melting and
crystallization process of the slag. Assume that the function H(x) is a polynomial function,
and its general formula is:

H(x) =Y apx"! (26)

where ay, ay, ... , a, are the binomial coefficients, the best fitting value can be obtained by
the least squares method, namely:

min G(lll,llz,- : 'lln) = Z(H(xm) _]/m)z

; n,m>0 (27)
s n,me N*

where G(ay, ay, ..., a,) is the optimization objective of the least squares method, a1, a5,
..., ay are the binomial coefficients and x;; and y,, are the horizontal and vertical coordi-
nates of the point m, respectively. When the binomial coefficient reaches a certain value,
G(ay, ap, ... , an) reaches the minimum value corresponding to the number of points where
the binomial fitting effect is the best.
In the measurement process, the slag does not start melting or crystallizing at time
0. In order to better describe the melting and crystallization process. Time must be
further converted.
{ ttc =t—tg (28)

m=1t—tmo

where t,0 and t.o represent the time of melting and crystallization, respectively. t,, and .
represent the time of melting and crystallization after ¢ time.

Since the relationship between the determined principal component and time can be
obtained by polynomial fitting, it is assumed that the principal component and time satisfy
a polynomial function:

N
H(t) =Y ant"! (29)
n=1

The above function shows the relationship between time and the melting and crystal-
lization process. Temperature is linearly correlated with time, which can be expressed as:
Te = kete — Teo

30

{ T = kntm — Tino ( )

where T, and T, are the melting and crystallization temperatures after time ¢, respectively.
Tmo and T,( represent the temperatures at which melting and crystallization start, respec-
tively. The relationship between time and temperature is linear, and the rate of melting and
crystallization process can be expressed as:

{ ve(te) = _ii% c(te) (31)

where vy, and v, represent melting and crystallization rate, respectively. Hy(t,;) and H(t.)
represent the functional relationship between melting and crystallization process and
time, respectively, that is, the relationship between the content of the selected principal
component and the time. As the melting and crystallization rate are defined by the rate of
change of the composite score, to avoid the crystallization rate value being less than 0, the
crystallization rate was defined as the negative of the rate of change of the composite score.
By combining Equation (30) with (31), we can obtain:
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dat ke dt

T —T;
0 (Tm*TmO) — de(w) _ de(Tm*TmO)
m K =

(

Te—Tecq
'UC(TE;TCO) — 7dHc( k ) _ ldHc(TE*TCO) (32)

1
dt ~ km dt

m

The function above shows the functional relationship between temperature and melt-
ing and crystallization rate. The process of melting and crystallization process can be
further expressed as:

HC(tC/ Tc) = UC(TC%CTCO)tC

e (33)
Hm(tmr Tm) = Um(mkimeO)tm

where Hy,(ty, Tiy) and He(t, T¢) represent the melting and crystallization process after T,
T, time at t,,, f. temperature, respectively, that is, the relationship between the content of
the selected principle component and time and temperature.

5. Results

According to the algorithm process shown in Figure 5, the image after removing the
background was first converted to grey level. Furthermore, by extracting the image feature
information, the mean and variance of RGB, the mean and variance of grey and the contrast
and entropy of the grey image during the melting and crystallization of the mold flux were
obtained, respectively. Ten characteristic values were extracted, and three parameters of
the ARIMA model were obtained by principal component analysis method, combined with
ADF test and ACF tests. Finally, the melting and crystallization curves of the slag were
analyzed based on the data of the components.

Preprocessing

Background removal

i
Grayscaleimage
conversion
Extract 6 feature values 1
(The mean, variance of
RGB, see Equation 6) Extract 4 feature values (Mean,
variance , emmpy and contrast, see
l Equations 7-9)

Principal component
analysis (Equations 10-14)

Comprehensive scoring Y
(Equations 15-17)

Normalization Y*
(Equation 18)

Determinationof p, d, q

| |
| |
| |
| |
| (Equations 21-25) |
| |
| |
| |
| |

Establishing ARIMA
model

———— Result

I I
! I
| I
! I
| Melting and crystallization |
: rate analysis (Equation 31) |

|
| I
I I
I I
I I

I

| Kinetic analysis (Equation 33) I

Figure 5. Schematic diagram of algorithm flow.
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5.1. Results of Feature Extraction

Figure 6 shows the mean and variance of RGB in the melting and crystallization
process. As can be seen in Figure 6, the mean value of the red component increases rapidly
between 110 and 150 s and becomes stabilized between 150 and 580 s. The mean value of
the green component fluctuates and decreases after a rapid increase. However, the mean
value of the blue component changes very little throughout the melting and crystallization
process. The change in the variance of the three colors is similar to the change in the mean.
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Figure 6. Changes in the mean value (a) and variance (b) of the image RGB during melting
and crystallization.

Figure 7 shows the variation of the mean and variance of the greyscale over time. It
can be seen that the mean and variance of the image greyscale are very close to each other
over time. The mean and variance increased rapidly from 110 to about 150 s, and then
showed a decrease in fluctuation.

150 15000
[ 1
\ \
iy -
1004 ‘ W‘ M\/ﬂ} ‘ 10000 ‘ 1‘3\‘ ﬂ‘ \
: | W i, \, \ o ‘ My 4 f‘\ \
b5 NIl “ N \V\ \ F‘K g V‘ d Ul \\‘ \
S ! AR k= \ \ \N \
) S \ W )\
\ ‘ H \RARLAY!
50 - 5000 - | ‘1 \ \[\
| LR
N | I\
! J
\\
0 T T T 1 0
0 200 400 600 800 0 200 400 600 800
Time (s) Time (s)
(a) (b)

Figure 7. Changes in the mean value (a) and variance (b) of greyscale during melting and crystallization.

Figure 8 shows the change in image contrast and entropy over time during the melting
and crystallization process. The contrast ratio of the image fluctuates greatly over time.
The contrast fluctuates significantly between 110 and 300 s and between 430 and 470 s. The
entropy of the image also fluctuates significantly in the interval from 110 to 200 s, and the
fluctuation of the entropy of the image slows down after 200 s. The overall entropy of the
image shows a decreasing trend.
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Figure 8. Changes in image contrast (a) and entropy (b) during melting and crystallization.

5.2. Determination of Principal Components

Since there are many features extracted from the image, in order to comprehensively
consider various features, the 562 data sets of data of ten features extracted from the photo in
the previous step were adopted by principal component analysis to obtain comprehensive
features of the extracted features. The results of the analysis are shown in Table 2.

Table 2. Parameters of the 10 principal components obtained from the principal component analysis.

L. Initial Eigenvalue Extract the Sum of Loads Squared
Principal
Component Total Percentage of Cumulative Total Percentage of Cumulative
Variance (%) Percentage (%) Variance (%) Percentage (%)
1 5.73 57.33 57.33 5.73 57.33 57.33
2 1.98 19.82 77.15 1.98 19.82 77.15
3 1.00 10.07 87.22 1.01 10.07 87.22
4 0.84 8.36 95.58 - - -
5 0.35 3.54 99.12 - - -
6 0.65 0.65 99.77 - - -
7 0.02 0.20 99.96 - - -
8 0.004 0.04 100.00 - - -
9 0.00 0.002 100.00 - - -
10 0.00 0.00 100.00 - - -

The table above lists the ten principal components obtained from the principal com-
ponent analysis. Total refers to each eigenvalue of the correlation coefficient matrix of the
extracted features. The variance percentage of the original eigenvalue reflects how much
of the original information is retained by the component during the principal component
analysis. Based on the cumulative contribution rate of each principal component, principal
components 1, 2 and 3 were selected as the final principal components. Table 3 shows the
component matrix of principal components 1, 2 and 3, from which the load of each feature
on different principal components can be obtained.

As can be seen from the table, the grey mean, grey variance, R mean, G variance, G
mean and R variance have a large load on principal component 1, indicating that they
have a high correlation coefficient with principal component 1. The variance of B has
greater load on principal component 2, indicating that it has a higher correlation coefficient
with principal component 2. The contrast of the load on principal component 3 is greater,
indicating that it has a higher correlation coefficient with principal component 3. Based
on the loadings of principal components 1, 2 and 3 listed in Table 3, and the standardized
results of the value of each feature at each moment, the contents of the principal component
at each moment can be calculated. The contents of principal components 1, 2 and 3 change
over time as shown in Figure 9.
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10 4

Principal Component 1

Table 3. Principal component loads of principal components 1, 2, and 3.

Principal Components

Extract Features

200

100

Time (s)

(a)

1 2 3
Grey mean 0.4 0.18 0.01
Grey variance 0.4 0.16 —0.09
R mean 0.39 —0.13 —0.01
G variance 0.38 0.24 —-0.1
G mean 0.37 0.28 0.01
R variance 0.36 —0.23 —0.06
Entropy 0.23 -0.17 0.34
B variance —0.06 0.66 —0.01
B mean —0.23 0.51 0.29
Contrast 0.1 —0.08 0.88
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Figure 9. Changes in principal components 1, 2 and 3 over time. (a—c) Correspond to principal
components 1, 2 and 3, respectively.

Using the changes of the three principal components over time and their variance per-
centage, the change curve of the comprehensive score Y of the three principal components
over time can be obtained, as shown in Figure 10.
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Figure 10. The result of the time series based on the comprehensive score.

From 110 to 150 s, the comprehensive score shows an upward trend, and from 150 to
671 s, comprehensive score Y shows a fluctuating downward trend over time. The variation
trend of comprehensive score Y over time is basically consistent with the melting and
crystallization process of mold flux. To a certain extent, the comprehensive score Y can
reflect the melting and crystallization process of mold flux well.

For the comprehensive score, the weights of principal components 1, 2 and 3 are 65.7%,
22.7% and 11.6%, respectively. Therefore, principal component 1 has the greatest influence
on the overall score. The loadings of grey mean, grey variance, R mean, G variance, G
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mean and R variance are relatively large. The melting process time is short and the changes
of characteristics are obvious, which means that the melting speed of the mold flux is
high and the color and texture changes are obvious. However, the crystallization rate is
relatively small, the color and texture of the mold flux in the early crystallization period are
not obvious and the change of color and texture in the late crystallization period is obvious.

5.3. Results of the Time Series Model

Then, the ADF test was used to analyze the stationarity of the two principal compo-
nent’s data. According to the p value, it is found that the data can meet the requirements of
stationarity analysis and finally Table 4 was obtained.

Table 4. ADF inspection results.

Critical Value

Difference Order d t 14
1% 5% 10%
0 —0.803 0.818 —3.442 —2.867 —2.570
1 —8.840 0.000 —3.442 —2.867 —2.570

As shown in Table 4, the p-value of the data is less than 0.05 when the difference order
of difference is 1. Partial (self) correlation detection was then performed on the data, and
ACF and PACEF plots were obtained. The regression order and the moving average order of
the data can be obtained by combining them, as shown in Table 5.

Table 5. Autoregressive order and moving average order of the ARIMA model.

Category Autoregressive Order p Moving Average Order g
Orders 4 4

So far, the difference order, the regression order and the moving average order of
the principal component have been obtained. The three orders correspond to the three
parameters of the ARIMA model, that is, ARIMA time series modeling can be carried
out. The principal component corresponds to the ARIMA(4,1,4) model. The melting and
crystallization curves of the slag were discussed with the data of the principal component.

In this model, ten features of the image were extracted, and the dimensions of the ten
features were reduced to one principal component by principal component analysis and
weighted average, and the parameters of the ARIMA model of the principal component
were determined by ACF and ADF tests, thus the melting and crystallization curves
were analyzed.

5.4. Relationship between Crystallization-Temperature and Time

The relationships between temperature and time during the melting and crystallization
process were calculated and are shown in Table 6.

Table 6. Relationships between temperature and time.

Process k To R? RMSE
Melting 5.98 887.01 0.9632 10.76
Crystallization —-1.97 1840.50 0.9996 3.829




Crystals 2023, 13, 594

19 of 24

HC(t) =
Hy,(t) =

Table 6 shows all the parameters of the linear relationship between temperature and
time, where R? is the degree of fit between temperature and time. The closer R? is to 1,
the better the fit. RMSE [28] is the root mean square error. In the process of melting and
crystallization, the relationship between temperature and time is satisfied:

Melting : T =5.98t 4+ Ty (34)
Crysatllization : T = —1.97t + Ty

Principal component 1 obtained above was put into the mathematical model as a
physical quantity to measure the progress, and the relationship between melting and
crystallization progress and time was obtained by MATLAB, respectively. The final fitting
result of time and melting and crystallization progress depends on the choice of polynomial
term n. If n is too small, an underfitting phenomenon may occur, which cannot truly reflect
the relationship. If n is too large, overfitting may occur. For melting and crystallization,
n =5 and 6 were used for fitting, respectively. The fitting results of the melting process are
shown in Figure 11.

1.0 4

Data points Data points
0.7 4 k P .
— The fitted curve / The fitted curve
0.8 -
w /
72} y 7}
U (.6 / 3
’Egl b / I
2 / 800.6 4
= y © ®,
— / (’: 'C [ ]
— 0.5 B 'K L
o S 04 '
3 . g A '\' 3‘&\.\
5 0.4 4 g()_z_ ‘
03+ 0.0 ‘
T T T T T T T 1
1o 120 130 140 200 400 600 800
Time (s) Time (s)
(a) (b)

Figure 11. Polynomial fitting results of melting, crystallization progress and time. (a,b) are the results
corresponding to melting and crystallization, respectively.

Figure 11 shows the polynomial fitting results of melting progress, crystallization
progress and time, respectively. The x-coordinate is time, and the y-coordinate is melting
or crystallization progress. The red solid lines are the fitted curves for the melting and
crystallization when the polynomial degree is 5 and 6, respectively, and the green round dot
represents the fitted data point. The goodness of fit of the melting and crystallization process
were 0.9714 and 0.9150, respectively. The RMSEs are 0.01834 and 0.04037, respectively. The
fitting function is as follows:

—428 x 10772 +2.69 x 10~ %t.* — 6.67 x 107°¢.3 — 8.36t.2 — 520.00¢, + 1.29 x 10*
5.15 x 1071546 — 1.16 x 10~ 11¢.5 + 1.05 x 10~ 8¢.* — 4.88 x 10°¢.3 (35)
+1.22 x 1073¢,2 — 0.15¢. + 8.19

Now, the obtained fitting results of melting time and melting progress, as well as
the fitting results of crystallization time and crystallization progress, were inserted into
Equation (31) to obtain the curves of melting rate and crystallization rate. The results are
shown in Figure 12.
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Figure 12. Curves of melting rate and crystallization rate. (a,b) are the curves corresponding to
melting and crystallization, respectively.

Figure 12 shows the relationship between melting and crystallization rates as a function
of temperature. (a) and (b) show the relationship between melting and crystallization rates
and time, which are also referred to as melting kinetics and crystallization kinetics of the
mold flux.

As can be seen from Figure 12a, it is easy to understand, but for Figure 12b, when the
time is around 210 s and 425 s, the crystallization rate has an abnormal phenomenon of
less than 0. This is due to the abnormal growth of the fitted rate curve during these two
periods (as shown in Figure 11b). This is because in the process of material crystallization,
in some periods, the change of the image is not obvious, and even reverse changes occur.
In addition, there are some errors generated in the fitting process. The combination of the
two reasons finally leads to such a result, which is in accord with the actual situation.

The functional relationship between temperature and time has been determined. Ac-
cording to the relationship obtained above as well as Equation (33), a functional relationship
between the temperature, time and the melting and crystallization process of the mold flux

was established. The areas represented by the bivariate functions of the two processes are
shown in Figure 13.
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Figure 13. Relationship between crystallization volume ratio, temperature and time during the

melting process of mold flux. (a,b) are the results corresponding to melting and crystallization, re-
spectively.

Figure 13a,b shows the relationship between the crystallization volume ratio (degree
of progress), temperature and time during the melting and crystallization processes of
mold flux. Each point on the curve represents the volume ratio of crystallization at the
current temperature T and the process time t. In the above figure, the larger the z-axis value
of the surface, the more crystals there are in the current state.
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In Figure 13, there is a phenomenon that the crystallization volume ratio exceeds the
theoretically possible volume ratio. The reasons may be as follows:

First of all, when solving the kinetic model, the melting and crystallization were
discussed separately. The time between the two stages is not continuous, which is different
from the actual situation, which may lead to the differences between the actual melting (or
crystallization) time and the current time used in the model.

Secondly, the polynomial fitting method may lead to the deviation between the melting
rate at a certain temperature and the actual melting rate in the solving process.

Finally, the amount of data used for fitting in Figure 11a is small, which may lead to
deviations between the melting rate at different temperatures and the actual value in the
subsequent solving process.

6. Discussion and Conclusions
6.1. Discussion

In this paper, the image information was comprehensively considered, the main
features of the image were determined and the dimension was reduced by principal
component analysis. The accuracy and robustness of the model can be improved by
exploiting the information provided by the image as much as possible, so that the accuracy
of the model can be guaranteed even when some information is disturbed.

The binomial curve fitting was used to fit the melting and crystallization degree curve
of the mold flux with time. As the fitted curve could not completely replace the original
curve, it could introduce errors into the final results. In the previous section, the abnormal
phenomenon of less than 0 in the crystallization rate curve was caused by this error. The
errors generated in the fitting process will be analyzed quantitatively.

The deviation between the fitted result and the original data can be seen from the
RMSE value obtained in the fitting process. Since this value is related not only to the
deviation but also to the size of the original data, the relative root mean square error
(RRMSE) [29] is now used to measure the error generated by the fitting, which is defined as
the ratio of the RMSE to the mean of the original data, namely:

RRMSE = —— . RMSE (36)
Y m;
i=1
and:
1y 2
RMSE = [=3 _(mi — f(i)) (37)

where RRMSE is the ratio of the RMSE to the mean value of the original data and m; is
the i-th original data. In Equation (37), m; is the original data before fitting and () is the
function value after fitting. N is the total number of raw data.

The RRMSE value of each fitting procedure can be obtained through the above equa-
tion. The RMSE and RRMSE values of all fitting processes are shown in Table 7. The
RRMSE can reflect the relative deviation between the fitting results and the original data.
This value is independent of the original data, which can be used to better evaluate the
fitting results.

Table 7. RMSE and RRMSE values for all fitting methods used in this paper.

Dependent Variable of Fitting Independent Variable of Fitting RMSE RRMSE
Melting temperature time 10.76000 0.0110
Crystallization temperature time 3.82900 0.0033
Comprehensive score of Melting time 0.01834 0.0425

Comprehensive score of Crystallization time 0.04037 0.1206
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It can be seen from Table 7 that the RRMSE of crystallization is larger than that of
other fitting processes, indicating that the deviation is larger. This may be due to the more
complex variation of the comprehensive score in the crystallization fitting process and the
larger deviation of the polynomial fitting. In the following sections, the deviation gener-
ated in the melting and crystallization process will be calculated by using the following
accumulative error ARRMSE.

ARRMSE = \/RRMSE;2 + RRMSE,? (38)

In Equation (38), ARRMSE represents the cumulative relative root mean square error.
RRMSE; and RRMSE; represent the errors of two fitting methods used for melting or
crystallization, respectively. The deviation after two fits can be reflected by Equation (38).
The larger the value, the greater the deviation after two fits.

For the problem discussed in this study. The ARRMSE of the melting process is 0.0439
and that of the crystallization process is 0.1207. The ARRMSE in the crystallization process
is obviously greater than that in the melting process. The main reason is that the fitting error
of the crystallization comprehensive score is relatively large. By comparing the RRMSE and
ARRMSE fitted each time, it can be seen that the RRMSE with comprehensive score is close
to the final ARRMSE in the two processes of melting and crystallization. It indicates that the
fitting of the comprehensive score produces a much larger deviation than the fitting of the
temperature. This may be because the relationship between comprehensive score and time
is more complex, and the effect of polynomial fitting is not ideal. In addition, it can also
be seen that reducing the deviation of the comprehensive score fitting is more important
to improve the progress of the model. The deviation in this process can be reduced by
switching to other fitting methods or increasing the amount of data.

Besides, some of the calculations may contain further errors: Firstly, in the extraction
of temperature-time information, the image recognition ability depends on the established
matrix of standard digital binarization information, only the digital information recognition
function is realized in the image. Secondly, the image is processed by removing the
background. This process will be affected by the boundary conditions of the background,
and the number of pixels obtained after removing the background may be different, which
may lead to certain errors in the process of image information extraction. Lastly, in the
process of using the principal component analysis method to process image information,
the principal component analysis method cannot make full use of all the image information
and will ignore part of the information extracted from the image, which may lead to
errors in the analysis process. At present, it is still difficult to calculate the above error
quantitatively, and this is a very worthwhile study for the future.

6.2. Conclusions

By identifying the digital information in the upper left corner of the image and
comparing it with the standard digital information, the time information of each image was
obtained, and then the curve of the melting temperature of the mold flux changing with
time was drawn. The digital recognition accuracy of this method is relatively high, which
can meet the actual demand. Based on the image recognition technology, the automatic
recognition of the temperature and time in the process of melting crystallization process of
mold flux was successfully realized.

Based on the collected images, the dynamic difference between adjacent sequence im-
ages during melting and crystallization was investigated by using digital image processing
technology. For the image information, ten features were extracted after removing the back-
ground, principal component analysis was used to reduce the dimension of the features,
and three principal components were obtained and compared. The comprehensive score Y
was calculated, normalized and used to reflect the melting and crystallization process of
the mold flux.

Considering the influence of the change of temperature and time on the melting and
crystallization progress of the mold flux, the relationship between time and temperature
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was fitted, and then a mathematical model was established to study the melting and
crystallization kinetics of the mold flux (the relationship between temperature, melting
rate and crystallization rate). The mathematical model established in this paper has high
generality and can be successfully used for feature extraction and modeling analysis of
molten crystal sequence images of mold flux.

Nevertheless, there are still some shortcomings in this study: (1) In the discussion
section, possible sources of error are explained. Although the errors in the work in this
paper are controllable, they still exist. In the future, relevant models can be improved to
improve their calculation accuracy. (2) Time series model, principal component analysis
and other methods are relatively traditional. Some new methods can be tried, compared
and used to further improve the accuracy of the model. (3) The correlation fitting method
can still be improved. (4) The study presented here used images from only one cycle and
did not compare with images from multiple sets of parallel experiments. Although one set
of experimental images may support the conclusion of this paper, the study of multiple
parallel control groups is also a direction worth exploring in the future.
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