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1. Supplementary Materials

The pseudo-code of the calculation of the cost function is described in Algorithm S1.
The global computational variables t̂, û contain the measurement data. The computational
variable p contains the model parameters.

Algorithm S1 Cost function

function c = costfun(p)
global t̂, û
u = uModel( t̂ );
c = ∑i(ui − ûi)

2

The subroutine u = uModel( t̂ ), is evaluated for given times that agree with the
measurement times, and is specified in Algorithm S2.

Algorithm S2 Pseudo-code for the implementation of the model function

function u = uModel(t)
global p
u = p(1) ∗ t.ˆ (p(2))

The computational parameter t might be a vector, such that the corresponding model
values might be calculated simultaneously with results stored in u. By convention, the
MATLAB symbol .ˆdenotes a component-wise operation of calculating an exponent. The
model parameters p are maintained as global variables. In this implementation example,
the Korsmeyer-Peppas model is taken as reference model function.

In Algorithm S3 the residual is defined as a difference of the model and the data; its
input variables are the same as for the cost function, namely the model parameters p and
the data. Reversely, the cost function can be calculated as the 2-norm of the residual.

Algorithm S3 Residual function

function r = residual(p)
global t̂, û
u = uModel( t̂ );
r = u− û
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In Algorithm S4 the steps of the overall procedure are indicated.

Algorithm S4 Central routine that calls the optimization algorithms

X Clear registers, close the windows
X Load the observation data
X Choose initial optimization parameters
X Run the optimization algorithm
X Visualize the performance of the optimization algorithms

For didactic reasons, we remind the method of Gauss-Newton, see Algorithm S5;
this method is used for referential comparisons to other methods; more sophisticated
methods starting with the Levenberg-Marquardt method can deal better with more ill-
posed situations.

Algorithm S5 Gauss-Newton method

p? ← Gauss-Newton(p0)
global XX FF
XX=[X];
FF=[norm(X)];
for i = 1; i ≤ 10 do

F← residual(X);
J← jacobian(X);
DX = -J \ F;
X=X+DX;
FF=[FF norm(F)];
XX=[XX X];
if norm(F) < TOL then

break
end if

end for

Global optimization methods or machine learning algorithms might be alternatives to
experiment with in order to generate more robust and diverse parameter fitting framework.
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