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#### Abstract

This study aims to review the physical theory and parametrizations associated to Turbulent Kinetic Energy Density Function (STKE). The bibliographic references bring a broad view of the physical problem, mathematical techniques and modeling of turbulent kinetic energy dynamics in the convective boundary layer. A simplified model based on the dynamical equation for the STKE, in an isotropic and homogeneous turbulent flow regime, is done by formulating and considering the isotropic inertial energy transfer and viscous dissipation terms. This model is described by the Cauchy Problem and solved employing the Method of Characteristics. Therefore, a discussion on Linear First Order Partial Differential Equation, its existence, and uniqueness of solution has been presented. The spectral function solution obtained from its associated characteristic curves and initial condition (Method of Characteristics) reproduces the main features of a modeled physical system. In addition, this modeling allows us to obtain the scaling parameters, which are frequently employed in parameterizations for turbulent dispersion.
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## 1. Introduction

The model that describes the dynamics of Turbulent Kinetic Energy (TKE) under the hypothesis of regime fully developed turbulence covers several arguments associated with the phenomenology of the physical system [1]. Due to the complexity of the phenomenon, an idealized representation based on parametrizations is necessary, therefore, the accuracy of the model formulated depends on the ability of the constituent equations to mathematically describe the physical process.

In this sense, the spectral energy density dynamics model in the Convective Boundary Layer (CBL) is based on a system of Partial Differential Equations (PDE) known as Navier-Stokes Equations [1], in which the predicted TKE evolution in the CBL is admitted from the parameterization of the forms of production, dissipation, and energy transfer.

To define these basic descriptive terms of the spectral dynamics, it is necessary to establish the object of study itself, which is the Spectral Density Turbulent Kinetic Energy Function (STKE), and subsequent quantification as TKE of the CBL as a manifestation of the turbulent flow velocity fluctuations. For this, we must begin with the conception of the autocorrelation functions and 1D spectral density function by the Fourier transform [2], until its representation in the three-dimensional form [3] and later synthesis in a descriptive equation of the dynamic spectral function [1].

At this point, the importance of the parameterization process of the constituent terms of the model is emphasized, as it will not only indicate the reliability of the model through the realistic description of the involved processes and reproduction of observed properties in the phenomenon, but also influence the choice of mathematical methods (analytical and/or numerical) to obtain the solution [4].

In this manuscript, the parameterizations for the terms of production, dissipation and energy transfer are presented [5]. However, as it is considered a simplified model that only involves the inertial transfer of TKE and dissipation terms describe these dynamics, this assumption allows us to obtain a model composed of a Linear First Order Partial Differential Equation (1L-PDE), which can be solved using the Method of Characteristics [6,7].

The choice of this method will be evidenced by not being a restrictive method, that is, it applies to any first order PDE (1st-PDE) and allows the use of numerical techniques that are easily incorporated by the method [4,8]. Moreover, it allows an understanding of the process of developing the solution, which indicates the steps for a demonstration of the Theorem of Existence and Uniqueness of solutions for 1L-PDE.

At the end, this paper presents a modeling process of a natural phenomenon, starting from the specification and characterization of the object of study, its genesis, parameterization of related processes, construction of an idealized equation of modeling of the phenomenon, and later detailing and theoretical demonstration of validity and applicability of the method to obtain the solution. Then, the solution obtained in this simplified model will reproduce the basic properties of the modeled dynamics.

The study is composed of two essential sections to comprehend the proposed modeling process. The first section covers the theoretical framework that aims to describe the relevant physical processes associated to the phenomenon of turbulence that will be employed in the formulation of a Spectral Density Evolution Equation of TKE in a CBL. It starts from the conception of the pair of functions of autocorrelation and one-dimensional energy density via Fourier transform and the elaboration of its three-dimensional spatial variation. Once the STKE is established, an equation taken from [1] will relate the temporal evolution of the STKE dynamics together with terms of production, dissipation, and STKE transfer in CBL. To better understand the processes involved in this dynamic model, the parameterizations of these terms are described. It is worth noting that these parametrizations present non-stationary elements inherent to the turbulent flow, such as convective boundary-layer height $\left(z_{i}\right)$, friction velocity $\left(u^{*}\right)$, Obukhov length $(L)$, convective velocity scale ( $w^{*}$ ), among others [9]. These scaling parameters are used to make the proposed equations dimensionless and, enable us to describe the models of the general time, length, and velocity scales parameters [5]. The second section consists of questions associated with the Method of Characteristics, which is the respective mathematical method employed to obtain the solution of the presented physical model. A two-stage presentation of the method in question was chosen. In the first stage, the generalized geometric construction of the solution surface itself is given, and as a complementary section to this geometric description, Appendix A outlines a general idea of the method application, processes, and geometric entities involved in constructing the solution surface by solving a simplified 1st-PDE. In the second stage, the mathematical proof that validates the solution surface constructed as a solution of the 1L-PDE is established. Once the procedures and techniques of the theoretical foundation are established, a generic model for STKE in the CBL can be formulated. Finally, the Isotropic Model for the STKE dynamics in the PBL is established. This model is designed by simplifying isotropic turbulence hypotheses
and non-STKE production by thermal and mechanical convection and its solution is obtained by the Method of Characteristics.

## 2. Theoretical Framework

The theoretical framework applied in the formulation of the 3D-STKE and relevant processes that describe the dynamics of the TKE in the CBL are presented here. The mathematical hypothesis to solve a 1L-PDE by the Method of Characteristics will be made through a geometric approach to develop this solution by the characteristic curves with the PDE and afterwards extend the process to general 1L-PDE [6,7,10].

### 2.1. The Turbulent Energy Spectrum Function

Assuming that particle movement can be determined by velocity fluctuations in a turbulent flow and quantification of this buoyancy is given by Autocorrelation Function

$$
\begin{equation*}
\left\langle u^{2}\right\rangle R(\tau)=\langle u(t) u(t+\tau)\rangle . \tag{1}
\end{equation*}
$$

This generic Autocorrelation Function, with the property of $R(0)=1$, indicating that the maximum correlation in the measurement of the wind velocity buoyancy occurs for $\tau=0$ and to others values of $\tau|R(\tau)| \leq 1$ [11], being a quantifier of the ability of the particle to preserve the memory of the effect of a given velocity at a given instant in the composition of the velocity of this particle later [2].

Reference [12] establishes a statistical theory for treating and modeling these turbulent flows under the hypotheses of isotropy, homogeneity, and stationarity of turbulence (Taylor's Turbulent Diffusion Theory) and proposes an exponential form for the autocorrelation function and obtained fundamental relations related to the study of the phenomenon of turbulence applied to scalar dispersion [13].

In this aspect, autocorrelation functions in the Taylor Statistical Theory [12] allow us to calculate the dispersion parameters and functional relations for the turbulence dissipation rate used in Eulerian and Lagrangian dispersion models [9,11,14-17], which leads to the opening of a vast field of research in the area of turbulence modeling in its various phenomenological manifestations. These studies address issues related to developing new autocorrelation functions and functions associated with turbulent parameter deductions [18-20] and validation [1,11,21,22].

Among these results, the Wiener Khintchin theorem [23] relates the autocorrelation function $R(\tau)$ with the spectral function $\Phi(\omega)$ via the Fourier transform pair:

$$
\begin{equation*}
R(\tau)=\frac{1}{\left\langle u^{2}\right\rangle} \int_{-\infty}^{+\infty} \Phi(\omega) e^{-i \omega \tau} d \omega \quad \text { and } \quad \Phi(\omega)=\frac{\left\langle u^{2}\right\rangle}{2 \pi} \int_{-\infty}^{+\infty} R(\tau) e^{i \omega \tau} d \tau \tag{2}
\end{equation*}
$$

where $\omega$ is the turbulent frequency and $\left\langle u^{2}\right\rangle$ is the turbulence velocity variance.
Under the assumption of stationary and homogeneous turbulence and $R(\tau)$ being a pair function and $\tau=0$, the relation obtained is:

$$
\begin{equation*}
\frac{1}{2}\left\langle u^{2}\right\rangle=\int_{0}^{+\infty} \Phi(\omega) d \omega \tag{3}
\end{equation*}
$$

evidenced that the TKE is the result of the integration over the entire frequency range of the STKE. This is consistent with the hypothesis proposed, since quantifying the buoyancy via the turbulent velocity variance enables the extraction of auxiliary information to determine typical speed and length scales to obtain the parameters applied to describe of turbulent flows [24].

The pair of equations given by Equation (2) states that STKE is obtained by the Fourier transform of the autocorrelation function. As shown above, this tool amplifies the understanding of the processes of analyzing turbulent energy dynamics through the frequency and/or wave number decomposition of functions used to describe these STKE dynamics [2]. This description allows the visualization of the processes of these dynamics through the exchange of energy between the eddies of different sizes of wave number or frequency. A description of the typical regions of occurrence of these processes is described in Figure 1.

The idea of a turbulent flux composed of interagency eddies on the various scales of size and frequency suggests that the process is random in the three spatial directions and in time, as emphasized by [2], characterizing turbulence as a three-dimensional phenomenon. In this sense, experiments for its measurement, in addition to the financial cost, have inherent technical challenges. Experimental STKE measurements are one-dimensional in their respective spatial directions and in time [25], with a three-dimensional STKE being determined from one-dimensional measurements [3,26,27]. If these measurements are obtained in stationarity situations, the autocorrelation function is defined over time $(t[u . t]$.$) and, consequently, the STKE will be in the frequency domain \omega$ [u.t. ${ }^{-1}$. If it is in conditions of homogeneous turbulence, the autocorrelation function will be given in the spatial variables $\left(x_{i}, i=1,2,3\right.$. [u.c.] $)$ and its Fourier transform in the wave number domain $k_{i}, i=1,2,3$ [u.c.] ${ }^{-1}$ [2].

Notably, one-dimensional spectra do not include the full information of the three-dimensional turbulence phenomenon in CBL, and for certain ranges of wave number values, the spectrum measured in a particular direction may contain vortex contributions, that when aligned to this direction of measurement, if wave numbers are higher than those of the specified range, msy charactere the aliasing phenomenon [2].

The previous paragraphs suggest that we use a spatial autocorrelation function defined in $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right)$ to better representat the three-dimensional turbulent flow and avoid the aliasing phenomenon, consequently resulting in the STKE to occur in the wave number vector $\mathbf{k}=\left(k_{1}, k_{2}, k_{3}\right)$ by the three-dimensional Fourier transform ([28] (p. 161) and [1].)

However, in order to overcome the difficulty of adding directional information, it is necessary to consider a spherical envelope around a reference point, which is the origin of this envelope. Fixed at the origin, it is assumed that $\mathbf{U}=\langle\mathbf{u}(\mathbf{x})\rangle$ - preferential average velocity (a preferred and constant mean velocity is assumed for the three-dimensional field of velocities $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right)=(u, v, w)$, where $u$ is the longitudinal wind velocity, $v$ is the lateral wind velocity, and $w$ is the vertical wind velocity) is constant and along this constant direction aligns the directional $\mathbf{i}_{1}=\hat{\mathbf{i}}$. The vertical direction is naturally fixed ( $\mathbf{i}_{3}=\hat{\mathbf{k}}$ ) and the lateral direction is then defined by vector product $\mathbf{i}_{1} \times \mathbf{i}_{3}=\mathbf{i}_{2}=\hat{\mathbf{j}}$. In this new configuration of the space and consequent reconfiguration of the space of the wave number vector, the magnitude of the wave number vector is given by $k=\sqrt{\mathbf{k} \cdot \mathbf{k}}=\|\mathbf{k}\|$, which is the radius of this spherical envelope. When integrating this spherical envelope, the total energy over $k$-the three-dimensional energy spectrum is obtained [2,3].

Although the association of the spatial autocorrelation function and its STKE via Fourier transform has already been referenced, it is necessary to establish certain conditions in turbulent flow to perform this association.

In the first stage, the isotropy condition will not be required for the turbulent flow, although homogeneity will be admitted to the wind field, as well as stationarity-the effects of turbulent flow on the wind component measurement is invariant on translations. Under these hypotheses and by employing Reynold decomposition to wind components given by $\mathbf{u}(\mathbf{x})=\mathbf{U}(\mathbf{x})+\mathbf{u}^{\prime}(\mathbf{x}) \Leftrightarrow u_{i}=U_{i}+u_{i}^{\prime}, i=1,2,3$, the Correlation Tensor can be associated with the turbulent moments: $\mathbf{R}_{i j}(\mathbf{r})=\left\langle u_{i}^{\prime}(\mathbf{x}) u_{j}^{\prime}(\mathbf{x}+\mathbf{r})\right\rangle$

$$
\mathbf{R}_{i j}(\mathbf{r})=\left\langle\left(u_{i}(\mathbf{x})-\mathbf{U}\right)\left(u_{j}(\mathbf{x}+\mathbf{r})-\mathbf{U}\right)\right\rangle
$$

The Correlation Tensor is said to be symmetrical and invariant due to reflections and translations $\left(\mathbf{R}_{i j}(-\mathbf{r})=\mathbf{R}_{j i}(\mathbf{r})=\mathbf{R}_{i j}(\mathbf{r})\right)$ and thus impose the STKE Tensor as the Fourier transform of the Correlation Tensor [2,3]:

$$
\begin{equation*}
\boldsymbol{\Phi}_{i j}(\mathbf{k})=\frac{1}{(2 \pi)^{3}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathbf{R}_{i j}(\mathbf{r}) \exp (-i \mathbf{k} \cdot \mathbf{r}) d^{3} r\left(d^{3} r=d r_{1} d r_{2} d r_{3}\right) \tag{4}
\end{equation*}
$$

and its transformed pair

$$
\begin{equation*}
\mathbf{R}_{i j}(\mathbf{r})=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \boldsymbol{\Phi}_{i j}(\mathbf{k}) \exp (i \mathbf{k} \cdot \mathbf{r}) d^{3} k\left(d^{3} k=d k_{1} d k_{2} d k_{3}\right) \tag{5}
\end{equation*}
$$

The tensor $\boldsymbol{\Phi}_{i j}$ is symmetric, which is a result of the velocity field homogeneity, characterizing it as a covariant tensor in space-k. Moreover, the property of atmospheric incompressibility is valid ([3] apud [29]) and equivalent to

$$
\begin{equation*}
\sum_{j} \boldsymbol{\Phi}_{i j}(\mathbf{k}) k_{j}=0 \tag{6}
\end{equation*}
$$

Equation (6) characterizes $\boldsymbol{\Phi}_{i j}$ as a semidefinite positive tensor, that is, there are no negative eigenvalues associated with the eigenvectors $\mathbf{k}$, ensuring $\boldsymbol{\Phi}_{i j}$ to be a genuine covariant tensor [3].

The sum of main diagonal of the STKE tensor $\left(\sum \boldsymbol{\Phi}_{i i}\right)$ is associated to

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \sum \boldsymbol{\Phi}_{i i}(\mathbf{k}) d \mathbf{k}=\sum\left\langle u_{i}^{\prime} u_{i}^{\prime}\right\rangle\left(=\sum \mathbf{R}_{i i}(\mathbf{0})\right)
$$

Directional information $i i$ is removed in the integration process in the spherical envelope of radius $k$ with surface element $d \sigma$ [2,3,30]. Defining

$$
\begin{equation*}
\mathbf{E}(k)=\frac{1}{2} \oiint_{S} \sum \boldsymbol{\Phi}_{i i}(\mathbf{k}) d \sigma=\frac{1}{2} \int_{0}^{2 \pi} \int_{0}^{\pi} \sum \boldsymbol{\Phi}_{i i} k^{2} \sin \phi d \theta d \phi \tag{7}
\end{equation*}
$$

consequently, the total energy will be obtained under the integration of all wave numbers $k[2,30]$ and by Equation (7):

$$
\begin{equation*}
E_{T}=\int_{0}^{+\infty} \mathbf{E}(k) d k=\frac{1}{2} \int_{0}^{+\infty}\left(\oiint_{S} \sum \boldsymbol{\Phi}_{i i}(\mathbf{k}) d \sigma\right) d k=\frac{1}{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \sum \boldsymbol{\Phi}_{i i}(\mathbf{k}) d \mathbf{k}=\frac{1}{2} \sum\left\langle u_{i}^{\prime} u_{i}^{\prime}\right\rangle . \tag{8}
\end{equation*}
$$

Maintaining the one-dimensional premise (Equation (3)) for the three-dimensional case.
Under the hypothesis of fully developed turbulence, typical characterizations of the properties and processes that compose the three-dimensional turbulent energy spectrum according to the magnitude of the wave number vector $k$ are shown in Figure 1. The following is a brief description of these characteristics:

- The first region corresponds to the low number of waves (low-frequency) is divided into two parts. In general, the range that starts close to zero to $k_{1}$ does not contain most of the total turbulent energy. However, this is where the entrance of energy through mechanical sources occurs (denoted $\mathbf{M}$ ) by the mean wind shear and thermal sources (denoted $\mathbf{H}$ ), which produce thermal instability. In it, eddies are anisotropic and their properties depend on how they were generated. In addition, the largest eddies interact with the contours and layer of inversion of Planetary Boundary Layer (PBL) in this region. Nevertheless, the presence of the most energetic eddies is verified by the interval $\left(k_{1}, k_{2}\right)$ and, thus, these eddies contain the largest portion of the total TKE;
- The second region is called the inertial subinterval and corresponds to the range of the wave numbers $k_{2}$ to $k_{3}$, being the turbulence isotropic or close to the isotropic condition. In this interval
energy, it is neither generated nor consumed, it is only transferred from large to small eddies at a rate $\epsilon$ per unit mass. This highlights the performance of a TKE transfer mechanism, noted by $\mathbf{W}$, in the turbulent flow. The turbulence in this interval is stationary and entirely determined by rate $\epsilon$ [31], terefore one can apply the $(-5 / 3)$ law of Kolmogorov to describe the STKE $(\mathbf{E}(k))$ in this range and given by:

$$
\mathbf{E}(k)=\alpha \epsilon^{2 / 3} k^{-5 / 3}(\alpha-\text { Kolmogorov constant })
$$

- The third region corresponds to high wave numbers (high-frequency), where the viscous forces of molecular origin dissipate TKE in the form of heat.

Three-dimensional Spectrum


Figure 1. Three-dimensional energy spectrum for fully developed turbulence. Source: Figure adapted from [32].

### 2.2. Model Evolution for the STKE in CBL

A reproduction of the deduced dynamic equation of the three-dimensional Energy Spectrum (3D-STKE) demonstrated in [1] (see also [33]), which is presented in [4,5]. The dynamical equation is

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathbf{E}(k, t)=\mathbf{H}(k, t) \frac{g}{\Theta_{0}}+\mathbf{M}(k, t)+\mathbf{W}(k, t)-2 v k^{2} \mathbf{E}(k, t) . \tag{9}
\end{equation*}
$$

The terms that compose this equation relate the temporal variation of the energy spectrum function (lhs term) with the term of production or consumption of thermal convection of TKE (first term in rhs), the production of energy by mechanical effect (second term), and the inertial transfer of kinetic energy, which occurs in the direction of the largest eddies to the smallest ones characterizing the cascade effect (third term), and energy dissipation by molecular viscosity (fourth term), respectively.

Assuming that Equation (9) governs the temporal evolution of the STKE, a model will develop as the description of the constitutive equations of this equation is made. After these parameters are formed plus the insertion of an initial condition (IC), an Initial Value Problem (IVP) is obtained and, consequently, it is possible to elaborate a model that aims to describe such evolution.

The parametrization of these constitutive equations will be related to the characteristics of the turbulent flow and examples of parametrizations can be found in [4,5,34-37]. More specifically, for models that describe CBL growth, ref. $[8,37,38]$ show specific parametrizations of these terms. For STKE decay in CBL, ref. $[5,39]$ can be cited.

Equation (9) is the idealized basis of a model that aims to predict TKE evolution in CBL. However, the establishment of the model will occur by parameterizing the constituent terms of this equation, which is where the most sensitive passage of its elaboration lies.

At first, elaborating these parameters agglutinates information and relationships involved in the events that constitute the phenomenon and, the more realistic this parameterization, the more reliability will be added to the model. Additionally, techniques and methods used to obtain the solutions of this model are intrinsically linked to the expressions and mathematical operations used to describe these parameters.

Due to the importance of understanding the model and its respective resolution, the parameterizations of the constituent terms of Equation (9) with their respective descriptions and dimensionless parameters and variables are displayed.

To non-stationarity of CBL, the delimiting parameters such as height, length scales, and typical velocities that describe it are variable in time and space. A dimensionless process is done by considering the set of generalized terms to describe the variability of terms such as convective boundary layer, convective velocity, ... :

$$
t_{*}=\frac{w_{*} t}{z_{i}}, R_{e}=\frac{w_{*} z_{i}}{v}, \psi_{\epsilon}=\frac{\epsilon z_{i}}{w_{*}^{3}}, k^{\prime}=k z_{i} \text { and } S(z)=\frac{\phi_{m} u_{*}}{\kappa z}
$$

where $w_{*}$ is the characteristic convective velocity scale $[m / s], z_{i}$ the height of the CBL [ $m$ ], Re is the Reynolds number ( $v$ the molecular viscosity coefficient $\left[m^{2} / s\right]$ ), $\psi_{\epsilon}$ is the dimensionless thermal dissipation rate, $\epsilon$ the mean thermal dissipation rate of TKE $\left[\mathrm{m}^{2} / \mathrm{s}^{3}\right], u_{*}$ the wind shear velocity $[\mathrm{m} / \mathrm{s}]$, $\phi_{m}$ the dimensionless mechanical dissipation rate, $S(z)$ the variation in $z$ of the mean velocity $\left[s^{-1}\right]$, and $\kappa$ the von Kármám constant [5].

### 2.2.1. Thermal Convection

In Equation (9), the term $\frac{g}{\Theta_{0}} \mathbf{H}(k, t)$ is responsible for describing the production loss of kinetic energy by thermal convection. It will be decomposed into the product between a term that depends only on the wave number and another term that only depends on time [4,5], that is,

$$
\begin{equation*}
\frac{g}{\Theta_{0}} \mathbf{H}(k, t)=\frac{g}{\Theta_{0}} H_{0}(k) T(t) \tag{10}
\end{equation*}
$$

where $T(t)$ is a function that describes the temporal growth of surface heat flux and $H_{0}(k)$ that only depends on the characteristic conditions of the CBL in a fully developed turbulence regime.

The hypothesis of [14] will be considered to determine $H_{0}(k)$, which assumes that the energy transfer from the mean flow to the turbulent flow occurs continuously. Such analysis does not consider any time scale characteristic of the parameterization. Assuming that $H_{0}(k)$ depends on the potential temperature gradient $\left(\frac{\partial \theta}{\partial z}\right.$, where in the well mixed layer, it will be replaced by the term of countergradient $\gamma_{c}$, since to the process of entrainment of the upper part of the CBL, there is heat flowing from cold to hot regardless of the local gradient of the background environment, which contains large eddies associated with the rise of warm air parcels that transport heat from hot to cold [33]), the wave number $k$, kinetic energy dissipation ratio $\epsilon_{0}$, and kinetic energy intensity centered around the number of wave $k$, that is, $k \mathbf{E}_{0}(k)$, where $\mathbf{E}_{0}(k)$ is the three-dimensional spectral
density of the well-developed convective boundary layer, the following result can written through a dimensional analysis:

$$
\begin{equation*}
\frac{g}{\Theta_{0}} H_{0}(k)=\frac{g}{\Theta_{0}} \gamma_{c} c_{1} \epsilon^{-1 / 3} k^{-2 / 3} \mathbf{E}_{0}(k) \tag{11}
\end{equation*}
$$

where $c_{1}$ is a constant to be determined from the initial conditions [4]-Appendix A.
Using the definition of convective velocity, one obtains:

$$
\begin{equation*}
\frac{g}{\Theta_{0}}=\frac{w_{*}^{3}}{z_{i}} \overline{(w \theta)_{0}} \tag{12}
\end{equation*}
$$

where $\overline{(w \theta)_{0}}$ is the surface heat flux, $w_{*}$ is the convective velocity, and $z_{i}$ is the height of the CBL [33].
For function $T(t)$, which describes the growth in time of $\mathbf{H}(k, t)$, the equation suggested by [40] is written as:

$$
\begin{equation*}
T(t)=\sin (\Omega t) \tag{13}
\end{equation*}
$$

where $\Omega$ is the angular frequency.
By substituting Equations (11)-(13) for Equation (10), the following formulation for the production or loss term of energy due to thermal buoyancy is obtained [4,5,39,41]:

$$
\frac{g}{\Theta_{0}} \mathbf{H}(k, t)=\frac{w_{*}^{3}}{z_{i}} \overline{(w \theta)_{0}} \gamma_{c} c_{1} \epsilon^{-1 / 3} k^{-2 / 3} \mathbf{E}_{0}(k) \sin (\Omega t)
$$

The dimensionless form is given by:

$$
\begin{align*}
\frac{g}{\Theta_{0}} \mathbf{H}(k, t) & =\frac{g}{\Theta_{0}} H_{0}(k) T(t)=\left(\frac{g}{\Theta_{0}} \gamma_{c} \frac{c_{1} \mathbf{E}_{0}(k)}{\epsilon^{1 / 3} k^{2 / 3}}\right) \cdot \sin (\Omega t)=\left(\frac{w_{*}^{3} \frac{\partial \theta}{\partial z}}{\left(w_{0}\right)_{0} z_{i}} \frac{c_{1} \mathbf{E}_{0}(k)}{\epsilon^{1 / 3} k^{2 / 3}} \cdot \frac{z_{i}^{2 / 3}}{z_{i}^{2 / 3}} \frac{w_{*}}{w_{*}}\right) \cdot \sin \left(t_{*} \frac{z_{i} \Omega}{w_{*}}\right) \\
& =\left(\frac{w_{*}^{3} \frac{\partial \theta}{\partial z}}{(w \bar{\theta})_{0}} \frac{c_{1} \mathbf{E}_{0}(k)}{\left(k z_{i}\right)^{2 / 3}} \frac{w_{*}}{\epsilon^{1 / 3}} \frac{z_{i}^{2 / 3}}{z_{i} w_{*}}\right) \cdot \sin \left(\frac{z_{i} \Omega}{w_{*}} t_{*}\right)=\left(\frac{w_{*}^{2} \frac{\partial \theta}{\partial z}}{(w)_{0}} c_{1}\left(k^{\prime}\right)^{-2 / 3} \frac{w_{*} \mathbf{E}_{0}\left(k^{\prime}\right)}{\left(z_{i} \epsilon\right)^{1 / 3}}\right) \cdot \sin \left(\frac{z_{i} \Omega}{w_{*}} t_{*}\right)  \tag{14}\\
& =\left(\frac{w_{*}^{2} \frac{\partial \theta}{\partial z}}{(w \bar{\theta})_{0}} \frac{c_{1} \mathbf{E}_{0}\left(k^{\prime}\right)}{\psi_{\epsilon}^{1 / 3}\left(k^{\prime}\right)^{2 / 3}}\right) \cdot \sin \left(\frac{z_{i} \Omega}{w_{*}} t_{*}\right)=\left[\frac{w_{*} z_{i}}{(w \bar{\theta})_{0}} \frac{\partial \theta}{\partial z} c_{1} \psi_{\epsilon}^{-1 / 3}\left(k^{\prime}\right)^{-2 / 3} \mathbf{E}_{0}\left(k^{\prime}\right) \sin \left(\frac{z_{i} \Omega}{w_{*}} t_{*}\right)\right] \frac{w_{*}}{z_{i}} \\
& =\left[H_{0}\left(k^{\prime}\right) T\left(t_{*}\right)\right] \frac{w_{*}}{z_{i}}=\mathbf{H}\left(k^{\prime}, t_{*}\right) \frac{w_{*}}{z_{i}} .
\end{align*}
$$

The relationship between $\mathbf{E}_{0}(k)$ and Equation $\mathbf{E}_{0}\left(k^{\prime}\right)$ is made considering the isotropic limit condition of the construction process of a simplified spectral model of anisotropic turbulence presented in [3]. This model assumes that is possible to specify completely $\boldsymbol{\Phi}_{i j}(\mathbf{k})$ from the one-dimensional spectrum at one point. Under hypothesis of homogeneous turbulence in all directions [3], the initial spectrum $\mathrm{E}_{0}$ can be obtained from anisotropic turbulence condition, which has isotropic turbulence condition (Equation (15)) as limit case. The dimensionless initial spectrum is given by

$$
\begin{equation*}
\mathbf{E}_{0}(k)=k^{3} \frac{d}{d k}\left(\frac{1}{k} \frac{d F_{u}}{d k}\right)=\left[k^{3} \frac{d}{d k}\left(\frac{1}{k} \frac{d F_{u}}{d k}\right)\right] \frac{z_{i}^{3}}{z_{i}^{3}}=\left(k^{\prime}\right)^{3} \frac{d}{d k^{\prime}}\left(\frac{1}{k^{\prime}} \frac{d F_{u}}{d k^{\prime}}\right)=\mathbf{E}_{0}\left(k^{\prime}\right) . \tag{15}
\end{equation*}
$$

where $F_{u}$ is the longitudinal one-dimensional spectrum.

### 2.2.2. Mechanical Energy Production

The term $\mathbf{M}(k, t)$ describes the turbulence resulting from the interaction of the turbulent momentum flux with a situation of average wind shear. Since the largest magnitudes of this shear occur near the surface, there is significant contribution of turbulence due to shearing in this region [33].

In a process of dimensional analysis (see [2] for the definition of this theoretical tool of turbulence analysis) [36] (apud [42]) suggest the following parameterization for the mechanical energy production term:

$$
\mathbf{M}(k, t)=c_{m} S(z) \epsilon^{-\frac{1}{3}} k^{-\frac{2}{3}} \mathbf{E}(k, t),
$$

and its dimensionless form:

$$
\begin{align*}
\mathbf{M}(k, t) & =c_{m} S(z) \epsilon^{-\frac{1}{3}} k^{-\frac{2}{3}} \mathbf{E}(k, t) \times \frac{z_{i}^{\frac{2}{3}}}{z_{i}^{2}}=\frac{c_{m} S(z)}{\epsilon^{\frac{1}{3}}\left(k z_{i}\right)^{\frac{2}{3}}} \mathbf{E}(k, t) \times z_{i} z_{i}^{-1 / 3} \frac{w_{*}}{w_{*}}=\frac{c_{m} S(z) w_{*}}{\left(\epsilon z_{i}\right)^{1 / 3}\left(k z_{i}\right)^{\frac{2}{3}}} \mathbf{E}(k, t) \frac{z_{i}}{w_{*}}  \tag{16}\\
& =\frac{c_{m} \phi_{m} u_{*}}{\kappa z} \frac{\psi_{\epsilon}^{-1 / 3}}{k^{2 / 3}} \mathbf{E}\left(k^{\prime}, t_{*}\right) \frac{z_{i}}{w_{*}} \times \frac{\frac{w_{*}^{2}}{z_{i}^{2}}}{z_{i}^{2}}=\left[\frac{c_{m} z_{i}^{2} u_{*}}{w_{*}^{2}} \frac{\phi_{m} \psi_{\epsilon}^{-1 / 3}}{\kappa z k^{\prime 2 / 3}} \mathbf{E}\left(k^{\prime}, t_{*}\right)\right] \frac{w_{*}}{z_{i}}=\mathbf{M}\left(k^{\prime}, t_{*}\right) \frac{w_{*}}{z_{i}} .
\end{align*}
$$

### 2.2.3. Kinetic Energy Transfer by Inertial Effect

A turbulent flow is composed of eddies of different sizes or wavelengths. The small eddies are exposed to the field of tension generated by the big eddies. This stress field increases the vorticity of the small eddies and, consequently, their kinetic energy. This way, there is a transfer of turbulent kinetic energy from the biggest eddies to the smallest eddies until the Kolmogorov microscale is reached and energy dissipated as heat. This process is represented by the term $\mathbf{W}(k, t)$ in Equation (9) [5]. The same author suggests the use of the expression proposed by Pao [34] for an isotropic turbulent flow, which is given by the following equation:

$$
\mathbf{W}_{i s o}(k, t)=-\frac{\partial}{\partial k}\left[\alpha^{-1} \epsilon^{1 / 3} k^{5 / 3} \mathbf{E}(k, t)\right] .
$$

Performing the derivation and using the dimensionless variable:

$$
\begin{align*}
\mathbf{W}_{i s o}(k, t) & =-\frac{\partial}{\partial k}\left[\alpha^{-1} \epsilon^{1 / 3} k^{5 / 3} \mathbf{E}(k, t)\right]=-\alpha^{-1} \epsilon^{1 / 3} \frac{5}{3} k^{2 / 3} \mathbf{E}(k, t)-\alpha^{-1} \epsilon^{1 / 3} k^{5 / 3} \frac{\partial \mathbf{E}(k, t)}{\partial k} \\
& =-\alpha^{-1} \epsilon^{1 / 3} \frac{5}{3} k^{2 / 3} \mathbf{E}(k, t) \times \frac{z_{i}^{2 / 3}}{z_{i}^{2 / 3}}-\alpha^{-1} \epsilon^{1 / 3} k^{5 / 3} \frac{\partial \mathbf{E}(k, t)}{\partial k} \times \frac{z_{i}^{5 / 3}}{z_{i}^{5 / 3}} \\
& =-\alpha^{-1} \epsilon^{1 / 3} \frac{5}{3}\left(k z_{i}\right)^{2 / 3} \mathbf{E}(k, t) \frac{z_{i}^{1 / 3}}{z_{i}}-\alpha^{-1} \epsilon^{1 / 3}\left(k z_{i}\right)^{5 / 3} \frac{\partial \mathbf{E}(k, t)}{\partial k} \times \frac{z_{i}^{1 / 3}}{z_{i}^{2}}  \tag{17}\\
& =-\frac{5}{3} \alpha^{-1}\left(\epsilon z_{i}\right)^{1 / 3}\left(k z_{i}\right)^{2 / 3} \mathbf{E}(k, t) \frac{1}{z_{i}} \times \frac{w_{*}}{w_{*}}-\alpha^{-1}\left(\epsilon z_{i}\right)^{1 / 3}\left(k z_{i}\right)^{5 / 3} z_{i} \frac{\partial \mathbf{E}(k, t)}{\partial k^{\prime}} \frac{1}{z_{i}^{2}} \times \frac{w_{*}}{w_{*}} \\
& =-\frac{5}{3} \alpha^{-1} \frac{\left(\epsilon z_{i}\right)^{1 / 3}}{w_{*}}\left(k z_{i}\right)^{2 / 3} \mathbf{E}\left(k^{\prime}, t_{*}\right) \frac{w_{*}}{z_{i}}-\alpha^{-1} \frac{\left(\epsilon z_{i}\right)^{1 / 3}}{w_{*}}\left(k z_{i}\right)^{5 / 3} \frac{\partial \mathbf{E}\left(k^{\prime}, t_{*}\right)}{\partial k^{\prime}} \frac{w_{*}}{z_{i}} \\
& =-\left[\frac{5}{3} \alpha^{-1} \psi_{\epsilon}^{1 / 3}\left(k^{\prime}\right)^{2 / 3} \mathbf{E}\left(k^{\prime}, t_{*}\right)+\alpha^{-1} \psi_{\epsilon}^{1 / 3}\left(k^{\prime}\right)^{5 / 3} \frac{\partial \mathbf{E}\left(k^{\prime}, t_{*}\right)}{\partial k^{\prime}}\right] \frac{w_{*}}{z_{i}}=\mathbf{W}_{i s o}\left(k^{\prime}, t_{*}\right) \frac{w_{*}}{z_{i}} .
\end{align*}
$$

The inertial energy transfer term is related to a homogeneous but non-isotropic (anisotropic) turbulence. This situation occurs when the source term of convective energy is present $(\mathbf{H}(k, t))$ and represented by the expression $\mathbf{W}_{\text {aniso }}(k, t)$. According to [5], the following formulation is suggested for $\mathbf{W}_{\text {aniso }}(k, t)$ :

$$
\begin{equation*}
\mathbf{W}_{\text {aniso }}(k, t)=-\frac{\partial}{\partial k}\left[\frac{c_{2}}{w_{*} z_{i}} \epsilon^{2 / 3} k^{1 / 3} \mathbf{E}(k, t)\right], \tag{18}
\end{equation*}
$$

and similar to $\mathbf{W}_{\text {iso }}$, the dimensionless equation for the anisotropic condition is obtained:

$$
\begin{align*}
\mathbf{W}_{\text {aniso }}(k, t) & =-\frac{\partial}{\partial k}\left[\frac{c_{2} \epsilon^{2 / 3}}{w_{*} z_{i}} \mathbf{E}(k, t)\right]=-\frac{c_{2} \epsilon^{2 / 3}}{w_{*} z_{i}} \frac{\partial}{\partial k}\left[\frac{\mathbf{E}(k, t)}{k^{-1 / 3}}\right]=\frac{-c_{2} \epsilon^{2 / 3}}{w_{*} z_{i} k^{-1 / 3}}\left[\frac{\mathbf{E}(k, t)}{3 k}+\frac{\partial \mathbf{E}(k, t)}{\partial k}\right] \\
& =\frac{-c_{2}}{w_{*} z_{i}} \epsilon^{2 / 3} \frac{1}{3}(k)^{-2 / 3} \mathbf{E}(k, t) \times \frac{z_{i}^{2 / 3}}{z_{i}^{2 / 3}} \frac{w_{*}^{2}}{w_{*}^{2}}-\frac{c_{2}}{w_{*} z_{i}} \epsilon^{2 / 3} k^{1 / 3} \frac{\partial \mathbf{E}(k, t)}{\partial k} \times \frac{z_{i}^{1 / 3}}{z_{i}^{1 / 3}} \frac{w_{*}^{2}}{w_{*}^{2}} \frac{z_{i}}{z_{i}}  \tag{19}\\
& =-\frac{c_{2}}{3} \frac{\left(\epsilon z_{i}\right)^{2 / 3}}{w_{*}^{2}}\left(k z_{i}\right)^{-2 / 3} \mathbf{E}\left(k^{\prime}, t_{*}\right) \frac{w_{*}}{z_{i}}-c_{2} \frac{\left(\epsilon z_{i}\right)^{2 / 3}}{w_{*}^{2}}\left(k z_{i}\right)^{1 / 3} \frac{\partial \mathbf{E}\left(k^{\prime}, t_{*}\right)}{\partial k^{\prime}} \times \frac{w_{*}}{z_{i}} \\
& =\left[-\frac{c_{2}}{3} \psi_{\epsilon}^{2 / 3}\left(k^{\prime}\right)^{-2 / 3} \mathbf{E}\left(k^{\prime}, t_{*}\right)-c_{2} \psi_{\epsilon}^{2 / 3}\left(k^{\prime}\right)^{1 / 3} \frac{\partial \mathbf{E}\left(k^{\prime}, t_{*}\right)}{\partial k^{\prime}}\right] \frac{w_{*}}{z_{i}}=\mathbf{W}_{\text {aniso }} b\left(k^{\prime}, t_{*}\right) \frac{w_{*}}{z_{i}} .
\end{align*}
$$

In [5], the authors assume the coexistence of these terms of energy transfer, that is, $\mathbf{W}(k, t)=\mathbf{W}_{\text {iso }}(k, t)+\mathbf{W}_{\text {aniso }}(k, t)$ and dimensionless form [4,5,39,41]:

$$
\begin{equation*}
\mathbf{W}(k, t)=\mathbf{W}_{\text {iso }}(k, t)+\mathbf{W}_{\text {aniso }}(k, t)=\left[\mathbf{W}_{\text {iso }}\left(k^{\prime}, t_{*}\right)+\mathbf{W}_{\text {aniso }}\left(k^{\prime}, t_{*}\right)\right] \frac{w_{*}}{z_{i}}=\mathbf{W}\left(k^{\prime}, t_{*}\right) \frac{w_{*}}{z_{i}} . \tag{20}
\end{equation*}
$$

The graphs for $\mathbf{H}$ and $\mathbf{W}$ (Equations (14) and (19)) are plotted in Figure 2 in a situation of CBL growth modeling. This graph outlines the behavior of the term $\mathbf{W}_{\text {aniso }}$ (Equation (18)) adopted to represent the inertial energy transfer in an anisotropic turbulent flow and has the peculiarity of becoming positive for certain wave numbers. The disparity of $\mathbf{W}_{\text {aniso }}$ and $\mathbf{H}$ magnitudes is also noted for low wave numbers, which leads to a surplus of energy in the atmosphere, which is a desirable feature to describe the growth phenomenon of CBL. In addition, the term $\mathbf{W}_{\text {iso }}$ (Equation (17)) is effective in transferring energy to the inertial subinterval [34].


Figure 2. Graphical representation of the terms $\mathbf{H}, \mathbf{W}_{\text {aniso }}, \mathbf{W}_{\text {iso }}$, and $\mathbf{W}_{\text {iso }}+\mathbf{W}_{\text {aniso }}$. Source: [4].

### 2.2.4. Energy Dissipation by Molecular Viscosity and Time Variation of the STKE: Dimensionless Equations

Turbulent flows are dissipative and require continuous energy input to compensate for viscous dissipation operated by the turbulent dissipation energy term $\left(-2 v k^{2} \mathbf{E}(k, t)\right)$. Then, if there is no such energy replacement, turbulence decays rapidly and this term becomes responsible for TKE dissipation in CBL $[2,33]$.

In this case, the dimensionless equation is given by:

$$
\begin{equation*}
-2 v k^{2} \mathbf{E}(k, t)=-2 v k^{2} \mathbf{E}(k, t) \times \frac{z_{i}^{2}}{z_{i}^{2}} \frac{w_{*}}{w_{*}}=-2 \frac{v}{w_{*} z_{i}^{2}}\left(k z_{i}\right)^{2} \mathbf{E}\left(k^{\prime}, t_{*}\right) \frac{w_{*}}{z_{i}}=-\frac{2}{R_{e}} k^{\prime 2} \mathbf{E}\left(k^{\prime}, t_{*}\right) \frac{w_{*}}{z_{i}} . \tag{21}
\end{equation*}
$$

Using the temporal variation of energy $\left(\partial_{t} \mathbf{E}(k, t)\right)$, the dimensionless form for Equation (9) is given by:

$$
\begin{equation*}
\frac{\partial \mathbf{E}(k, t)}{\partial t}=\frac{\partial \mathbf{E}(k, t)}{\partial t} \times \frac{z_{i}}{z_{i}} \frac{w_{*}}{w_{*}}=\frac{\partial \mathbf{E}\left(k^{\prime}, t_{*}\right)}{\partial\left(\frac{w_{*}}{z_{i}} t\right)} \frac{w_{*}}{z_{i}}=\frac{\partial \mathbf{E}\left(k^{\prime}, t_{*}\right)}{\partial t_{*}} \frac{w_{*}}{z_{i}} \tag{22}
\end{equation*}
$$

### 2.3. The Evolution Equation for Dimensionless STKE

The results given by Equations (14), (16), (20)-(22) allow us to rewrite Equation (9) in the dimensionless form:

$$
\begin{equation*}
\frac{\partial \mathbf{E}\left(k^{\prime}, t_{*}\right)}{\partial t_{*}}=\mathbf{M}\left(k^{\prime}, t_{*}\right)+\mathbf{W}\left(k^{\prime}, t_{*}\right)+\mathbf{H}\left(k^{\prime}, t_{*}\right)-\frac{2}{R_{e}} k^{\prime 2} \mathbf{E}\left(k^{\prime}, t_{*}\right), \tag{23}
\end{equation*}
$$

more specifically, 1L-PDE is obtained by:

$$
\begin{equation*}
\frac{\partial \mathbf{E}\left(k^{\prime}, t_{*}\right)}{\partial t_{*}}+\left(c_{2} \psi_{\epsilon}^{2 / 3}\left(k^{\prime}\right)^{1 / 3}\right) \frac{\partial \mathbf{E}\left(k^{\prime}, t_{*}\right)}{\partial k^{\prime}}+\left(\frac{c_{2}}{3} \frac{\psi_{\epsilon}^{2 / 3}}{\left.\left(k^{\prime}\right)\right)^{-2 / 3}}+\frac{2 k^{\prime 2}}{R_{e}}\right) \mathbf{E}\left(k^{\prime}, t_{*}\right)=\frac{w_{*} z_{i} \frac{\partial \theta}{\partial z}}{(\bar{w} \theta)_{0}} \frac{c_{1} \mathbf{E}_{0}\left(k^{\prime}\right)}{\psi_{\epsilon}^{1 / 3}\left(k^{\prime}\right)^{2 / 3}} \sin \left(\frac{z_{i} \Omega t_{*}}{w_{*}}\right) . \tag{24}
\end{equation*}
$$

When specifying an initial condition of the form: $\mathbf{E}_{0}\left(k^{\prime}\right)=\mathbf{E}\left(k^{\prime}, t_{0}^{*}\right)$, the Cauchy Problem associated is:

$$
\left\{\begin{array}{l}
\frac{\partial \mathbf{E}\left(k^{\prime}, t_{*}\right)}{\partial t_{*}}+\left(c_{2} \psi_{\epsilon}^{2 / 3}\left(k^{\prime}\right)^{1 / 3}\right) \frac{\partial \mathbf{E}\left(k^{\prime}, t_{*}\right)}{\partial k^{\prime}}+\left(\frac{c_{2}}{3} \frac{\psi_{\epsilon}^{2 / 3}}{\left(k^{\prime}\right)^{-2 / 3}}+\frac{2 k^{\prime 2}}{R_{e}}\right) \mathbf{E}\left(k^{\prime}, t_{*}\right)=\frac{w_{*} z_{i} \frac{\partial \theta}{\partial z}}{\left(\bar{w}_{\bar{\theta}}\right)_{0}} \frac{c_{1} \mathbf{E}_{0}\left(k^{\prime}\right)}{\psi_{\varepsilon}^{1 / 3}\left(k^{\prime}\right)^{\prime 2 / 3}} \sin \frac{z_{i} \Omega t_{*}}{w_{*}}  \tag{25}\\
\mathbf{E}_{0}\left(k^{\prime}\right)=\mathbf{E}\left(k^{\prime}, t_{0}^{*}\right)
\end{array}\right.
$$

The IC $\mathbf{E}_{0}\left(k^{\prime}\right)=\mathbf{E}\left(k^{\prime}, t_{0}\right)$ is a three-dimensional STKE referred in previous section. Under the hypothesis of homogeneous and anisotropic turbulence, the theoretical tool developed by [3] can be used to create this I.C. from one-dimensional spectra, which can be obtained from experimental measurements or theoretical formulations.

### 2.4. First Order Linear PDEs

A general PDE of order $k$ can be represented as

$$
\begin{equation*}
F\left(\mathbf{x},\left(\partial^{\alpha} u\right)_{|\alpha| \leq k}\right)=0 \tag{26}
\end{equation*}
$$

where $F$ and $u$ are functions of the variables $\mathbf{x} \in \Omega$ and $\left(u_{\alpha}\right)_{|\alpha| \leq k} \in \mathbb{C}^{\mathbb{N}(k)}$, with $\Omega$ being an open set in $\mathbb{R}^{n}$ citefolland,szinvelskitese.

Given the linearity of the 1st-PDE, one can rewrite as

$$
\begin{equation*}
\sum a_{j}(\mathbf{x}) \partial_{j} u+b(\mathbf{x}) u=c(\mathbf{x}) \tag{27}
\end{equation*}
$$

The PDE contained in System (25) falls in the form given by Equation (27) and consequently, PDE resolution methods given by Equation (27) are applied to the problems of STKE Evolution modeling. The Method of Characteristics that will be employed in the resolution of the Cauchy Problem (25) and in the following sections are presented in different approaches for the compression and manipulation of the respective method.

### 2.4.1. Method of Characteristics

The Method of Characteristics can be used as a strategy to break a PDE into a First Order ODE System. This process allows the description of the characteristic curves by a variable change that will condense the terms of the partial derivatives of $u$ into a total derivative regarding this new variable, which in turn will anable the description of the characteristic curves depending on a single parameter and, thus, the PDE is transformed into ODE system.

The description above characterizes the method by the inherent simplicity of the construction (or non-construction) of the solution and simultaneously provides the demonstration path for the theorems of existence and local uniqueness for 1st-PDE solution. Furthermore, it allows a global understanding of the role of the initial or contour conditions for the question of the existence, uniqueness, and properties of the solution. An example of the application of this process in an EDP and description of their respective concepts involved in the solution construction are shown in Appendix A.

Another highlight of the method is the geometric parallel via interaction of the geometric properties of surfaces (or hypersurfaces) and vectors of the vector field associated with PDE. This allows a visualization of the interaction of the involved geometric entities in $\mathbb{R}^{2}$, and their conditions of applicability and properties that the entities must fulfill to determine the solution.

In order to expose this geometric bias, a 1L-PDEwas done in $\mathbb{R}^{2}$ in the form of the parameter equation

$$
\begin{equation*}
F\left(x, y, z, z_{1}, z_{2}\right)=0 \Leftrightarrow a_{1}(x, y) z_{1}+a_{2}(x, y) z_{2}+b(x, y) z-c(x, y)=0 \tag{28}
\end{equation*}
$$

where $z=u(x, y)$ and the parameters $z_{1}=u_{x}$ and $z_{2}=u_{y}$.
In addition, it is assumed that there is an integral surface $S$ in which a point $P_{0}=\left(x\left(t_{0}\right)=x_{0}, y\left(t_{0}\right)=y_{0}, z\left(t_{0}\right)=z_{0}\right), t_{0} \in I \subset \mathbb{R}$ is considered. At this point, vector direction $V_{P_{0}}$ associated with PDE (Appendix A) is well defined. Hence, we will construct the integral curve $\mathcal{C} \doteq(x(t), y(t), z(t)) \subset S$ passing by $P_{0}$, which has as vector tangent $\mathbf{V}_{P_{0}}$.

First, this vector tangent to $\mathcal{C}$ (at any point $P \in \mathcal{C}$, as will be proved later) will belong to the tangent plane of the integral surface $S$ (candidate to the surface solution), where the characteristic curve will be orthogonal to the normal vector $\left(z_{x}, z_{y},-1\right):(x(t), y(t), z(x(t), y(t))) \cdot\left(z_{x}, z_{y},-1\right)=0$, for a given $t \in I \subset \mathbb{R}$.

One can determine a family of plans containing $P_{0}$, in which the tangent plane of the solution surface at $P_{0}$ and described in dependence on parameters $z_{1}$ and $z_{2}$ is included. Therefore, the relationship below is obtained by assuming $z_{2}=z_{2}\left(z_{1}\right)\left(a_{2} \neq 0\right)$

$$
\frac{d z_{2}}{d z_{1}}=-\frac{x-x_{0}}{y-y_{0}}
$$

On the other hand, the derivative in relation to $z_{1}$ from Equation (28) produces the direction field given by

$$
\begin{equation*}
\frac{x-x_{0}}{a_{1}}=\frac{y-y_{0}}{a_{2}}=\frac{z-z_{0}}{z_{1} a_{1}+z_{2} a_{2}} \tag{29}
\end{equation*}
$$

Equation (29) defines the direction vector of the straight lines contained in the respective planes belonging to the family of tangent planes, and the union of all these generatrix straight lines and the point $P_{0}$ form the Monge Cone (Figure 3a) [6]. In this field of cones (Figure 3b), in all the generated plans, by specifying $z_{1}$ and $z_{2}$, a set of planes that surrounds the Monge cone is formed, only those containing the line defined by Equation (29) will be the tangent planes of the integral surface. In this maner, the integral surface will be tangent to a specified vertex cone $P_{0}$ with the curve, whose direction vector line is given by $\left(a_{1}, a_{2}, z_{1} a_{1}+z_{2} a_{1}\right)$ (Figure 3).

To create the equivalent of the characteristic curve described above, it will require

$$
\begin{equation*}
\left(x^{\prime}(t), y^{\prime}(t), z^{\prime}(t)\right)=\left(a_{1}, a_{2}, z_{1} a_{1}+z_{2} a_{2}\right) \tag{30}
\end{equation*}
$$

where the general form is given by $\left(x^{\prime}(t), y^{\prime}(t), z^{\prime}(t)\right)=\left(F_{z_{1}}, F_{z_{2}}, z_{1} F_{z_{1}}+z_{2} F_{z_{2}}\right)$.
The vector tangent for the curve candidate for the characteristic curve at $P_{0}$ has direction parallel to the direction vector of Monge cone and in which only one of these directions will represent the vector tangent to the $\mathcal{C}$ belonging to the plane tangent to the integral surface at $P_{0}$.


Figure 3. (a) Monge Cone and its forming planes. (b) Field of cones on the integral surface. (c) Geometric sketch of properties of the characteristic strip. (d) Construction of the characteristic strips from the initial strip and their respective support curves. Figure modified from the figures in ([6] (1981)—Figure 5ad).

The unknown $z_{1}$ and $z_{2}$ in the System given by Equation (30) do not allow the determination of the characteristic direction yet. For this, it is necessary to determine under what conditions do values $z_{1}\left(t_{0}\right)$ and $z_{2}\left(t_{0}\right)$ satisfy the condition that vector $\left(z_{1}\left(t_{0}\right), z_{2}\left(t_{0}\right),-1\right)$ is normal for the integral surface in addition to it requiring two equations to complete the System (30). Hence, in Equation (28), the derivative in relation to $y$ produces

$$
\partial_{y}\left(a_{1} z_{1}+a_{2} z_{2}+b z-c\right)=0 \Leftrightarrow\left(z_{2}\right)_{x} a_{1}+\left(z_{2}\right)_{y} a_{2}=-\left(z_{1} \partial_{y}\left(a_{1}\right)+z_{2} \partial_{y}\left(a_{2}\right)+z \partial_{y}(b)+\partial_{y}(c)-z_{2} b\right),
$$ where $\left(z_{1}\right)_{y}=\left(z_{2}\right)_{x}$.

However, if $\left(x_{0}, y_{0}, z_{0}\right)$ is in the integral surface, it follows $z_{2}{ }^{\prime}\left(t_{0}\right)=\left.\frac{d}{d t} z_{2}(x(t), y(t))\right|_{t=t_{0}}=\left.\left(z_{2}\right)_{x} \frac{d x(t)}{d t}\right|_{t=t_{0}}+\left.\left(z_{2}\right) y \frac{d y(t)}{d t}\right|_{t=t_{0}}=-\left(z_{1} \partial_{y}\left(a_{1}\right)+z_{2} \partial_{y}\left(a_{2}\right)+z \partial_{y}(b)+\partial_{y}(c)+z_{2} b\right)$ in order that $z_{2}{ }^{\prime}\left(t_{0}\right)=-F_{y}-z_{2} F_{z}$, which is and analogous to $z_{1}^{\prime}: z_{1}^{\prime}\left(t_{0}\right)=-\left(z_{1} \partial_{x}\left(a_{1}\right)+z_{2} \partial_{x}\left(a_{2}\right)+z \partial_{x}(b)+\partial_{x}(c)+z_{1} b\right)$.

Since $t_{0}$ is a generic value, the characteristic curves will be given by the characteristic system:

$$
\left\{\begin{array}{l}
x^{\prime}(t)=a_{1}=F_{z_{1}} \\
y^{\prime}(t)=a_{2}=F_{z_{2}} \\
z^{\prime}(t)=z_{1} a_{1}+z_{2} a_{2}=z_{1} F_{z_{1}}+z_{2} F_{z_{2}} \\
z_{1}^{\prime}(t)=-\left(z_{1} \partial_{x}\left(a_{1}\right)+z_{2} \partial_{x}\left(a_{2}\right)+z \partial_{x}(b)+\partial_{x}(c)+z_{1} b\right)=-\left(F_{x}+z_{1} F_{z}\right) \\
z_{2}^{\prime}(t)=-\left(z_{1} \partial_{y}\left(a_{1}\right)+z_{2} \partial_{y}\left(a_{2}\right)+z \partial_{y}(b)+\partial_{y}(c)+z_{2} b\right)=-\left(F_{y}+z_{2} F_{z}\right)
\end{array},\right.
$$

This System contains the necessary conditions to determine the characteristic curve associated with Equation (28). Note that when determining one of these curves containing $P_{0}$, it was necessary to establish information about the plan (containing $P_{0}$ ) in which it resides, as this set (curve and plan in $P_{0}$ ) determines a characteristic strip (Figure 3c) and the characteristic curve is said support of this strip.

The characteristic strip will be created from an initial range that in turn, the construction of this initial strip will be similar to the construction of a characteristic strip. First, an initial support curve is created, $(\alpha(s), \beta(s), \phi(s))$ - the initial parameterized condition. This initial support curve should be contained by plans (Figure 3d) and, in any of these plans, will have as normal vector $\left(z_{1}(s), z_{2}(s),-1\right)$ for some particular $s$ on the support curve:

$$
a_{1} z_{1}(s)+a_{2} z_{2}(s)+b \phi(s)-c=0 \Leftrightarrow F\left(\alpha(s), \beta(s), \phi(s), z_{1}(s), z_{2}(s)\right)=0
$$

Note that there is an equation for two unknowns. The auxiliary condition arises from the fact that $z$ must contain this initial curve $(z(\alpha(s), \beta(s))=\phi(s)$, to $s \in I \subset \mathbb{R})$ and therefore, the auxiliary condition will be given by $\phi^{\prime}(s)=z_{x} \alpha^{\prime}(s)+z_{y} \beta^{\prime}(s)=\alpha^{\prime}(s) z_{1}(s)+\beta^{\prime}(s) z_{2}(s)$.

The characteristic strip are First Order ODE System solutions

$$
\left\{\begin{array}{l}
\frac{d x(s, t)}{d t}=F_{z_{1}}(x(s, t), y(s, t))  \tag{31}\\
\frac{d y(s, t)}{d t}=F_{z_{2}}(x((s, t), y(s, t)) \\
\frac{d z(s, t)}{d t}=z_{1}(s, t) F_{z_{1}}(x(s, t), y(s, t))+z_{2}(s, t) F_{z_{2}}(x(s, t), y(s, t)) \\
\frac{d z_{1}(s, t)}{d t}=-\left(F_{x}(s, t)+z_{1}(s, t) F_{z}(s, t)\right) \\
\frac{d z_{2}(s, t)}{d t}=-\left(F_{y}(s, t)+z_{2}(s, t) F_{z}(s, t)\right)
\end{array}\right.
$$

with initial conditions

$$
\left\{\begin{array}{l}
x\left(s, t_{0}\right)=\alpha(s)  \tag{32}\\
y\left(s, t_{0}\right)=\beta(s) \\
z\left(s, t_{0}\right)=f(s) \\
F\left(\alpha(s), \beta(s), \phi(s), z_{1}\left(s, t_{0}\right), z_{2}\left(s, t_{0}\right)\right)=0 \\
\phi^{\prime}(s)=\alpha^{\prime}(s) z_{1}\left(s, t_{0}\right)+\beta^{\prime}(s) z_{2}\left(s, t_{0}\right)
\end{array}\right.
$$

The assumptions required for the existence and uniqueness of the solution of a first order ODE system are guaranteed by assuming that $a_{1}, a_{2}, z_{1} a_{1}+z_{2} a_{2}, F_{x}+z_{1} F_{z}, F_{y}+z_{2} F_{z}, z_{1}$ and $z_{2} \in C^{1}$. This result guarantees the existence and uniqueness of these characteristic strips [43,44].

The results and comments of this section are based on bibliographies: [6,45-47].

### 2.4.2. Local Existence and Uniqueness of Solution for a Linear First Order PDE

The previous section establisheds procedures and geometric relationships associated with solving the parameter equation represented for Equation (28).

For a First Order General PDE ( $F: \Omega \times \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ of class $C^{1}$ [47]) is:

$$
\begin{equation*}
F\left(x_{1}, \ldots, x_{n}, u, \partial_{1} u, \ldots, \partial_{n} u\right)=0 \tag{33}
\end{equation*}
$$

Its equivalent in the form of a parameter equation is

$$
\begin{equation*}
F\left(x_{1}, \ldots, x_{n}, y, z_{1}, \ldots, z_{n}\right) \equiv \sum a_{j}(\mathbf{x}) z_{j}+b(\mathbf{x}) y(\mathbf{x})-c(\mathbf{x})=0 \tag{34}
\end{equation*}
$$

where they are associated by $y=u(\mathbf{x})$ and $z_{j}=\partial_{j} u, \Omega \subset \mathbb{R}^{n}$, an opening solution domain of Equation (33).

And the equivalent of System (31) and (32) for this situation is:

$$
\left\{\begin{array}{l}
\frac{d x_{j}}{d t}=\frac{\partial F}{\partial z_{j}}=a_{j}(\mathbf{s}, t)  \tag{35}\\
\frac{d y}{d t}=\sum z_{j} a_{j}(\mathbf{s}, t)=\sum z_{j} a_{j}(\mathbf{s}, t) \\
\frac{d z_{j}}{d t}=-\frac{\partial F}{\partial x_{j}}-z_{j} \frac{\partial F}{\partial y} \\
\quad \mathbf{x}(\mathbf{s}, 0)=\gamma(\mathbf{s}), \quad y(\mathbf{s}, 0)=\phi(\gamma(\mathbf{s})) \\
\frac{\partial y}{\partial s_{j}}=\sum z_{k} \frac{\partial \gamma_{k}}{\partial s_{j}} \Leftrightarrow \partial_{s_{k}} \phi(g(\mathbf{s}))=\partial_{s_{k}} \gamma(\mathbf{s}) z_{j}(\mathbf{s}, 0) \\
F\left(\gamma(\mathbf{s}), \phi(\gamma(\mathbf{s})), z_{j}(\gamma(\mathbf{s}))\right)=0
\end{array},\right.
$$

and from it, $x_{j}, y$, and $z_{j}$ are obtained as functions of $\mathbf{s}$ and $t[4,10]$.
Coordinate change (as described in the molds of Appendix A) will be ensured by observing some conditions related to the initial condition associated with the problem, more specifically if $\gamma$ is a Non-Characteristic Hypersurface. Thus, for $z_{1}, \ldots, z_{n} \in C^{1}$ satisfying the last two equations of System (35) over $\gamma$ leads

$$
\left\|\begin{array}{cccc}
\frac{\partial x_{1}}{\partial s_{1}} & \cdots & \frac{\partial x_{1}}{\partial s_{n-1}} & \frac{\partial x_{1}}{\partial t}  \tag{36}\\
\vdots & \ddots & \vdots & \vdots \\
\frac{\partial x_{n}}{\partial s_{1}} & \cdots & \frac{\partial x_{n}}{\partial s_{n-1}} & \frac{\partial x_{n}}{\partial t}
\end{array}\right\| \neq 0
$$

Therefore, by the implicit function theorem, in a neighborhood of $P_{0}$, there are the functions $\mathbf{s}=\mathbf{s}(\mathbf{x})$ and $t=t(\mathbf{x}) \in C^{1}$, such that locally $\mathbf{x}=\mathbf{x}(\mathbf{s}, t)$ is valid.

Nevertheless, the System formed above has a unique solution for $y$ under the validity of Equation (33) [43,44]. However, it should be noted that the existence of solution $u$ is not guaranteed, as the expression $y=u(\mathbf{x})$ has not yet been validated.

The first step in this validation will be to verify the existence of an inverse coordinate transformation $(\mathbf{s}, t) \mapsto \mathbf{x}=\mathbf{x}(\mathbf{s}, t)$, such that $t=t(\mathbf{x}) \in C^{1}$. Notwithstanding, condition given by Equation (36) ensures that the mapping can be reversed, in order that $\mathbf{s}$ and $t \in C^{1}$ are functions of $\mathbf{x}$ around a neighborhood of $P_{0} \in \gamma$ ensures the uniqueness of the solution of an ODE system in this vicinity of $P_{0}[43,44]$

Thus far, only $y=y(\mathbf{s}(\mathbf{x}), t(\mathbf{x}))$ has been obtained. To ensure the existence and uniqueness of the solution $u$ of Equation (33), $y(\mathbf{s}(\mathbf{x}), t(\mathbf{x}))=u(\mathbf{x})$ must be shown to satisy Equation (34) and $z_{j}=\partial_{j} u(\mathbf{x})$.

In fact, if $y=u(\mathbf{x})=u(\mathbf{s}, t)$, then $u$
i. $\quad$ satisfies IC: $u(\gamma(\mathbf{s}))=y(\mathbf{s}(\mathbf{x}), 0)=\phi(\gamma(\mathbf{s}))$. Indeed, $\Gamma:\left.u\right|_{\gamma}=\phi \Leftrightarrow \mathbf{x}(\mathbf{s}, 0)=\gamma(\mathbf{s})$ and $y(\mathbf{s}, 0)=\phi(\gamma(\mathbf{s}))$, where for the purposes of simplifying notation, it is assumed that $t_{0}=0$;
ii. around $\Gamma$, given $\mathbf{s}_{0}$, one has
$\partial_{t} F\left(\mathbf{x}(\mathbf{s}, t), u(\mathbf{s}, t), z_{j}(\mathbf{s}, t)\right)=\sum F_{x_{j}} \partial_{t} x_{j}+F_{u} u_{t}+\sum F_{z_{j}} \partial_{t} z_{j}=\sum F_{x_{j}} a_{j}+\sum z_{j} a_{j}+\sum a_{j}\left(-F_{x_{j}}-z_{j}\right)=0$.
with the initial condition given by:

$$
F\left(\mathbf{x}(\mathbf{s}, 0), u(\mathbf{s}, 0), z_{j}(\mathbf{s}, 0)\right)=0 \therefore F\left(\mathbf{x}(\mathbf{s}, t), u(\mathbf{s}, t), z_{j}(\mathbf{s}, t)\right)=0
$$

Thus, if the characteristic curve has a point in common with the integral surface, the entire curve will be contained in it;
iii. Given $u_{\mathrm{x}}$, according to the Chain Rule, we obtain:

$$
\left\{\begin{array}{l}
u_{s_{k}}=\sum_{j=1}^{n} \frac{\partial u}{\partial x_{j}} \frac{\partial x_{j}}{\partial s_{k}}, k=1, \ldots,(n-1)  \tag{37}\\
u_{t}=\sum_{j=1}^{n} \frac{\partial u}{\partial x_{j}} \frac{\partial x_{j}}{\partial t}
\end{array}\right.
$$

The matrix associated with this system is the Jacobian Matrix itself: $\left(\begin{array}{cccc}\frac{\partial x_{1}}{\partial s_{1}} & \cdots & \frac{\partial x_{1}}{\partial s_{n-1}} & \frac{\partial x_{1}}{\partial t} \\ \vdots & \ddots & \vdots & \vdots \\ \frac{\partial x_{n}}{\partial s_{1}} & \cdots & \frac{\partial x_{n}}{\partial s_{n-1}} & \frac{\partial x_{n}}{\partial t}\end{array}\right)$,
which has non-zero determinant due to its Non-Characteristic Condition. Thus, the above System has a unique solution;
iv. From the second equation of System (35), we have: $u_{t}=\sum \frac{\partial u}{\partial x_{j}} \frac{d x_{j}}{d t}=\sum z_{j} F_{z_{j}}=\sum z_{j} a_{j}$.

The first equation of System (37) is derived from $t$, as follows:

$$
\begin{aligned}
\partial_{t}\left[u_{s_{k}}-\sum z_{j} \partial_{s_{k}} x_{j}\right] & =\partial_{t}\left[u_{s_{k}}-\sum z_{j} \partial_{s_{k}} x_{j}\right]-0=\partial_{t}\left[u_{s_{k}}-\sum z_{j} \partial_{s_{k}} x_{j}\right]-\partial_{s_{k}}\left[u_{t}-\sum z_{j} \partial_{t} x_{j}\right] \\
& =u_{t s_{k}}-\sum \partial_{t} z_{j} \partial_{s_{k}} x_{j}-\sum z_{j} \partial_{t s_{k}} x_{j}-u_{s_{k} t}+\sum \partial_{s_{k}} z_{j} \partial_{t} x_{j}+\sum z_{j} \partial_{s_{k} t} x_{j} \\
& =-\sum \partial_{t} z_{j} \partial_{s_{k}} x_{j}+\sum \partial_{s_{k}} z_{j} \partial_{t} x_{j}=\sum\left(-\partial_{x_{j}} F-z_{j} F_{u}\right) \partial_{s_{k}} x_{j}+\sum \partial_{s_{k}} z_{j} \partial_{z_{j}} F \\
& =\sum z_{j} F_{u} \partial_{s_{k}} x_{j}+\sum \partial_{x_{j}} F \partial_{s_{k}} x_{j}+\sum \partial_{s_{k}} z_{j} \partial_{z_{j}} F \\
& =\sum z_{j} F_{u} \partial_{s_{k}} x_{j}-F_{u} u_{s_{k}}-\sum F_{z_{j}} \partial_{s_{k}} z_{j}+\sum \partial_{s_{k}} z_{j} \partial_{z_{j}} F-\left(u_{s_{k}}-\sum z_{j} \partial_{s_{k}} x_{j}\right) \\
& =\left(\sum z_{j} \partial_{s k} x_{j}-u_{s_{k}}\right) .
\end{aligned}
$$

Naming $H(\mathbf{s}, t)=\left\{u_{s_{k}}-\sum z_{j} \partial_{s_{k}} x_{j}\right.$, there is a System of $(n-1)$ ODEs synthesized by

$$
\partial_{t} H(\mathbf{s}, t)=-H(\mathbf{s}, t),
$$

whose solution is $H(\mathbf{s}, t)=H(\mathbf{s}, 0) \exp (-t)$.
Note that the associated initial condition is given by: $H(\mathbf{s}, 0)=\phi^{\prime}(\gamma(\mathbf{s}))-\sum \gamma^{\prime}(\mathbf{s}) z_{j}(\mathbf{s}, 0)=0$, therefore $H(\mathbf{s}, t)=\mathbf{0}$ and unique. With this,

$$
\left\{\begin{array}{rl}
u_{s_{k}} & =\sum z_{j} \partial_{s_{k}} x_{j}, k=1, \ldots,(n-1) \\
u_{t} & =\sum z_{j} \partial_{t} x_{j}
\end{array} .\right.
$$

Since $z_{j}$ is a solution of this System (for the same reasons as System (37)), it follows that $z_{j}=u_{x_{j}}$ is for $j=1, \ldots, n$.

Thus, $u(\mathbf{x})=y(\mathbf{s}(\mathbf{x}), t(\mathbf{x}))$ simultaneously satisfies the linear versions of Equations (33) and (34), as $u=\phi$ in $\gamma$ and items $i, i i, i i i$, and $i v$ above. As a result, the existence and uniqueness of $u$ defined in an open $\Omega \subset \mathbb{R}^{n}$ is valid. The preceding discussion is, in fact, a commented demonstration of the following theorem:

Theorem 1 (Local Existence and Uniqueness of Solution for a Linear PDE). Suppose $\gamma$ is a hypersurface of class $C^{1}$ at $\Omega$, which is non-characteristic: $\left(a_{1}(\mathbf{x}), \ldots, a_{n}(\mathbf{x})\right)$ is non-tangent $\gamma, \forall \mathbf{x} \in \gamma$ (see Condition (36)) and that $a_{j}, b, c$ are real functions of class $C^{1}(\Omega)$ and $\phi$ of class $C^{1}(\gamma)$. Therefore, for any small enough
neighborhood of $\Omega^{\prime}$ of $\gamma$ in $\mathbb{R}^{n}$, there is a single solution $u \in C^{1}(\Omega)$ of $\sum_{j} a_{j}(\mathbf{x}) \partial_{j} u+b(\mathbf{x}) u=c(\mathbf{x}), \Omega$ satisfies $u=\phi$ over $\gamma$.

## 3. Isotropic Model

In an isotropic turbulent flow, the dynamic equation for the STKE is obtained by disregarding the terms of energy production by mechanical effect $\mathbf{M}\left(k^{\prime}, t_{*}\right)$ and energy production or loss by thermal effect $\mathbf{H}\left(k^{\prime}, t_{*}\right)$. In this case, the CBL represents a typical convective turbulence decay situation, in which the TKE generating structures have been deactivated, that is, they are no longer acting. Consequently, a fully developed CBL turbulence regime is assumed in the sense that time and length scales and other constituent parameters are present in the formulation of the initial three-dimensional spectrum, which will represent the initial condition of the proposed isotropic model.

This simplified model is formulated considering the TKE transfer and dissipation processes at the Planetary Limit Layer (PBL). The transfer of the kinetic energy mechanism will act as described in Section 2.2.3, where TKE will transfer from the biggest eddies to the smallest ones until the Kolmogorov microscale is reached and energy dissipated as heat. In practice, this model can be employed, through some adaptations, in the sunset period and windless condition after a fully developed CBL.

Under these assumptions, the initial spectrum is obtained according to the technique suggested by [3] from the one-dimensional spectrum $F_{u}, F_{v}$, and $F_{w}$ as a function of $n$ and $k$ with $k=\frac{2 \pi n}{U}$, as suggested by [16] and other similar studies, including [48]. The isotropic limit condition of this constructive process is given by

$$
\begin{equation*}
\mathbf{E}_{0}\left(k^{\prime}\right)=\left(k^{\prime}\right)^{3} \frac{d}{d k^{\prime}}\left(\frac{1}{k^{\prime}} \frac{d F_{u}}{d k^{\prime}}\right)=\frac{5 a_{u} b_{u} k^{\prime}\left(3+11 b_{u} k^{\prime}\right)}{9\left(1+b_{u} k^{\prime}\right)^{11 / 3}} \tag{38}
\end{equation*}
$$

and $F_{u}$ represents the unidimensional spectrum associated with velocity $u$ (Appendix B).
Equation (23) can be written as follows:

$$
\begin{equation*}
\frac{\partial \mathbf{E}\left(k^{\prime}, t_{*}\right)}{\partial t_{*}}=\mathbf{W}_{i s o}\left(k^{\prime}, t_{*}\right)-\frac{2}{R_{e}} k^{\prime 2} \mathbf{E}\left(k^{\prime}, t_{*}\right) \tag{39}
\end{equation*}
$$

By replacing $\mathbf{W}_{i s o}\left(k^{\prime}, t_{*}\right)$ given by Equation (17), Equation (39) gives the dimensionless equation,

$$
\begin{equation*}
\frac{\partial \mathbf{E}\left(k^{\prime}, t_{*}\right)}{\partial t_{*}}+\frac{\psi_{\epsilon}^{1 / 3}\left(k^{\prime}\right)^{5 / 3}}{\alpha} \frac{\partial \mathbf{E}\left(k^{\prime}, t_{*}\right)}{\partial k^{\prime}}+\left(\frac{5 \psi_{\epsilon}^{1 / 3}}{3 \alpha}\left(k^{\prime}\right)^{2 / 3}-\frac{c_{m} z_{i}^{2} u_{*}}{w_{*}^{2}} \frac{\phi_{m} \psi_{\epsilon}^{-1 / 3}}{\kappa z} k^{\prime-2 / 3}+\frac{2}{R_{e}} k^{\prime 2}\right) \mathbf{E}\left(k^{\prime}, t_{*}\right)=0 \tag{40}
\end{equation*}
$$

The IVP is constructed by considering the initial condition: $\mathbf{E}_{0}\left(k^{\prime}\right)=\mathbf{E}\left(k^{\prime}, t_{0}^{*}=0\right)$.
Equation (40) is solved by the Method of Characteristics, where the ODE described in System (35) will be used to obtain the appropriate variable change [7]:

$$
1 \cdot d k^{\prime}-A\left(k^{\prime}\right)^{5 / 3} d t_{*}=0 \Leftrightarrow \quad c t e=A t_{*}+\frac{3}{2}\left(k^{\prime}\right)^{-2 / 3} \quad\left(A=\alpha^{-1} \psi_{\epsilon}^{1 / 3}\right)
$$

Changing the variable $t_{*}$ to the parameter $r$ and cte $=\frac{3}{2} s^{-2 / 3}$, obtains: $\left\{\begin{array}{l}r=t_{*} \\ k^{\prime}=\left(s^{-2 / 3}-\frac{2}{3} A r\right)^{-3 / 2}\end{array}\right.$

Where, $\frac{\partial(s, r)}{\partial\left(k^{\prime}, t_{*}\right)}=\left\|\begin{array}{ll}s_{k^{\prime}} & s_{t_{*}} \\ r_{k^{\prime}} & r_{t_{*}}\end{array}\right\|=k^{\prime-2 / 3}+\frac{2}{3} A t_{*} \neq 0$.
This variable change allows us to write: $\mathbf{E}\left(k^{\prime}, t_{*}\right)=V(s, r)$, in fact: $\frac{d V}{d r}=\frac{\partial \mathbf{E}}{\partial t_{*}}+A k^{\prime 5 / 3} \frac{\partial \mathbf{E}}{\partial k^{\prime}}$.

By applying the transformation to the new variables, we have the ODE and its initial condition:

$$
\left\{\begin{array}{l}
\frac{d V(s, r)}{d r}+\left[B\left(s^{-2 / 3}-\frac{2}{3} A r\right)^{-1}+C\left(s^{-2 / 3}-\frac{2}{3} A r\right)^{-3}\right] V(s, r)=0  \tag{41}\\
V(s, r=0)=E_{0}
\end{array}\right.
$$

where $B=\frac{5}{3} \alpha^{-1} \psi_{\epsilon}^{1 / 3}$ e $C=\frac{2}{R_{e}}$.
Solving the Cauchy Problem in System (41), the final solution is obtained:

$$
\begin{equation*}
\mathbf{E}\left(k^{\prime}, t_{*}\right)=\mathbf{E}_{0}\left(\frac{1}{\left(k^{\prime-2 / 3}+\frac{2}{3} A t_{*}\right)^{3 / 2}}\right)\left[\frac{k^{\prime}}{\left(k^{\prime 2 / 3}+\frac{2}{3} A t_{*}\right)^{3 / 2}}\right]^{-5 / 3} \exp \left\{-\frac{3 C}{4 A}\left[k^{\prime 4 / 3}-\left(k^{\prime-2 / 3}+\frac{2}{3} A t_{*}\right)^{-2}\right]\right\} . \tag{42}
\end{equation*}
$$

According to Figure 4, the evolution of the spectral peacks show the rapid decrease of TKE in the temporal evolution of the model, a fact theoretically predicted for a PBL without TKE insertion mechanisms [2].


Figure 4. Calculated three-dimensional energy spectrum of Equation (42).
This model and resolution process can be found in [49,50], althought without the detail exposed here.

## 4. Final Considerations

The present study developed an introductory description of the evolution of STKE in CBL. This review article gives the reader a general, even simplified, view of the STKE modeling process. The initial assumption of buoyancy of the velocities of a turbulent flow allows its quantification through the autocorrelation function and posterior association via Fourier transform with the spectral density function under the hypothesis of a homogeneous turbulence. From this pair of functions, qualitative and quantitative information concerning the dynamics of the physical processes involved is extracted,
and therefore, quantitative parameters typical of a turbulent flow can be obtained (time, length, and velocity scales [9,11,14-17]), which are commonly employed in expressions to calculate, for example, lateral dispersion parameter and eddy diffusivities [16,51].

This study is far from being a complete work on the subject, since the process and techniques to deduce Equation (9) [1] and develop three-dimensional spectrum was not presented [3]. Nevertheless, this paper brings forward a guide for the commom concepts, techniques, and procedures employed in research related to the evolution of STKE in CBL, in addition to providing a basic bibliographic reference for the present theme.

The STKE defined via the Fourier transform of the autocorrelation function allows one to describe turbulent energy dynamic processes through frequency and/or wave number decomposition. The idea of a turbulent flux composed of interagency eddies on the various sizes and frequency scales suggests that the process is random in the three spatial directions and in time, which characterizes turbulence as a three-dimensional and temporal phenomenon [2]. In this manner, one-dimensional spectra do not contemplate the all information on the phenomenon of turbulence in the CBL and, for certain ranges of wave number values of the spectrum, the phenomenon of aliasing can occur [2], which will not take place in three-dimensional spectrum.

The spectral dynamics is described by Equation (9), which is an idealized model of the process involved in the evolution of TKE in the CBL. A brief description of the constituent parameters is presented with its respective bibliographic references. As an example, a simplified model was formulated under the hypothesis of isotropic turbulence acting on the entire wave number vector domain. In this model, the effective terms that govern this dynamic are the kinetic energy transfer by inertial effect ( $\mathbf{W}_{i s o}$ ) and viscous dissipation. Under these considerations, Equation (9) is a linear first order PDE, which evidences the relevance of the parametrization of the terms involved in the model since they will not only indicate the reliability of the model, but also influence the choice of the mathematical methods (analytical and/or numerical) to obtain the solution. To complement the model, it is necessary to inform an initial condition. For this, the techniques in [3] were used to develop an initial three-dimensional energy spectrum [4].

The simplified model solution is obtained by the Method of Characteristics. This method consists of obtaining characteristic curves in which the partial derivatives of the PDE are described as a total derivative, that is, the Method of Characteristics transforms an IVP to PDE in an IVP for ODE system. The description of this transformation process is detailed here and, evidence the geometric procedures in the construction of the method, which also indicates existence and uniqueness of the solution.

The solution obtained for this simplified model is shown in Figure 4. It represents the evolution of STKE proposed by the Cauchy Problem (41) and the rapid decrease of TKE in the temporal evolution of the model is observed. This result agrees with the expected behavior for a model that consider processes of transfer and dissipation of TKE without continuous TKE insertion sources (thermal convection and shear) in a PBL [2].

Therefore, the information and results obtained in this study may be suitable for the comprehension of turbulent kinetic energy dynamics in the convective boundary layer and, consequently, for applications in Eulerian and Lagrangian dispersion models.
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## Abbreviations

The following abbreviations are used in this manuscript:

| STKE | Spectral Density Turbulent Kinetic Energy Equation |
| :--- | :--- |
| TKE | Turbulent Kinetic Energy |
| CBL | Convective Boundary Layer |
| 3D-STKE | Three-Dimensional Energy Spectrum |
| PDE | Partial Differential Equation |
| PBL | Planetary Boundary Layer |
| 1L-PDE | Linear First Order Partial Differential Equation |
| 1st-PDE | First Order Partial Differential Equation |
| ODE | Ordinary Differential Equation |
| IC | Initial Condition |
| IVP | Initial Value Problem |

## Appendix A

To illustrate the application of the featured method, the 1-D Equation of Advection will be considered:

$$
\begin{equation*}
u_{t}+c u_{x}=0, c \in \mathbb{R} . \tag{A1}
\end{equation*}
$$

Equation (A1) is a 1L-PDE, such as Equation (24) and its solution will be made from geometric view.

Firstly, suppose there is the solution $u$ of Equation (A1). The graph associated with $u$ is the set $S \doteq\{x, t, u(x, t)\}$ and at each point $(x, t)$, the value of the normal vector of $S$ is given by $\hat{\mathbf{n}}=\left(u_{x}, u_{t},-1\right)$.

From Equation (A1), we extract the vector $\mathbf{V}=(1, c, 0)$ and observe the orthogonality of the direction field and the normal vector $\hat{\mathbf{n}}$ of $S$, the graph of the solution $u$, that is $\mathbf{V} \cdot \hat{\mathbf{n}}=0$. Therefore, $(1, c, 0)$ is perpendicular to $\left(u_{x}, u_{t},-1\right)$ at each point $(x, t, u(x, y))$ and $(1, c, 0)$ belongs to the tangent plane to $S$ (Figure A1a).

The tip for building $u$ is to look for $S$ at each point $(x, t, z)$ of $S$, the vector $(1, c, 0)$ belongs to the tangent plane of $S$ in $(x, t, z)$ and $z \equiv u(x, t)$ [6,45,52].


Figure A1. (a) Geometric sketch of vector field $\mathbf{V}$ and the normal vector $\hat{\mathbf{n}}$ of $S(\mathbf{V} \subset$ Tangent Plane to $S)$. (b) Geometric representation of the integral curve $\mathcal{C}$. (c) Geometric design of the integral surface construction. (d) Solution surface generated by the initial curve $\Gamma$ and its characteristic curves $\mathcal{C}$. Figure modified from Levandosky's figures ([52] (2002)—Figure 3a-c); and ([7] (2001)—Figure 3d).

For Equation (A1), the associated characteristic system is given by:

$$
\begin{equation*}
\left(\frac{d x(s, r)}{d r}, \frac{d t(s, r)}{d r}, \frac{d z(s, r)}{d r}\right)=(c, 1,0) . \tag{A2}
\end{equation*}
$$

The geometric idea of the method is to construct the integral surface $S$, in order that it contains the curve $\Gamma:=\{x, 0, \phi(x)\} \equiv\{\gamma, \phi(x)\}$, where $\gamma$ is the plane projection of the initial curve $\Gamma$. From it, the characteristic curves that assemble $S$ are obtained. For this, we consider the point of intersection of $\mathcal{C}$ and $\Gamma$, namely $\left(x_{0}, 0, \phi\left(x_{0}\right)\right)$ (Figure A1c), then we can use

$$
\begin{equation*}
(x(s, 0), t(s, 0), z(s, 0))=\left(x_{0}, t_{0}, \phi\left(x_{0}\right)\right) \tag{A3}
\end{equation*}
$$

as initial conditions for System (A2). At first, $x_{0}$ is any, which is valid considering the $x$-axis as an auxiliary curve and, algebraically, represents the parameter $s$, with which the initial curve is parameterized.

Thus, the Characteristic System formed by System (A2) and (A3), and the solution is given by:

$$
\begin{equation*}
(x(s, r), t(s, r), z(s, r))=(c r+s, r, \phi(s)) \tag{A4}
\end{equation*}
$$

The set of systems above represents the integral surface $S$ consisting of the union of all the characteristic curves parameterized by the equations contained in the System (A4).

However, the solution is given in the parameters $r$ and $s$ and, to rewrite this solution in function of the variables $x$ and $t$, we considered the first two equations of System (A4) to obtain $r(x, t)$ and $s(x, t)$. More specifically,

$$
\left\{\begin{array}{l}
s(x, t)=x-c t  \tag{A5}\\
r(x, t)=t
\end{array}\right.
$$

Consequently, a biunivocal transformation was established between the coordinate systems ( $x, t$ ) and $(r, s)$. When this transformation satisfies the Inverse Application Theorem [53], the change of variables is of class $C^{1}$. In this scenario, we can locally guarantee the existence and uniqueness of the solution, which is given by the integral surface constructed:

$$
\begin{equation*}
u(x, t) \equiv z(s(x, t), r(x, t))=\phi(x-c t) \tag{A6}
\end{equation*}
$$

System (A5) represents the projection of the characteristic curves found in an open $\Omega \subseteq \mathbb{R}^{2}$ (where $\gamma \subseteq \Omega$ ), in this case, the projected characteristic curves (Figure A1d).

Equation (A6) is a solution of an ODE and, in a way, it can be synthesized that the Method of Characteristics transforms an Initial Value Problem for PDE into an Initial Value Problem for ODEs via diffeomorphism ( let $U$ and $V$ be open from Euclidean space. A bijection $f: U \rightarrow V$, is called diffeomorphism of $U$ on $V$ when $f$ is differentiable and its inverse $f^{-1}: V \rightarrow U$ is also differentiable [53] (p. 277)).

Figure A2 shows the solution graph of the One-Dimensional Diffusion Equation given by Equation (A1) for $c=2, x_{0}=-155$, and $\phi(x)=1+\exp \left(\frac{-x^{2}}{10,000}\right)$ in the domain $(x, t) \in \Omega:=\mathbb{R} \times(0, \infty)$.

The considerations in this section are basically a mixture of approaches and expositions of the first-order PDE by Method of Characteristics methodology from [7,45,52].


Figure A2. Graphical representation of the solution of Equation (A1), its initial curve, its characteristic curve and the respective plane projections.

## Non-Characteristic Condition

The idea of the method presented in the previous section consists of satisfying a transversality condition for the initial condition $\Gamma:=(\gamma, \phi)$ and the characteristic curves [10], where $\gamma$ is assumed to be non-characteristic. The initial condition should not be a characteristic hypersurface, that is, that the vectors of the direction field at a point $P$ of the hypersurface $\gamma$ are not tangent to $\gamma$ in $P$.

The first-order PDE given by Equation (A1) is the simplest possible situation (linear, homogeneous, and with constant coefficients), even though it exhibits dependence of existence, uniqueness, and properties in the solution in relation to the initial data, as shown below
i. The initial curve is a characteristic curve.

In this case, $\gamma \doteq x-c t=0 \Rightarrow(c s, s), s \in I \subset \mathbb{R}$ and considering the solution of the system: $\left\{\begin{array}{l}x(r, s)=c r+c_{1}(s), x(r=0, s)=c s \\ t(r, s)=r+c_{2}(s), t(r=0, s)=s\end{array}\right.$ is given by $\left\{\begin{array}{l}x(r, s)=c r+c s \\ t(r, s)=r+s\end{array}\right.$.

In order to obtain the bijection, we solve $r$ and $s$ as a function of $(x, t)$, although the system does not allow this inversion. From it we only obtain that $x-c t=0$, and then $z=\phi(s)$ Additionally, if $z=\phi(0)$ is constant, there are inumerous solutions to the problem. If IC: $\phi(s)=f(s)$, with non-constant $f$ the problem does not admit solution [7].
ii. If $\gamma$ with tangent vectors parallel to the tangent vectors of the projected characteristic curve.

Let, IC $\doteq x-\frac{c}{2} t^{2}=0 \Rightarrow\left(\frac{c}{2} s^{2}, s\right), s \in I \subset \mathbb{R}$. At $s=1$ the tangent vectors of the characteristic curve and the initial curve are parallel. In this situation, a solution is obtained for $r$ and for $s$, in the form: $s=1 \pm \sqrt{1+\frac{2}{c}(x-c t)}$ and $r=t-1 \mp \sqrt{1+\frac{2}{c}(x-c t)}$, since $x-c t \geq-\frac{c}{2}$.

These anomalous situations are because projected characteristic curves and $\gamma$ has parallel tangent vectors in their domains. To avoid this, the initial condition must satisfy the Non-Characteristic Condition.

From System (A2), we have the product: $(1, c) \cdot(-0,1)=\left\|\begin{array}{ll}1 & 1 \\ 0 & c\end{array}\right\|=c \neq 0, \forall r \in I \subset \mathbb{R}$, that is, the tangent vectors of $\gamma$ are not parallel to the projected direction field vectors (which form the characteristic curves) defined on a point $P$ in $\Gamma$, in order that they do not belong to the tangent plane of $\gamma$ in $P_{\gamma}$. However, if they do not belong to the tangent plane of $\gamma$ in $P_{\gamma}$, then the vectors of the direction field are not orthogonal to the normal field of $\gamma$ in $P_{\gamma}$. For the general case, $F\left(\mathbf{x}, u, \partial_{1} u, \ldots, \partial_{n} u, \partial_{1}^{2} u, \ldots, \partial_{n}^{k} u\right)=0$, generalization is immediate

$$
\nabla_{\mathbf{z}} F\left(\Gamma(\mathbf{s}), z_{j}(g(\mathbf{s}))\right) \cdot N(\gamma(\mathbf{s})) \neq 0 \Leftrightarrow\left\|\begin{array}{cccc}
\frac{\partial \gamma_{1}}{\partial s_{1}} & \cdots & \frac{\partial \gamma_{1}}{\partial s_{n-1}} & \frac{\partial F}{\partial z_{1}}\left(\gamma(\mathbf{s}), \phi(\gamma(\mathbf{s})), z_{j}(\gamma(\mathbf{s}))\right)  \tag{A7}\\
\vdots & \ddots & \vdots & \vdots \\
\frac{\partial \gamma_{n}}{\partial s_{1}} & \cdots & \frac{\partial \gamma_{n}}{\partial s_{n-1}} & \frac{\partial F}{\partial z_{n}}\left(\gamma(\mathbf{s}), \phi(\gamma(\mathbf{s})), z_{j}(\gamma(\mathbf{s}))\right)
\end{array}\right\| \neq 0
$$

where $N(\gamma(\mathbf{s}))$ represents the normal field of the initial hypersurface $\gamma$ of dimension $n$.

## Appendix B. Parameterization Employed in the Construction of Three-Dimensional Spectrum

The one-dimensional Eulerian spectra employed in the construction of $\mathbf{E}_{0}$ are given by $[16,48]$

$$
\frac{n S_{i}^{E}(n)}{w_{*}^{2}}=\frac{1.06 c_{i} f \psi_{\epsilon}^{2 / 3}\left(\frac{z}{z_{i}}\right)^{2 / 3}}{\left(f_{m}^{*}\right)_{i}^{5 / 3}\left[1+1.5\left(\frac{f}{\left(f_{m}^{*}\right)_{i}}\right)\right]^{5 / 3}}
$$

where:

- $\quad z$ is the height above the ground and $z_{i}$ is the top of the CBL and $n$ is the frequency;
- $\quad c_{i}=\alpha_{i} \alpha_{u}(2 \pi \kappa)^{-2 / 3} ; \alpha_{i}$ is derived experimentally from the spectrum for each wind direction components, and is $1, \frac{4}{3}$ and $\frac{4}{3}$ to $u$-longitudinal component, $v$-transverse component and $w$-vertical component, respectively; and $\alpha_{u}=0.5 \pm 0.05[54,55]$ and $\kappa=0.4$ is von Kármán's constant;
- $\quad f=n z / U(z)$ is the reduced frequency and $U(z)=U$ is the average horizontal wind speed;
- $\psi_{\epsilon}=\epsilon_{b} z_{i} / w_{*}^{3}$ is the dimensionless dissipation rate, $\epsilon_{b}=\Xi\left(w_{*}^{3} / z_{i}\right)$ is the average thermal dissipation rate of EKT [56-58]; to $\Xi=\left[\left(1-\frac{z}{z_{i}}\right)^{2}\left(\frac{z}{-L}\right)^{-2 / 3}+0.75\right]^{3 / 2}$ [57] or $\Xi=0.081+0.335 \exp \left[-\frac{\left(\frac{z}{z_{i}}-0.2\right)}{0.588}\right]$ [59] and $L$ is the length of Monin-Obukhov;
- $\quad w_{*}=\left(u_{*}\right)_{0}\left(z_{i} /(\kappa|L|)\right)^{1 / 3}$ is the convective velocity scale and $\left(u_{*}\right)_{0}$ is the surface friction velocity;
- $\quad\left(f_{m}^{*}\right)_{i}=z /\left(\lambda_{m}\right)_{i}$ is the reduced frequency of the convective spectral peak, where $\left(\lambda_{m}\right)_{i}$ is the wavelength associated with the maximum of the vertical spectrum [25,60,61], with: $\left(\lambda_{m}\right)_{u}=\left(\lambda_{m}\right)_{v}=1.5 z_{i}$ and $\left(\lambda_{m}\right)_{w}=1.8 z_{i}\left[1-\exp \left(\frac{-4 z}{z_{i}}\right)-0.0003 \exp \left(\frac{8 z}{z_{i}}\right)\right] ;$
For $k=2 \pi n / U$, the one-dimensional spectra are related by $F_{i}(k)=\frac{U}{2 \pi} S_{i}^{E}(n)$, therefore

$$
F_{i}(k)=\frac{a_{i}}{\left(1+b_{i} k\right)^{\frac{5}{3}}}
$$

for $a_{i}=\frac{1.06}{2 \pi} c_{i} \psi_{\epsilon}^{2 / 3}\left(\frac{z}{z_{i}}\right)^{5 / 3} z_{i} w_{*}^{2}\left[\left(f_{m}^{*}\right)_{i}\right]^{-5 / 3}, b_{i}=\frac{1.5}{2 \pi}\left(\frac{z}{z_{i}}\right) z_{i}\left[\left(f_{m}^{*}\right)_{i}\right]^{-1}$ and $i=u, v, w$.

For a homogeneous turbulence situation in all directions, the three-dimensional spectrum for isotropic turbulence will depend only on the longitudinal spectrum $F_{u}[3]$ and [4] (p. 30), given by:

$$
k^{3} \frac{d}{d k}\left(\frac{1}{k} \frac{d F_{u}}{d k}\right)=\frac{5 a_{u} b_{u} k\left(3+11 b_{u} k\right)}{9\left(1+b_{u} k\right)^{11 / 3}} .
$$

The meteorological parameters calculated for the CBL are reported in Table A1.
Table A1. Meteorological parameters for CBL. Data obtained from experiment B of [51,62,63].

| $z_{i}$ | $\left(\overline{w \theta_{0}}\right)$ | $\frac{z_{i}}{L}$ | $\Omega$ | $\boldsymbol{u}_{*}$ | $\boldsymbol{u}_{g}$ | $v_{g}$ | $\boldsymbol{v}$ | $\gamma_{c}$ | $\frac{\partial \theta}{\partial z}$ | $f_{\mathcal{c}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1100 | 0.06 | -18 | $7.27 \times 10^{-5}$ | 0.56 | 10 | 10 | $1.5 \times 10^{-5}$ | $10^{-3}$ | $10^{-3}$ | $10^{-4}$ |
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