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Abstract: Evaluation of effects of climate change on climate variable extremes is a key topic in
civil and structural engineering, strongly affecting adaptation strategy for resilience. Appropriate
procedures to assess the evolution over time of climatic actions are needed to deal with the inherent
uncertainty of climate projections, also in view of providing more sound and robust predictions
at the local scale. In this paper, an ad hoc weather generator is presented that is able to provide
a quantification of climate model inherent uncertainties. Similar to other weather generators, the
proposed algorithm allows the virtualization of the climatic data projection process, overcoming
the usual limitations due to the restricted number of available climate model runs, requiring huge
computational time. However, differently from other weather generation procedures, this new tool
directly samples from the output of Regional Climate Models (RCMs), avoiding the introduction
of additional hypotheses about the stochastic properties of the distributions of climate variables.
Analyzing the ensemble of so-generated series, future changes of climatic actions can be assessed, and
the associated uncertainties duly estimated, as a function of considered greenhouse gases emission
scenarios. The efficiency of the proposed weather generator is discussed evaluating performance
metrics and referring to a relevant case study: the evaluation of extremes of minimum and maximum
temperature, precipitation, and ground snow load in a central Eastern region of Italy, which is part of
the Mediterranean climatic zone. Starting from the model ensemble of six RCMs, factors of change
uncertainty maps for the investigated region are derived concerning extreme daily temperatures,
daily precipitation, and ground snow loads, underlying the potentialities of the proposed approach.

Keywords: climate change; extremes; factor of change; climatic actions; climatic variables; regional
climate models; weather generator; climate effects

1. Introduction

Climate change is becoming more and more relevant in many sciences and engi-
neering disciplines, including civil and structural engineering. Thus, its implications and
potential future risks are increasingly debated [1–4]. The potential increase in frequency
and intensity of natural hazards significantly influences not only the design and the service
level of new structures and infrastructures but also the structural safety and the assessment
of existing ones, with relevant consequences in terms of direct and indirect costs [5], and
in planning of maintenance or strengthening interventions [4,6–8]. It must be remarked
that especially for critical infrastructures, huge indirect costs can derive from the increase
of out of service time [9,10]. In assessing the influences of climate changes on the per-
formances of engineering works, attention should be devoted both to the peculiarities
of the investigated structures and to the objectives of the study. In fact, while in many
works, the most pertinent information is the evolution over time of the mean value of
the relevant climatic variables [11], in other works, the focus is on the extremes [5]. A
number of cases are typically governed by mean values: for example, estimates of electrical
power productivity of wind turbines [12] or hydroelectric power plants [13], assessment
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of navigability of rivers and channels [14], evaluation of water table level, availability of
fresh water resources [15], estimation of sea level rise [11], agricultural and zootechnics
production [16], and deterioration effects on structures and finishes [17,18]. Other cases are
mainly governed by extreme values: for example, design of civil engineering and geotech-
nical works [4,6–8], assessment of minimum vital outflow of rivers and torrents, structural
design of wind turbines [19], evaluation of minimum height of embankments [20], out
of service time of navigable channels [14], icing effects on cables and electrical power
lines [21,22], flooding [23], and scour of bridge piles [4].

In modern codes, such as the Eurocodes [24–27], design values of effects of climatic
variables, snow and rain precipitations, shade air temperature, wind velocity, etc., are
evaluated starting from the so-called representative values of climatic variables them-
selves, which are characterized by a given probability of exceedance, p, in a reference
time interval [24,28]. In the Eurocodes [24–27], four main representative values are usually
defined [24]:

• The characteristic value, for which p = 2% in one year;
• The combination value, leading, together with the characteristic value of another

variable action of different nature, to a combined effect characterized by p = 2% in
one year;

• The frequent value, roughly exceeded from 100 to 300 times in one year;
• The quasi permanent value, exceeded for more than 50% of the design working life of

the construction.

Assuming suitable extreme value distributions, the aforementioned representative
values are commonly evaluated under the hypothesis of climate being stationary over
time [4,29]. As this assumption is clearly violated when climate change effects occur,
relevant assessment of representative values should duly take into account non-stationarity,
also in view of the definition of suitable adaptation strategies for the design of resilient
buildings and infrastructures [30,31].

The evolution over time of climatic variables and climatic actions is usually assessed on
the basis of the outputs of General (or Global) Climate Models (GCMs) or Regional Climate
Models (RCMs). In comparison with GCMs, the RCMs are associated to more refined grid
resolution, typically ranging from 10 to 20 km, so allowing more detailed local estimates.
In any case, owing to the complexity of the problem and the computational time needed
for a single run (simulation), independently on the scale of the model, i.e., the typical
dimensions of individual cells, the number of reliable climatic models and the total number
of available runs are so limited that further elaborations are needed, aiming to increase the
representativeness of the outcomes of climate models. A promising method to enhance the
significance of the outputs of the climate models is based on the implementation of suitable
weather generators. The basic idea of the method is the artificial generation of additional
outputs of climatic models, via random extraction of daily values of relevant climatic
variables from appropriate homogenous populations of climatic variables, whose statistical
properties are suitably assessed from the available runs of various climatic models. In
this way, it is also possible to evaluate model uncertainties due to the inherent climate
variability, which is fundamental information for the interpretation of climate projection,
especially at smaller scales [32]. Weather generators, which have been proposed and largely
developed in the water and hydraulic engineering field [33], are nowadays largely adopted
for statistical downscaling in climate change investigations [34–37].

Evidently, the assembly of the homogenous populations to be randomly sampled is the
core of the procedure, potentially impacting the outcomes. More specifically, assumptions
about the probabilistic description of such populations determine post-sample resulting
populations complying with the starting hypotheses, so that uncertainties associated with
probabilistic models cannot be directly considered. To overcome this issue, a novel weather
generation technique is proposed, making direct use of the outputs of climate models. The
proposed procedure is particularly suitable for studying the evolution of climatic variables
over time as a function of climate change, starting from the output of Regional Climate
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Models (RCMs). The procedure allows evaluating the dependence of climate projections on
most relevant sources of uncertainty, i.e., emission scenarios, climate models, and internal
variability [38].

Nonparametric resampling techniques were already proposed for generating daily
temperature and precipitation from historical data [39,40]. In these methods, resampling
was carried out considering the nearest neighbors for the simulated day in terms of a
weighted Euclidean distance [39] or conditioning on indices of atmospheric circulation [40].

In the present study, the generation is elaborated on the basis of climate model outputs
according to an original and simplified procedure, with the aim of reproducing the internal
variability of climate model runs, in such a way to estimate the uncertainty in the expected
changes of climate statistics.

The efficiency and performances of the proposed weather generator are demonstrated
discussing a relevant case study: the variation over time, until the year 2100, of charac-
teristic values of significant climatic actions, daily maximum and minimum temperature,
precipitations, and ground snow load, in the central Eastern part of Italy, which is located
in the Mediterranean climatic area. In the study, the weather generated series are analyzed
in terms of factor of changes (FC) [41], described in the following section, which are a very
effective way to describe the relative variations of the considered variable.

The aim of the case study is to illustrate the suitability of the proposed methodology
for the treatment of climate model outputs and is not intended to provide detailed guidance
for adaptation strategies in the field of climatic actions on structures. In fact, a discussion
is currently ongoing on the use of IPCC baseline scenarios, which are central to climate
science and adaptation policy [42]. Scenarios are affected by deep uncertainties that
are inherent in assumptions about significant factors: future technology developments,
lifestyle changes, policy formulations, economic and demographic trends, and so on [43].
Notwithstanding this deep uncertainty, no equal probabilities are generally assigned by
expert to the total range of future emissions. A discussion about this relevant issue can be
found in [43]. In the present study, to assess the potentialities of the method, a sensitivity
analysis is performed considering two possible scenarios belonging to the Representative
Concentration Pathways (RCPs) set [44]: RCP4.5 and RCP8.5. Of course, the definition of
the most “realistic” RCP is out of the scope of the present work.

2. Methodology
2.1. Weather Generators

As already mentioned, stochastic weather generators are suitable random extraction
algorithms for the automatic generation of time-series of climatic variables. The main
feature of these algorithms is their ability to generate day-by-day data series of climatic
variables, starting from suitable populations of input data, based on observations, if
any, and projections provided by climate models. Of course, weather generators cannot
be confused with weather prediction algorithms: in fact, while weather projections are
based on numerical methods for the solution of the physical equations describing the
earth climate and its dependency on time, weather generators are implements for the
origination of additional and virtual time-dependent results or forecasts, based on synthetic
representations of available information, regardless of whether the information itself is
obtained from observation or simulations [34].

Weather generators were firstly proposed and applied for risk assessment purposes in
hydrological and agricultural fields [33,45]. Their main intended use was the simulation of
series of climatic data sufficiently extended over time, allowing to fill the lack of reliable
meteorological data, and to extend the available information to unmonitored sites, by
resorting to artificial measurements. More recently, the field of application of weather
generators has been considerably enlarged. In fact, starting from the outputs of individual
runs of the climate models and taking into account the relevant statistical parameters of
each climatic variable, they are more and more adopted to obtain supplementary virtual
runs of the models. Although a sensible difference is still present between the predictions
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of regional climate models and local observations [46], weather generators can be very
useful tools to enhance the climate projections and to achieve more sound information
about the influence of climate changes. More precisely, once the evolution of the governing
climatic parameters is derived from the climate model outputs, site-specific climate change
scenarios can be assessed applying suitable weather generation algorithms. Truly, distinc-
tive features of weather generators are much wider: for example, they can be efficiently
applied to evaluate how the uncertainties on the projections of effects of climate change
influence climate variable statistics and calculate the prediction intervals associated with
the available climate model outputs. To obtain this information, two different approaches
can be envisaged, depending on the way the changes over time are described: the vari-
ations over time of featuring statistical parameters of relevant climatic variables can be
studied considering trends in the weather series, or, alternatively, by means of the already
recalled factor of change approach, considering the variations of the statistical properties
of the climate variables. The latter approach is based on the assumption, corroborated by
numerical and experimental evidence, that influences of climate change are more soundly
evaluated considering the variation of statistical parameters, rather than the whole weather
series, which are very sensitive to the “natural variability” of climate.

The factors of change, FCrep(t), express the relationship between a representative
value of the considered variable at the time t, Frep(t), and the corresponding representative
value, Frep(t = 0), at the time t = 0. Factors of changes are generally expressed in terms of
quotients, in the non-dimensional form:

FCrep(t) =
Frep(t)

Frep(t = 0)
. (1)

However, when the observed climate variables are measured on interval scales, such
as for temperature, they are expressed in terms of differences, in the dimensional form:

FCrep(t) = Frep(t)− Frep(t = 0). (2)

The factor of change approach consists of the following:

• Evaluation of factors of change (FCs): climate model outputs and associated climate
variable statistics concerning a future time interval are compared with those obtained
for the control period t = 0;

• Implementation of a suitable weather generator (WG): random samples are generated
modifying the relevant statistical properties of the parameters, which are used by the
WG algorithm, according to the previously detected FCs. As discussed before, the scale
of local observations is different from that of climate model outputs; therefore, the WG
cannot be run directly using the statistics of climate model outputs. Adopting the FC
approach, the discrepancy between RCM outputs and observations is by-passed [37];

• Assessment of climate change effects on representative values: the assessment is done
directly using the generated future weather series, or deriving their influence on
statistical properties of their distributions.

It must be underlined that to be effective, weather generators require the preliminary
parametrization of complex climate processes, which depend on many climatic variables,
whose variations cannot be directly estimated from the climate model outputs. In fact,
climate projections may not be available for all the components of the WG. Moreover, the
factors of change so derived largely ignore the inherent uncertainty of the climate model
itself. Aiming to enhance the output of climate models, improving the predictions of
the climate change effects, an innovative and easy to apply weather generator has been
developed. The proposed generator allows not only to simulate additional runs of climatic
models directly sampling from the available outputs but also to evaluate the factors of
change of the considered climatic variable and the variation over time of the main stochastic
properties of extreme statistics.
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2.2. A Weather Generator for the Virtualization of the Outputs of Regional Climate Model

The innovative implementation of the weather generator algorithm proposed here
aims to virtualize the outputs of Regional Climate Models. In “traditional” weather gen-
eration, random data are extracted from appropriate reference probability distribution
functions (pdf s) or cumulative distribution functions (CDFs), whose relevant statistical
parameters are derived fitting the statistics of climate variables derived from the climate
model outputs. As anticipated, this kind of generation is sensitive to the assumptions, so
that “errors” or “misinterpretations” of available information cannot be corrected in the
subsequent phases. For this reason, the key feature of the proposed method is that data are
generated directly sampling from the climate model outputs. The scheme of implementa-
tion of the algorithm and the fundamental steps of the procedure are summarized in the
block diagram reported in Figure 1.

Figure 1. Implementation scheme of the weather generator algorithm.

The basic information needed to start the generation algorithm is the output of the
considered climate model. The typical climate model output is a series of climatic data,
e.g., daily maximum and minimum shade air temperatures (TMax,Mod and TMin,Mod) and
daily precipitation (pr,Mod), as those provided by high-resolution RCMs, selected among
those included in EURO-CORDEX [47,48].

The procedure described in Figure 1 is applied for each considered model, to avoid
inconsistencies in the generation, which could arise by mixing models characterized by
different biases.

The generation of the daily information about the i-th day of the j-th month of the m-th
year (TMax,i,j,m, TMin,i,j,m and pr,i,j,m) is performed randomly extracting the data from the
output of the climate model concerning whichever day of the j-th months belonging to the
considered year, and to the five consecutive years preceding or following the considered
year, so that the time interval considered is 11 years long, from year m− 5 to year m + 5.
This sampling period of 11 years has been chosen in such a way to properly modulate the
contrasting needs of having a period, at the same time, long enough to assure adequately
numerous data in the population, and short enough to exclude significant influence of
climate change on climatic variables. Differently from [39,40], no specific probability is
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assigned to the set of days of the identified sampling period: in fact, a uniformly distributed
sampling is performed.

To avoid the generation of unrealistic data, six additional constraints have been imposed
for the acceptance of randomly generated daily data, as summarized in Equations (3)–(8);
obviously, data not fulfilling the constraints are discarded and newly generated. Con-
straints refer to maximum and minimum temperatures variations in two consecutive days
(Equations (3) and (4)), in three consecutive days (Equations (5) and (6)), and in five con-
secutive days (Equations (7) and (8)). The values, which are obviously depending on the
country, or the geographical area considered in the study, need to be assessed analyzing
actual data. For the relevant case study considered later in the paper, the following in-
equalities to be simultaneously fulfilled by the generated data in the i-th day have been
established:

∆TMax2,i,j,m =
∣∣ TMax,i,j,m − TMax,i−1,j,m

∣∣ < 10 ◦C, (3)

∆TMin2,i,j,m =
∣∣ TMin,i,j,m − TMin,i−1,j,m

∣∣ < 10 ◦C, (4)

∆TMax3,i,j,m =
∣∣ TMax,i,j,m − TMax,i−2,j,m

∣∣ < 17 ◦C, (5)

∆TMin3,i,j,m =
∣∣ TMin,i,j,m − TMin,i−2,j,m

∣∣ < 15 ◦C, (6)

∆TMax5,i,j,m =
∣∣ TMax,i,j,m − TMax,i−4,j,m

∣∣ < 30 ◦C, (7)

∆TMin5,i,j,m =
∣∣ TMin,i,j,m − TMin,i−4,j,m

∣∣ < 22 ◦C. (8)

The generation is carried out at each cell disregarding spatial correlation with the
neighboring ones as the analysis of the extremes for the definition of climatic actions in
structural design is not affected by their spatial behavior. Anyhow, in view of studies
focusing on variables that are sensitive to spatial correlation, such as for example the total
precipitation on large river basins, the procedure can be easily modified by implementing
iterative steps to satisfy additional constraints between neighboring cells. With this aim,
several suitable procedures can be envisaged, for example based on empirical limitations
or on more refined analytical approaches. Empirical limitations could be defined consid-
ering recorded daily variations of climatic variables between adjacent cells. In this way,
generated values are accepted only if the limitations are satisfied; if not, the sampling is
iterated. A more refined approach could be based on the checking of the correlation length;
in implementing the weather generation algorithm, the correlation length of the generated
data series is checked against the correlation length of the original climate model output.
Estimates of correlation functions and correlation lengths can be obtained from the experi-
mental semi-variograms [49–51] of the original RCM output and of the generated series.
When the estimated correlation length of the generated series is outside the confidence
interval [51] of the original one, the generation is repeated.

By using the above-mentioned algorithm, a huge number of consistent series of
daily maximum and minimum shade air temperatures (TMax,i,j,m and TMin,i,j,m) but also
precipitations (pr,i,j,m) have been generated for the period 1956–2095, therefore not only
covering the projected period but also the historical one. For the case study illustrated in
the following, 1000 series are generated for each investigated climate model and scenario.

As far as the consistency of the generated precipitation series is concerned, specific
checks at the cell level have been performed. The mean and coefficient of variation of daily
precipitation, the fraction of wet days, and the mean wet-day amount calculated from the
generated series are compared with those directly obtained analyzing the climate model
output. As expected, the results show a very good agreement. As an example, in Table 1,
the calculated parameters for the two series are compared for one cell in the study region
(see Section 3.1) and for the period 1981–1990. Furthermore, it must be underlined that for
the aims of the study, the focus is on the analysis of the extremes.

Performance metrics for the weather generation algorithms are evaluated by making
use of the Taylor diagram [52], which relates the root mean square error (RMSE), the pattern
correlation, and the standard deviation; the Taylor diagram is generally adopted to assess
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the ability of climate model simulations to reproduce observed climate statistics [53]. In this
study, Taylor diagram and performance statistics are evaluated comparing the generated
series and with the original climate model outputs. As an example, the results obtained
for monthly mean statistics of daily maximum temperature are reported in Figure 2 with
reference to the same cell, model and time period considered for the comparison in Table 1.
As expected, a very good correlation is obtained between the simulations and the reference
data as well as very low RMSE.

Table 1. Mean, coefficient of variation, CoV, fraction of wet days (with 0.3 mm or more), fwet, and
mean wet-day amount, mwet, for the RCM ECEARTH-HIRHAM5 and the generated series at cell 101
for the period 1981–1990.

Parameters RCM Weather
Generated Series

Mean (mm/day) 2.26 2.24
CoV 3.30 3.26

fwet (%) 31.29 31.27
mwet (mm/day) 7.18 7.12
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The analysis of the whole set of generated series, each one simulating one run of the
climate model, allows evaluating the factors of change for convenient time intervals, as
well as the confidence and the prediction intervals for the estimated changes over time.

2.3. Factors of Change and Extreme Values Theory

Analysis of climate extremes and evaluation of the values associated to a given proba-
bility of exceedance is generally performed resorting to the classical Extreme Value Theory,
providing that the stationarity hypothesis is fulfilled. The basic concept of stationarity
from which engineers work assumes that climate is variable but with variations whose
properties are constant with time and that occur around an unchanging mean state [54];
i.e., given a time interval of fixed length, the statistical properties of the climatic variable
are independent of the position of the time interval on the time axis. This assumption of
stationarity is still common practice for the design criteria of new structures and infras-
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tructures, and it is accepted for the time intervals generally considered in the elaboration
of extremes of climatic variables, 40–50 years. However, considering the speed of current
climate change, this assumption can become questionable; therefore, concepts and models
able to take into account also variations of annual extremes over time are increasingly
studied [55]. On the basis of these observations, an ad hoc procedure has been set up to
evaluate the evolution of the extremes of climatic variables over time, in such a way to
assess not only the influence of climate change on the extreme themselves, but also the
consequences in terms of structural design.

The basic idea of this ad hoc procedure is that the influence of climate change on
representative values of climatic variables can be captured studying the evolution of
characteristic values over time. To perform this kind of assessment, it has been assumed that
as long as the considered time period is shorter than 40 years, the stationarity hypothesis
holds, and the internal influence of climate change can be disregarded; consequently, the
tendency can be evaluated considering 40-year-long time periods (time windows) and
assessing the variation over time of both the representative values of climatic variables and
the statistical parameters of extreme value distributions. In the present study, the time shift
between two consecutive time windows has been fixed to ten years.

As in structural design, characteristic values of climatic actions usually correspond
to an annual probability of exceedance p = 2%, this value has been assumed for the
elaboration of extremes in each time window, also in view of using the outcomes of the
study for the updating of climatic actions in specific sites, or, more generally, for updating
of maps of climatic actions, such as those provided in Eurocodes; see e.g., [56] for a review
of ground snow loads maps in Europe.

According to the methodology just sketched out, the artificially generated series
of climatic data, extended from 1956 until 2095, have been subdivided into eleven time
windows. For each time window, an annual extreme value analysis has been performed
with the block maxima approach, assuming a Gumbel distribution and said extreme value
type I distribution, whose CDF is:

F(x < X, i) = exp
{
− exp

[
−
(

x− µ(i)
σ(i)

)]}
i = 1, . . . 11, µ(i) ∈ R and σ(i) > 0, (9)

where µ(i) and σ(i) are the parameters of the distribution, depending on the considered
time window, i, to be estimated by means of a suitable method, for example, the least square
method (LSM). The Gumbel distribution is assumed to be consistent with the prevailing
model adopted in Europe for climatic actions in structural design [56,57], but the choice of
the most appropriate distribution function is not straightforward and may depend on the
investigated climate variable, the location, and the record length [29].

Thus, the characteristic values of the climatic variable, ck(i), in the i-th time window
are

ck(i) = µ(i) + σ(i) {− ln[− ln(1− p)]} , (10)

where p is the annual probability of exceedance, for example p = 0.02, as in Eurocodes.
An underestimation of extremes is generally detected from the analysis of climate

model outputs [32,46,58–60]; therefore, to estimate future trends of climatic actions, a
suitable calibration strategy should be adopted. Nevertheless, in the framework of the
factor of change approach adopted in the present study, this kind of calibration is not
needed, owing to the relative nature of the factor of change, which largely compensates
the biases in climate projections if they will be maintained unchanged over time. In fact,
the factor of change approach, which is widely used in climate impact research [58,61],
represents a sound and easy calibration methodology.

The rationale of factors of change approach is the assumption that the actual changes
over time of the observed climate variable yi are practically coincident with the ones
predicted by the climate model. On this basis, xp

i is the reference characteristic value of the
considered climatic variable derived from the observations, yp

i is its reference characteristic
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value obtained from the projections, x f
i is the future characteristic value including the

actual effects of climate change, and y f
i is its future characteristic value obtained from the

projections; thus, the following relationship can be established:

y f
i ≈ yp

i +
(

x f
i − xp

i

)
, (11)

when factors of change are expressed in terms of differences, and

y f
i ≈ yp

i
x f

i

xp
i

, (12)

when factors of change are expressed in terms of quotient.
Actually, assuming that factors of change are nearly insensitive to absolute errors in

the estimations of representative values, the proposed weather generation algorithm can
provide sound estimates of factors of change of the investigated climate variable. The
characteristic values obtained from the extreme value analysis of each generated series are
compared considering the i-th time window, at the time 40(i− 1) years, and the reference
characteristic value obtained for the first time window (i = 0). For extreme temperatures,
the factor of change is defined in terms of differences

∆TMax,k(i) = TMax,k[40(i− 1)]− TMax,k(0) (13)

∆TMin,k(i) = TMin,k[40(i− 1)]− TMin,k(0) (14)

while a product factor of change in terms of quotient can be assessed for extreme precipita-
tions

FCpr,k(i) =
pr,k[40(i− 1)]

pr,k(0)
, (15)

and ground snow loads

FCsk(i) =
sk[40(i− 1)]

sk(0)
. (16)

The factors of change are evaluated for the whole set of generated series; thus, a
significant ensemble is collected, allowing a probabilistic description of the expected
changes for the extremes of the investigated climate variables.

2.4. Factors of Change Maps

The analysis of the relevant outcomes obtained from the elaboration of generated series
of climatic data allows deriving a significant collection of factors of change, satisfactorily
describing the variation over time of the main statistical parameter characterizing the
relevant climatic variables. In this way, prediction intervals corresponding to different
percentiles of the factors of change ensemble can be determined, in such a way that changes
in extreme values and pertinent uncertainty ranges can be highlighted. In the authors’
opinion, for the sake of practical applications, values corresponding to the 25th percentile
and to the 75th percentile are particularly significant; therefore, in the following, they have
been assumed as systematic reference, for the assessment of prediction intervals.

To show the potential and the effectiveness of the method, it has been applied to study
the evolution over time of factors of changes in a relevant case study, regarding a central
Eastern area of Italy, which belongs, as already said, to the so-called Mediterranean climatic
zone, for which relevant factors of change maps have been derived, as illustrated in the
following sections.

To make the reading of these maps easier, the results are represented as bivariate color
maps [62], for each individual cell of a given area. This representation allows simultane-
ously drawing two limit percentiles in the same map, so giving an impressive illustration
not only of the evolution over time of extremes values but also of the pertinent uncertainty
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interval. Moreover, these maps can be a useful platform to set up suitably modified climatic
maps to be used in structural codes and standards, duly taking into account higher-level
adaptation strategies. A significant example of such factors of change maps is illustrated
in Figure 3, concerning the daily maximum temperatures in the cells of the Italian region
considered in the case study. In the bivariate color map in Figure 3 and in the following
ones as well, the color associated to each cell indicates, on the horizontal and vertical axis
of the legend respectively, the lower and upper limits of the 25–75% prediction interval.
For example, in Figure 3, the color corresponding to 1.75 ◦C on the horizontal axis and to
3.75 ◦C on the vertical axis is denoting a cell for which the 25–75% prediction limits are
1.75 ◦C and 3.75 ◦C.

Figure 3. Example of bivariate factor of change map for TMax,k.

3. Results
3.1. Study Area and Datasets

The procedure illustrated in the previous paragraph is applied here to investigate
climate change impact on extreme temperatures and precipitation for the above-mentioned
Italian region. Regarding snow loads, the studied area includes sites belonging to Zones
3 and 4 of the Mediterranean climatic region, as defined in EN1991-1-3:2003 [25]. These
zones are illustrated in Figure 4a, together with the 272 cells for which high-resolution
climate projections are available, being included in the EUR11 12.5 × 12.5 km grid of the
Regional Climate Model of the EURO-CORDEX Figure 4b) [47,48].

Figure 4. Investigated area in the Italian Mediterranean region (a), illustration of the Italian topography at EUR11-grid
resolution (b).
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3.2. Dataset of Daily Maximum and Minimum Temperature

The dataset of climate projections considered in the study covers the period 1951–
2100. The above-mentioned period is split in two parts: a control period, from 1951
until 2005, and a future period, 2006–2100. The control period is used for the so-called
Historical Experiment, aiming to assess the capability of the climate model to reproduce
past weather: in this run, the observed changes in the greenhouse gas content of the
atmosphere are forced in the model, checking the agreement between the predictions
of the model and actual observations. The future period is used for projections in the
RCPs Experiment, where the runs of the model are forced according to various scenarios,
which are characterized by the assumed atmospheric composition changes described
by various representative concentration pathways (RCPs) [54]. The scenarios mostly
considered in climate risk studies are RCP4.5 and RCP8.5, for which the majority of climate
projections are available. They correspond to medium and maximum greenhouse gas
emission pathways, and they have been adopted in the present study as well, even if
the discussion on climate scenarios is rapidly evolving and at present, RCP4.5 appears
to offer more realistic baselines [63], while the use of RCP8.5 is debated by the scientific
community [42,64], often appearing excessively pessimistic. Moreover, the discussion is
even more complex, since it is influenced not only by the input greenhouse gasses emissions
but also by the output of the models.

Regarding the historical experiment, climatic data provided by several meteorological
institutes, namely the Laboratoire des Sciences du Climat et de l’Environnement, Institut
Pierre Simon Laplace, IPSL-INERIS, the Max Planck Institute, MPI-CSC, the Royal Nether-
lands Meteorological Institute (KNMI), and the Danish Meteorological Institute, were
processed. The same research institutes also provided the climate projections considered in
the assessment of variations of climatic variables induced by climate change. A synthetic
description and the main characteristics of each model are summarized in Table 2.

Table 2. Synthetic description of the climate models considered in the multi-model ensemble.

Institute_ID RCM Name Driving_GCM
Name

Driving_Ensemble
Member Period

DMI HIRHAM5 EC-EARTH r3i1p1 1951–2100
CLMcom CCLM4-8-17 CNRM-CM5-LR r1i1p1 1951–2100
CLMcom CCLM4-8-17 EC-EARTH r12i1p1 1951–2100

KNMI RACMO22E EC-EARTH r1i1p1 1951–2100
MPI-CSC REMO2009 MPI-ESM-LR r1i1p1 1951–2100

IPSL-INERIS WRF331F IPSL-CM5A-MR r1i1p1 1951–2100

The results presented in the following sections are derived applying the proposed
weather generation algorithm starting from the multi-model ensemble, which is obtained
combining the individual climate models and adopting a constant weight for each of them,
so hypothesizing that each model is equally suitable to reproduce the effects of climate
change over time. The rationale of considering a model ensemble is that each model of the
ensemble can be generally considered as the result of a reasonable, independent sampling
of future climate. Truly, a further refinement could be introduced, suitably weighing the
climate models, i.e., modifying the individual weight of each model, based on their ability
to reproduce past observations [65], but this topic involves very complicated and delicate
aspects, which cannot be easily tackled in a general way.

3.3. Effects of Climate Change on Extreme Temperatures

By means of the new weather generator algorithm previously described, factors of
change and suitable prediction intervals have been assessed, in comparison with the refer-
ence time window, 1956–1995 for characteristic values of daily maximum and minimum
temperature, TMax,k and TMin,k, in each individual cell of the studied region. Of course, as
the considered climatic variable is the temperature, factors of change have been derived in
terms of differences [66], according to Equations (13) and (14).
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A first example of the obtained results is shown in Figure 5, where factors of change
in terms of differences are reported for characteristic values of maximum temperature in
one cell of the investigated region (cell 101). Trends are illustrated for the two considered
scenarios together with the associated uncertainty, i.e., the prediction interval 25–75%.

Figure 5. Factors of change for TMax,k at cell 101—prediction interval 25–75%.

The main outcomes of the study are summarized in the factors of change maps, as
illustrated in Figures 6 and 7, for the RCP4.5 and RCP8.5 scenarios, respectively. In the
bivariate maps, the characteristic values of daily maximum air shade temperature (TMax,k)
in four significant time windows (1976–2015, 1996–2032, 2016–2055, and 2035–2075) are
illustrated, referring to the 25th and the 75th percentile.

Figure 6. Factors of change for TMax,k in the time windows 1976–2015, 1996–2035, 2016–2055, and 2036–2075 in comparison
with the reference time interval 1956–1995—prediction interval (25–75%) map (Scenario RCP4.5).
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Figure 7. Factors of change for TMax,k in the time windows 1976–2015, 1996–2035, 2016–2055, and 2036–2075 in comparison
with the reference time interval 1956–1995—prediction interval (25–75%) map (Scenario RCP8.5).

Table 3 summarizes the average factors of change obtained in the investigated region
according to the RCP4.5 and RCP8.5 emission scenarios. In the table, results corresponding
to prediction percentiles 25%, 50%, and 75% are given for each time window considered in
the study.

Table 3. Mean of factors of change (◦C) percentiles for TMax,k in the study region.

Time Window
RCP4.5 RCP8.5

25% 50% 75% 25% 50% 75%

1966–2005 0.04 0.41 0.82 0.03 0.36 0.72
1976–2015 0.31 0.87 1.42 0.35 0.88 1.42
1986–2025 0.45 1.16 1.87 0.81 1.43 2.06
1996–2035 0.65 1.49 2.25 1.26 1.93 2.67
2006–2045 0.89 2.01 3.10 1.44 2.19 2.85
2016–2055 1.33 2.33 3.31 1.77 2.51 3.19
2026–2065 1.58 2.63 3.63 2.00 2.76 3.54
2036–2075 1.87 2.75 3.55 2.47 3.37 4.17
2046–2085 2.18 2.83 3.67 3.93 5.10 6.08

Characteristic values of daily minimum air shade temperature (TMin,k) are illustrated
in a similar way in Figures 8 and 9, while analogously to what was previously done for
maximum temperature, the factors of change percentiles (25%, 50%, 75%) averaged over
the region are summarized in Table 4 for each time window.

The results confirm that there is a high probability that extreme temperatures signifi-
cantly rise over time. This tendency accords with the expectations about mean tempera-
tures [67], but it emerges more markedly, confirming the conclusions obtained analyzing
actual measurements [29].
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Figure 8. Factors of change for TMin,k in the time windows 1976–2015, 1996–2035, 2016–2055, and 2036–2075 in comparison
with the reference time interval 1956–1995—prediction interval (25–75%) map (Scenario RCP4.5).

Figure 9. Factors of change for TMin,k in the time windows 1976–2015, 1996–2035, 2016–2055, and 2036–2075 in comparison
with the reference time interval 1956–1995—prediction interval (25–75%) map (Scenario RCP8.5).

For example, considering the time window 2036–2075, the lower and upper limits of
the prediction interval of the increase of the characteristic value of the maximum tempera-
ture are 1.87 ◦C and 3.55 ◦C, respectively, with an average value of 2.75 ◦C, considering the
RCP4.5 scenario, and 2.47 ◦C and 4.17 ◦C, respectively, with an average value of 3.37 ◦C,
considering the RCP8.5 scenario. In the same time window 2036–2075, a more pronounced
rise is expected for TMin,k: the lower and upper limits of the prediction interval of the
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increase of the characteristic value of the minimum temperature are 2.47 and 4.17 ◦C, re-
spectively, with an average value of 3.37 ◦C, considering the RCP4.5 scenario, and 2.29 and
5.23 ◦C, respectively, with an average value of 3.52 ◦C, considering the RCP8.5 scenario.

Table 4. Mean of factors of change (◦C) percentiles for TMin,k in the study region.

Time Window
RCP4.5 RCP8.5

25% 50% 75% 25% 50% 75%

1966–2005 −0.30 0.14 0.73 −0.28 0.15 0.73
1976–2015 −0.23 0.56 1.60 −0.16 0.63 1.66
1986–2025 −0.12 0.98 2.48 −0.29 0.84 2.44
1996–2035 0.31 1.57 3.16 −0.08 1.23 2.92
2006–2045 0.65 2.01 3.89 0.24 1.63 3.39
2016–2055 1.01 2.59 4.52 0.83 2.13 3.67
2026–2065 1.48 3.03 4.87 1.55 2.75 4.19
2036–2075 1.59 3.18 5.22 2.29 3.52 5.23
2046–2085 2.40 3.81 6.02 2.83 4.42 8.55

Clearly, on the basis of these observations, suitable updates of current temperature
maps provided in the Italian National Annex to EN1991-1-5:2003 [27] seem to be necessary.

3.4. Effects of Climate Change on Extreme Precipitation

Regarding the effects of climate change on rainfalls, there is observational evidence
that the frequency and intensity of heavy rainfalls is increasing in several regions all around
the world. This evidence is further validated by the outcomes of many recent research
works [68,69]. This observation is in close agreement with the classical thermodynamic law,
also known as Clausius–Clapeyron law, stating that warmer the air, the higher its capacity
to hold water vapor [70,71]. Looking only at the increase of atmospheric moisture content,
a scaling rate of warming around 6–7% K−1 can be predicted, according to the recalled
Clausius–Clapeyron law.

Considering an annual probability of exceedance p = 2%, factors of change of charac-
teristic values of daily precipitation (pr,k) and associated prediction intervals have been
also derived by means of the proposed weather generator.

Factors of change maps for characteristic values of precipitation (pr,k) and associated
prediction intervals for time windows 1976–2015, 1996–2035, 2016–2055, and 2035–2075 are
presented in the bivariate maps reported in Figures 10 and 11, referring to the RCP4.5 and
RCP8.5 scenarios, respectively. Evidently, in this case, as in the next one concerning snow
loads, factors of changes are derived in form of quotients, according to Equation (15).

Factors of change percentiles (25%, 50%, 75%), averaged over the region, are summa-
rized in Table 5 for each time window.

Table 5. Mean of factors of change percentiles for pr,k in the investigated region.

Time Window
RCP4.5 RCP8.5

25% 50% 75% 25% 50% 75%

1966–2005 0.96 1.01 1.06 0.96 1.01 1.06
1976–2015 0.94 1.02 1.12 0.94 1.02 1.12
1986–2025 0.91 1.03 1.19 0.91 1.03 1.18
1996–2035 0.89 1.05 1.24 0.89 1.05 1.23
2006–2045 0.90 1.06 1.25 0.91 1.08 1.25
2016–2055 0.91 1.07 1.25 0.94 1.11 1.32
2026–2065 0.92 1.07 1.25 0.97 1.16 1.39
2036–2075 0.93 1.09 1.28 1.01 1.20 1.47
2046–2085 0.97 1.13 1.36 1.04 1.25 1.56
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Figure 10. Factors of change for pr,k in the time windows 1976–2015, 1996–2035, 2016–2055, and 2036–2075 in comparison
with the reference time interval 1956–1995—prediction interval (25–75%) map (Scenario RCP4.5).

Figure 11. Factors of change for pr,k in the time windows 1976–2015, 1996–2035, 2016–2055, and 2036–2075 in comparison
with the reference time interval 1956–1995—prediction interval (25–75%) map (Scenario RCP8.5).

3.5. Ground Snow Loads

Starting from the generated samples of daily temperatures and precipitation (Tmax,
Tmin and pr), they have been assessed the characteristic values of the snow load on ground.
Since the estimation of ground snow load requires reconstructing the complicated processes
governing snowfall, snow accumulation, total or partial melting of the snow cover, and
so on, the application of a weather generation algorithm has been supplemented with the
procedure developed by the authors to simulate snow load on the ground on the basis of
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precipitation and temperature data [6,7], so obtaining characteristic values of snow load in
each 40-year-long time window.

For the investigated region, factors of change maps, concerning characteristic ground
snow load, sk, in time windows 1976–2015, 1996–2035, 2016–2055, and 2036–2075, in
comparison with the reference time window 1956–1995, are presented in Figures 12 and 13,
for the RCP4.5 and RCP8.5 scenarios, respectively.

Figure 12. Factors of change for sk in the time windows 1976–2015, 1996–2035, 2016–2055, and 2036–2075 in comparison
with the reference time interval 1956–1995—prediction interval (25–75%) map (Scenario RCP4.5).

Figure 13. Factors of change for sk in the time windows 1976–2015, 1996–2035, 2016–2055, and 2036–2075 in comparison
with the reference time interval 1956–1995—prediction interval (25–75%) map (Scenario RCP8.5).

The outcomes confirm that the investigated region is characterized by a general
decreasing trend, even if locally different behavior can be detected, depending on the grid
cell, on the investigated time window, and on the considered scenario. In fact, as already
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highlighted by O’Gorman in [72], the reduction of snowfall fraction and the increase of
heavy precipitation caused by global warming, may locally lead to a contrasting response
in terms of snowfall variation. On the one hand, the temperature rise facilitates the melting
of snow and increases the fraction of precipitation falling as rain; on the other hand, it
is associated with a rise of precipitation rate during extreme events, potentially leading
to heavy snowfalls and higher ground snow load. Thus, the overall outcome, in terms
of increase or decrease of the ground snow load, is dependent on the ratio of these two
competing factors [73].

Nevertheless, according the obtained results, in the near future (1996–2035), a constant
or increasing trend (FC50% > 0.95) can be expected in around 15% of the region in the
RCP4.5 scenario, and in around 7% of the region in the RCP8.5 scenario. However, a
decrease is expected in the long-term future (2036–2075) for the whole region.

As previously done for precipitation, the results are averaged over all grid cells to
better visualize changes in ground snow load, reducing the influence of unforced variability
at the grid box level. The resulting factors of change in the considered time windows,
averaged on the region, are reported for the given prediction percentiles (25%, 50%, and
75%) in Table 6. The results confirm that the ground snow loads in the investigated region
generally decrease, by approximately 10% to 15% in the time interval 1991–2030 and 25% to
30% in the future (2041–2080). Moreover, the obtained results are practically independent
on the considered RCP scenario.

Table 6. Mean of factors of change percentiles for sk in the study region.

Time Window
RCP4.5 RCP8.5

25% 50% 75% 25% 50% 75%

1966–2005 0.91 0.98 1.03 0.91 0.98 1.03
1976–2015 0.85 0.95 1.04 0.84 0.94 1.04
1986–2025 0.80 0.92 1.04 0.78 0.90 1.02
1996–2035 0.76 0.88 1.01 0.72 0.84 0.99
2006–2045 0.73 0.85 0.98 0.69 0.81 0.95
2016–2055 0.69 0.82 0.95 0.67 0.78 0.92
2026–2065 0.67 0.79 0.92 0.65 0.76 0.88
2036–2075 0.64 0.76 0.89 0.61 0.72 0.85
2046–2085 0.62 0.73 0.85 0.56 0.68 0.80

4. Discussion

As already mentioned in the introduction, the aim of the present study is to provide a
methodology for the treatment of climate model outputs by means of a weather generation
technique combined with the factor of change approach. The results obtained for the case
study presented in Section 3 show the suitability of the methodology but are not intended
to represent a detailed guidance for adaptation planning.

Dealing with regional climate projections, the skill of the ensemble to reproduce
multidecadal changes in the study region should be first assessed. This can be carried out
by comparing the variation of climate statistics provided by the climate model ensemble
and by the available high-resolution observational dataset for the historical period. As
an example, factors of change for daily temperatures and precipitation can be evaluated
for a part of the investigated region from the analysis of the Eraclito-ERG5 dataset [74].
The Eraclito-ERG5 is a high-quality gridded observational dataset for the Emilia Romagna
region in Italy, covering the period 1961–2020 and characterized by a horizontal resolution
of about 5 km × 5 km.

In Figures 14–16, factors of change for characteristic values of daily maximum and
minimum temperature, and daily precipitation are reported for the time window 1981–2020
with respect to the period 1961–2000. Trends are generally consistent with those previously
presented in Section 3; local differences can be justified remarking on the one hand that the
database of observations and climate projections have different resolutions, on the other
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that the time windows are not perfectly coincident. Of course, the output of climate models
with this extremely refined resolution could significantly improve the evaluation of climate
change impacts. The wish is that they will soon be available.

Figure 14. Factors of change for Tmax,k for the time window 1981–2020 in comparison with the
reference time interval 1961–2000.

Figure 15. Factors of change for Tmin,k for the time window 1981–2020 in comparison with the
reference time interval 1961–2000.

Figure 16. Factors of change for pr,k for the time window 1981–2020 in comparison with the reference
time interval 1961–2000.

5. Conclusions

In the paper, a new procedure for the analysis of climate model outputs is presented
in view of a probabilistic assessment of future trends of climatic actions.

The proposed methodology is based on an innovative weather generator, which
investigates the internal variability of climate models and allows improving the statistical
representativeness of the climate model ensemble, preserving the consistency of the original
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climate model output. In fact, performance metrics have shown a very good agreement
between the statistics of the generated series and the original ones for daily temperatures
and precipitation.

Thus, the generated series can be used to investigate changes in the statistics of climatic
variables, e.g., temperatures and precipitation, providing a quantification of the uncertainty
associated with the predicted changes.

The results, presented for different climatic actions, in terms of confidence maps for the
study region in Italy, confirm that the technique is very promising and can be successfully
applied for the adaptation of climatic actions maps given in codes and standards for
structural design. For example, starting from the obtained FC maps, current thermal and
ground snow load maps based on past observations and provided in the Italian National
Annex to Eurocode EN1991-1-5 [27] and EN1991-1-3 [25] respectively can be updated
considering climate change impacts [75]. As the soundness of the output of the method is a
function of the quality and of the resolution of climate models, it will be improved as soon
as the next generation of climate projections will be available.
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