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Abstract: The application of lateral boundary perturbations (LBPs) helps to restore dispersion in
convection-allowing ensemble forecasts (CAEFs). However, the applicability of LBPs remains unclear
because of the differences between convection systems. Short-range (24 h) ensemble forecasts are
carried out to explore this issue with a strong-forcing (SF) case and a weak-forcing (WF) case in East
China. The dependence of LBPs on the forcing types of severe convection is investigated regarding
the forecast error growth caused by the lateral boundary conditions (LBCs). The results show that
the LBPs mainly influence the SF case rather than the WF case, especially after a 12-h forecast. The
large-scale errors dominate in the SF case because the change in the synoptic-scale system affects the
forecast error evolution. In contrast, the large-scale errors are mainly derived from the upscaling of
the small-scale errors in the WF case, indicating that using LBPs is only insufficient in such a case.
In sensitivity experiments that vary the magnitude of LBPs from 10% to 150% of its original value,
CAEFs demonstrate more sensitive to LBPs in the SF case than in the WF case, indicating that the WF
case has intrinsically limited predictability. Overall, LBPs are more suitable for the SF case, while
additional perturbations from other sources are required for CAEFs in the WF case because of the
limits of intrinsic predictability.

Keywords: convection-allowing ensemble forecast; lateral boundary; error growth; predictability

1. Introduction

Due to the unique climate background and complex underlying surface conditions,
severe convections frequently occur over the Yangtze and Huai River basin (YHRB) of
East China, mainly in the Meiyu period, producing disastrous flash floods that have been
responsible for many casualties and heavy damages in recent decades [1–7]. The forecast
skill of deterministic numerical weather prediction for these events remains low because
of the inevitable uncertainties in the initial conditions (ICs), lateral boundary conditions
(LBCs), and the model (MO) physical parameterization. To solve this problem, Leith [8]
proposed a method of ensemble forecast aiming to sample the error growth, that is, a series
of ensemble members are generated to capture the above uncertainties by acting on the
small perturbations consistent with the true error amplitude [9–15].

To date, ensemble forecast has developed from global medium-range (30–100 km grid
spacing) and regional short-range (10–20 km grid spacing) to convection-allowing ensemble
forecasts (CAEFs; horizontal grid spacing ≤ 4 km, without the use of cumulus convection
parameterization scheme). However, the mature perturbation generation methods used
in global or regional ensemble forecast systems (EPSs) [16] are less likely to be effective in
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CAEFs [17–19], because the predictability or error growth of the atmosphere at convective
scales differs from that at the synoptic scales [20].

The IC and MO uncertainties have been fully considered in the global EPSs and their
forecast results are commonly downscaled to provide LBC perturbations (LBPs) in the
operational regional EPSs [21–27]. In recent years, many novel perturbation methods
have been proposed to improve CAEF by optimizing the representation of IC [28,29]
and MO [30,31] uncertainties. However, the uncertainties from the LBCs should also be
optimized for CAEFs because it is a key factor to distinguish CAEFs from global ensemble
forecasts in the convective-scale simulation with smaller domain and grid spacing [32,33].
For this purpose, it is vital to carry out in-depth research on LBPs in CAEF firstly.

The effect of introducing LBPs in CAEF has been reported in previous works. In
general, the influence of LBPs decreases with increasing domain size [11,34]. LPBs become
crucial to maintaining the ensemble spread when the domain is small [35–37]. In addition,
the impact of LBPs is also related to the forecast lead time. LBPs contribute more to
the evolution of precipitation forecast perturbations after a 12-h forecast in some studies
focused on Europe [19,36,38–40], compared with IC perturbations. Introducing LBPs in
CAEF also favors the increase in perturbation energy for all variables across all scales,
especially in the presence of moist convection, according to the study of Zhang [41] focused
on the presummer rainy season in southern China.

Understanding the forecast error growth within CAEF is a prerequisite for constructing
the corresponding perturbation methods [42]. Zhang et al. [43] explored the error growth
dynamics through a high-resolution simulation experiment of ideal moist barocline waves
and proposed a three-stage conceptual model of error growth. Subsequently, the conceptual
model was verified in actual weather events by Selz and Craig [44]. Furthermore, there are
complex interactions among the forecast perturbations at different scales. Small-scale errors
increase nonlinearly in the region with the moist convection instability and further con-
taminant the forecast of synoptic-scale weather systems through upscale transfer [45–50],
while large-scale errors may evolve downscale to small-scale errors [51–55]. Compared
with the IC and MO errors, the multi-scale characteristics of forecast error growth arising
from LBPs in CAEF are still unclear.

Forecast error growth also depends on the synoptic-scale forcing. Given the strengths
of synoptic-scale forcing, the severe convections are generally categorized into strong- and
weak-forcing regimes [56–58]. Some research shows the case dependence of the precipi-
tation predictability under the different forcing mechanisms [40,59–62]. Flack et al. [63]
explored the convective-scale perturbation growth by adding the small-amplitude buoy-
ancy perturbations into the boundary layer and observed perturbation growth occurring
on different scales with an order of magnitude difference between the regimes. More-
over, the sensitivity of cases to the perturbation scale also varied. Weyn and Durran [64]
found that strong-forcing cases are less sensitive to the scale of IC perturbations, while
weak-forcing cases are more sensitive to small-scale than large-scale IC perturbations. In
addition, large-scale errors determine precipitation uncertainty, according to the study of
the case dependence of IC perturbations [65]. Subsequently, Zhang [66] revealed the case
dependence of multi-scale interactions between IC and MO perturbations in CAEF for
precipitation events in South China: The effect of MO perturbations was greater in the
weak-forcing cases.

The above studies have reached a certain consensus on the differences between
two types of cases (strong- and weak-forcing), but there are few relevant studies on the
case differences caused by LBPs. Given the complexity of extreme rainfall events in the
YHRB [2,67–71], the studies on the case dependence of perturbation evolution in YHRB are
insufficient. Furthermore, there are few studies on the multi-scale forecast error evolution
characteristics due to the LBPs, which is an important factor that should be concerned in
CAEF design [11,38,41,65]. Therefore, this paper selected two representative cases under
different forcing mechanisms to explore the influence of LBPs on CAEFs in a perfect model
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scenario, aiming to provide a rational guidance for constructing the adaptive perturbation
scheme for different types of severe convective events.

The remainder of this paper is organized as follows. Section 2 introduces the model
configurations and ensemble generation. Section 3 outlines the two selected cases. The
results from typical case studies are presented in Sections 4 and 5. Section 6 summarizes
and discusses the results.

2. Data and Methods
2.1. Model Configurations

The Advanced Research core of the Weather Research and Forecasting (WRF) model
version 4.0 is used and two one-way nested domains are employed. The outer domain
covered the main areas of China with 116 × 96 horizontal grid points at 24-km grid spacing,
while the inner domain covered the regions of the YHRB, including Anhui and Jiangsu
provinces and the surrounding areas with 276 × 222 horizontal grid points at 4-km grid
spacing (Figure 1). All domains contained 38 terrain-following hydrostatic-pressure vertical
levels topped at 50 hPa.
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Figure 1. Configuration of model domains. The inner domain (d02) is the analysis region.

The ICs and LBCs were extracted from the European Centre for Medium-Range
Weather Forecasts (ECMWF) 0.25◦ × 0.25◦ global reanalysis data. Based on the assumption
of perfect model, this paper regards the control experiment as the true value field to ignore
the influence brought by the MO error. Thus, the physical schemes were independently set
for the control experiments of the two cases (Table 1). Besides, the hourly CMORPH data
with the resolution of 0.1◦ provided by the China National Information Center is used for
the precipitation forecast evaluation (http://data.cma.cn/; accessed on 16 September 2021).

Table 1. Model parameter configuration of control experiments.

Scheme
Case 1 Case 2

Outer Domain Inner Domain Outer Domain Inner Domain

Microphysics Ferrier Ferrier WDM6 WDM6
Boundary layer YSU YSU QNSE QNSE

Cumulus convection Kain-Fritsch / Kain-Fritsch /
Longwave radiation rrtm rrtm rrtm rrtm
Shortwave radiation Dudhia Dudhia Dudhia Dudhia

http://data.cma.cn/


Atmosphere 2023, 14, 176 4 of 20

2.2. Ensemble Design

The CAEFs in this study incorporate LBPs generated through the dynamic downscal-
ing method. The method has been widely used in a number of operational EPSs because
of its simplicity, low computational cost, and good performance [14]. Referring to this
method, the analysis perturbations from the first 20-member ECMWF global ensemble
forecast products (0.5◦, https://apps.ecmwf.int/datasets/; accessed on 23 March 2022)
were added to the U, V, T, and Qv in ICs and LBCs of the outer domain, so as to provide the
IC and LBC perturbations for the outer domain. The LBPs of the inner domain is provided
by the forecasts of the outer domain.

We mainly focused on the 24-h ensemble forecasts in the inner to elucidate the rela-
tionship between the forecast error evolution and precipitation uncertainty in this scenario,
because the error growth due to LBPs influences the precipitation forecasts in such a
small domain with a 4-km resolution [72]. Notably, the multi-scale characteristics of fore-
cast error evolution arising from merely LBPs is investigated by using a perfect model
assumption [73].

Similar to Xu et al. [74], a set of perturbation magnitude sensitivity ensemble forecasts
(Table 2) are conducted to further explore the predictability through multiplying the per-
turbed fields by different constant factors (0.1, 0.5, and 1.5), corresponding to Per0.1, Per0.5,
and Per1.5, respectively.

Table 2. Configuration of sensitivity tests for lateral boundary error.

Experiment Name Lateral Boundary Perturbation

Ctrl 24 km
Per0.1 0.1 × 24 km
Per0.5 0.5 × 24 km
Per1.5 1.5 × 24 km

2.3. Forecast Error Metrics

As in Zhang et al. [45,75], the difference total energy (DTE), used to quantify the error
growth procedure, was defined as:

DTE(x, t) =
1
2 ∑

(
∆u2 + ∆v2 +

cp

Tr
∆T2

)
, (1)

where ∆ indicates the difference of u, v, and T between each ensemble member and the
unperturbed control run, Tr is the reference temperature of 287 K, while cp is specific heat
capacity in dry air at constant pressure (cp = 1004 J·Kg−1·K−1). The occurrence and devel-
opment of severe convective weather are affected by the environmental fields at different
height levels and scales while the traditional DTE can solve the forecast error at a single
height level alone. Given this situation, Nielsen and Schumacher [76] applied a vertical
function to calculate the two–dimensional root mean vertically integrated DTE (RMDTE):

RMDTE(i, j, t) =

√
1
n ∑n

m=1 ∑l
k=0

p(k + 1)− p(k)
p(l)− p(0)

× DTE, (2)

RMDTE(t) =
1

nx
∑nx

i=0
1

ny
∑ny

j=0 RMDTE(i, j, t), (3)

where n indicates the number of ensemble members, l stands for the vertical levels, p is
the value of pressure, and nx and ny are the numbers of the grid points in the meridional
and zonal directions, respectively. To quantify the evolution characteristics of forecast error
at different scales, the discrete cosine transform method (DCT) [77] is used to decompose
the forecasts into three scales: the small-scale (48 km ≥ wavelength), the medium-scale
(120 km ≥ wavelength > 48 km), and the large-scale (wavelength > 120 km) [78,79].

https://apps.ecmwf.int/datasets/
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2.4. Precipitation Uncertainties Metrics

A quantitative method [80,81] was employed to evaluate the forecast error growth
associated with spatial precipitation uncertainties. As mentioned in Surcel et al. [81], by
applying this methodology to two or more precipitation fields, a decorrelation scale λ0
can be defined such that all scales smaller than λ0 are fully decorrelated. For the scale
λ ≤ λ0, there is no predictability of the model state (precipitation forecasts from ensemble
members). For the scale λ > λ0, the ensemble forecast members are correlated, indicating
some predictability in CAEFs. The power ratio of the decorrelation scale was defined in
Surcel et al. [81] as follows:

R(λ) =
∑N

i=1 PXi (λ)

PXT (λ)
, (4)

where PXi (λ) is the variance of the precipitation field Xi at scale λ, and N indicates the
number of ensemble forecast members. The values for R(λ) vary between 1/N and 1, where
the value of 1 represents complete decorrelation between the fields Xi at scale λ, while the
value of 1/N represents perfect resemblance between the fields at scale λ. The value of λ0
was determined by finding the largest λ for which R(λ) ≥ 0.9. The threshold of 0.9 was
chosen rather than 1 in this study to eliminate some of the noise without introducing any
significant bias in determining the decorrelation scale [82].

3. Case Studies

This study selected two representative severe convective cases that occurred in the
YHRB under different forcing mechanisms (regarding the strength of synoptic-scale forcing)
during the Meiyu period. Two 24-h ensemble forecasts with initial times of 1200 UTC
on 29 June 2015 and 0000 UTC on 26 July 2018 (hereafter Case 1 and 2, respectively)
are conducted to examine the differences in the characteristics of forecast error growth
and precipitation predictability based on LBPs in different forcing scenarios. Figure 2
shows the precipitation distribution of the two cases. Case 1 is a typical Meiyu frontal
rainfall, while Case 2 belongs to locally warm-sector precipitation. As discussed in the
introduction, the term “synoptic-scale forcing” is commonly used to classify the strong- and
weak-forcing regime, which refers to nonlocal reasons for upward motion, such as quasi-
equilibrium forcing for ascent or meso-α meteorological features such as fronts [60,83–85].
This section will comprehensively investigate the precipitation occurrence process, forcing
characteristics, and ensemble forecast results of the selected cases.
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3.1. Case 1: 29 June 2015

The east-west oriented frontal rain belt in Case 1 is mainly composed of the main
rain belt in the Huaibei area of Jiangsu and the rain belt in Dabie Mountain of Anhui
(Figure 2a). The maximum of 12-h accumulated rainfall exceeded 75 mm during 1600 UTC
on 29 June 2015 to 0400 UTC on 30 June 2015. Figure 3 shows the synoptic situation in
Case 1. The strong upper-level jet appeared at 200 hPa due to the existence of the South
Asian high. There was a deep trough at 500 hPa near Lake Baikal moving southward
and deepening, leading to the southward transport of the strong cold air to the YHRB
(Figure 3a,b). The existence of the southwest low-level jet and the wind shear line in the
analysis area provided abundant water vapor and favorable dynamic uplift conditions,
which were both responsible for the rainfall process.
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Figure 3. Geopotential heights (black solid line), temperature (red dotted line), and wind field (arrow:
wind direction; shadow: full wind speed) at 0000 UTC on 30 June 2015 at the level of (a) 200 hPa;
(b) 500 hPa; (c) 700 hPa and (d) 850 hPa. The trough line at 500 hPa (brown line) and the shear line
at 850 hPa (black dotted line) are plotted. The black rectangles mark the analysis region shown in
Figure 1.

In general, the precipitation occurs in the environmental fields with strong forcing
characteristics, where the presence of synoptic systems such as Meiyu front, trough, jet,
and the wind shear line provide favorable thermodynamic conditions for precipitation
occurrence and development, in line with the previous definitions of the strong-forcing
case (SF case) [83–85].

3.2. Case 2: 26 July 2018

The spatial distribution of 12-h precipitation during 0400 UTC on 26 July 2018 to
1600 UTC on 26 July 2018 in Case 2 is shown in Figure 2b. The “popcorn” feature of the
precipitation distribution appeared in Anhui and Jiangsu. Figure 4 shows the circulation
field in Case 2. In the precipitation region, the upper level was a warm center along with
the eastward withdrawal of the 500 hPa subtropical high (Figure 4a blue, black, and green
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solid line). The southwesterly wind at the middle and low levels provided plenty of water
vapor and instability energy to the precipitation process, and there was a convergence
area of wind speed at the entrance of the analysis region (Figure 4b,c). Compared with
Case 1, this case was mainly driven by the local thermal forcing, which lacked the synoptic
forcing systems.
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Figure 5 presents the convective available potential energy (CAPE) in the two cases.
The CAPE calculated from the control experiments in Case 1 was lower than that of Case 2.
Furthermore, a certain vertical upward movement generated by the small-scale convergence
at the low levels in the moist unstable environment triggered the release of unstable energy
and the occurrence of convection, thus the CAPE value of Case 2 was higher during the
first 8-h forecast (daytime), which was consistent with the characteristics of the typical
weak-forcing case (WF case) [60].

3.3. Assessment of the Ensemble Forecast

Figure 6 shows the spatial distribution of 12-h accumulated precipitation for ensemble
spread and ensemble mean in two cases. The LBP ensemble members in the SF case
have a better capture of the location and intensity of the main rain belt occurring in the
Huaibei area, but for the Dabie Mountain rain belt, the rainfall is underestimated and
the precipitation spread is relatively high (Figure 6a,c). In contrast, in the WF case, there
is a good correspondence between precipitation ensemble spread and ensemble mean
(Figure 6b,d). The result shows that the impacts of LBPs on the precipitation distribution
prediction differ under different forcing mechanisms.
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Figure 6. Spatial distribution of 12-h accumulated precipitation diagnostics (mm) for the LBP
ensemble spread (a,c) and ensemble mean (b,d). Left column: the SF case, right column: the WF case.

The precipitation time series (the first 4 h of spin-up ignored) in the major precipitation
area is also an indicator of the great difference among the ensemble members (dispersion).
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The dispersion difference caused by the LBPs mainly occurs in the later period of the two
cases (Figure 7). In the SF case, the precipitation dispersion becomes larger after a 12-h
forecast, consistent with the influence characteristics of LBPs in previous studies [36,38].
However, in the WF case, precipitation dispersion gradually increases with the growth of
precipitation and reaches the maximum at the precipitation peak, mainly attributable to
the impact of moist convection. Overall, the above results indicate a greater influence of
LBPs on the SF case than the WF case.
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Figure 7. The time series of regional average precipitation in the (a) SF case and (b) WF case (red
solid line: observation; black dotted line: control experiment; blue solid line: the result of ensemble
mean; gray dotted line: ensemble member forecast).

The growth of forecast errors can partly explain the above differences of precipitation
dispersion. Due to the weak autonomy of the system itself in the case of synoptic-scale
forcing, different members were developed in different directions induced by forecast
errors in the SF case. On the contrary, the forecast errors arising from the LBPs do not
play a dominant role in the development of the ensemble members in the WF case, but the
nonlinearity error from the moist convection grows. That is, the precipitation dispersion
results in two types of cases may be completely different even if the forecast errors from
the same source are introduced, which preliminarily reveals the case dependence of LBPs
on the predictability of convective events.

4. Characteristics of Forecast Error Growth and Its Influencing Factors

The forecast errors arising from the LBPs can affect the precipitation forecast through
error growth and then lead to the ensemble member deviation. This section will further
discuss the multi-scale evolution characteristics of forecast errors and its influencing factors.

4.1. Spatio-Tempora Evolution Characteristics of Forecast Errors

Figure 8 shows the RMDTE time series and its decomposition at different scales (green
line: small-scale, blue line: medium-scale, red line: large-scale) in two cases. In the SF
case, the total RMDTE exhibits a steady trend after the rapid increase while a diurnal
variation characteristic (a complete wave crest within a 24-h forecast) appears in the WF
case (Figure 8a,b).
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Figure 8. Temporal evolution of the RMDTE in the (a) SF case and (b) WF case at various scales
(black line: total RMDTE; red line: large-scale RMDTE; blue line: medium-scale RMDTE; green line:
small-scale RMDTE).

The spatial propagation of forecast errors varies greatly between the two cases as well
(Figures 9 and 10). The total RMDTE in the SF case presents certain eastward zonal and
southward meridional propagation, which is more consistent with the moving path of the
Meiyu-front system. In contrast, the total RMDTE in the WF case is restricted to a limited
area and there is no clear propagation trend, which further reveals the leading role of local
moist convection in the error growth of the WF case [75].
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For the forecast error components at different scales, the RMDTEs at all scales start
from 0 (Figure 8a,b) because no IC perturbations are introduced in the analysis area. In the
SF case, the RMDTEs at different scales almost increase synchronously in the early forecast
period, while the evolution of multi-scale RMDTEs in the WF case clearly show the upscale
transfer processes. This result reflects the different influence mechanisms that determine
the growth of forecast errors in the two cases.
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For the SF case, the evolution of large-scale errors is affected by LBPs, leading to
the large-scale RMDTE increasing after a 12-h forecast (Figure 8a) and almost covering
the entire analysis region (Figures 9d and 10d). However, the medium- and small-scale
RMDTEs gradually decrease after 12 h and mainly distribute in the precipitation area
(Figures 9b,c and 10b,c). This may be due to the slower downscaling propagation speed of
large-scale errors in the SF case. Figure 11 shows the distribution of RMDTE at different
valid times across different spatial scales in the SF case. Besides, the changes in the
synoptic-scale system have more impacts on the spatial propagation characteristics of the
large-scale RMDTE. The initial small-scale RMDTE appears in the precipitation region and
gradually dissipates as the convection weakens, while the initial large-scale RMDTE is
mainly distributed at the boundary and then propagates to the convection region with a
broader area. It is speculated this is due to the large-scale errors imposed from the western
boundary which directly promotes the forecast errors through the westerly flow at the
large scale. The result indicates that the spatial propagation characteristics of the large-
scale errors in the SF case is more reflected by the changes in the synoptic-scale system.
Therefore, introducing LBPs that contain large-scale errors is preferred for the cases where
the synoptic-scale forcing prevails.

By contrast, for the WF case, the small-scale RMDTE has a nonlinearly sharp rise
and exceeds the large-scale RMDTE after 4 h (Figure 9b). This is due to the growth
of small-scale errors that is mainly caused by the strong nonlinear effect of the moist
convection in the absence of synoptic-scale forcing. Besides, the evolution of multi-scale
RMDTEs present stepwise saturation characteristics in the WF case: the small-scale RMDTE
reaches saturation first, followed by the medium-scale RMDTE and the large-scale RMDTE
(Figure 9b). This result implies that the errors arising from the lateral boundary in the WF
case essentially follow the three-stage error growth conceptual model [43,44]. Inconsistent
with the SF case, the forecast errors at small scale in the WF case grow consistently under
the influence of moist convection and impact the large-scale errors via upscale transfer,
consistent with the stepwise three-stage error growth model. Another indicator of the error
upscale growth process is the spatial distribution of errors at different scales (Figure 12). The
smaller scale errors dissipate during 8-16 h, while the area of larger scale errors gradually
enlarges. Since the large-scale errors mostly develop from the upscale process of small-scale
errors in the WF case, LBPs contribute a little to the dispersion.
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Figure 11. Distribution maps of RMDTE in the SF case at (a1–e1) the small scale, (a2–e2) medium
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forecasts. The red square marks the major precipitation area.
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It is vital to notice that the difference in scale-dependent evolution trends of forecast
errors arising from LBPs between two cases can be linked to the meteorological nature (the
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strength of synoptic-scale forcing), which reveals the dependence of LBPs on the forcing
types, and also reveals the complexity of predicting convective events in the YHRB.

4.2. Relationship between Error Growth and Precipitation Uncertainty

The quantitatively and scale-dependent relationship between forecast error growth
and associated precipitation forecasts is investigated in this subsection. We mainly focus
on the corresponding characteristics of precipitation uncertainties because the evolution of
forecast error energy is closely linked to the precipitation forcing mechanisms (the strength
of synoptic-scale forcing) and varies between the two cases.

Figure 13 shows the spectral distribution of power ratio (R) at different forecast lead
times for both cases. The two gray lines along the y-axis divide three bands: meso-γ scales
(2–20 km), meso-β scales (20–200 km), and meso-α scales (200–2000 km) [86]. The red refer-
ence lines indicate the threshold of 0.9, and the precipitation smaller than the corresponding
scale will lose all predictability when the R-value exceeds this threshold [80]. In general,
the R-value synchronously increases with the forecast hour while varies oppositely with
the scale growth. This indicates that the precipitation predictability is lost more rapidly at
longer forecast times and smaller scales.
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Figure 13. Spectral distribution of the power ratio (R, no unit) at different forecast lead times in the
(a) SF case and (b) WF case. The gray lines along the y-axis are 20 and 200 km and the red reference
lines indicate the threshold (total loss of predictability) of 0.9.

At the early stage of the forecast, the small-scale errors first appeared in the precip-
itation area and gradually increased (Figures 8, 11 and 12), corresponding to the rapid
increase in R-value at a scale smaller than 20 km in two cases. This shows that the initial
uncertainty of the precipitation forecast is only reflected in the small-scale part. After
the saturation of small-scale errors, the meso-γ scale R almost reaches the threshold line
of 0.9, implying that the meso-γ scale storms such as supercells or other systems have
completely lost predictability. Meanwhile, the meso-β scale R begins to increase and affects
the predictability of the meso-β scale precipitation systems, corresponding to the variation
in the pattern and distribution (location) of precipitation.

By comparing the variation of R-value between two cases during the first 10 h, the
impact of forecast errors arising from LBPs on precipitation in the WF case is slower than
that in the SF case. However, the power ratios of the two cases were different in the later
time. In the SF case, the R values in all scales were within the range of the predictable
threshold after 12 h. The spatial uncertainty of precipitation in the late forecast of the SF
case mainly depends on large-scale errors, which explains the precipitation dispersion
caused by LBPs increases after 12 h. While in the WF case, the meso-β scale R-value
gradually increases after 10 h, corresponding to the impact of the forecast errors on the
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precipitation forecast transferring from the smaller scale convection center to the larger
scale stratiform rain band along with the upscale growth of errors, and finally affects the
whole precipitation field.

Overall, the above results show a close relationship between the source and scale of
forecast errors and the precipitation spatial uncertainty, and the relationship differs under
different forcing backgrounds. Under different forcing backgrounds, the introduction
of LBPs from the same source cause different evolution characteristics of forecast errors,
which further leads to great differences in precipitation uncertainty. The precipitation
predictability of the SF case driven by LBPs is substantially greater than that in the WF case,
corresponding to the differences in the meso-β scale precipitation.

4.3. Influence of Moist Effect on the Error Growth

The previous subsection reveals that the growth of forecast errors caused by LBPs
leads to large differences in the precipitation uncertainty between the two cases. Conversely,
the moist process can also react to the error growth to a certain extent [43,45,46,87]. To
be intuitive, the analysis domain is divided into dry and wet subdomains regarding the
hourly precipitation threshold of 0.5 mm·h−1. The evolutions of forecast errors in the rain
and no-rain areas are further compared between the two selected cases.

The evolution of domain-averaged RMDTE in the analysis area, rain area, and no-rain
area is shown in Figure 14. In the rain area, the RMDTEs increase faster in both cases
(blue line in Figure 14), while the RMDTE evolution of two cases differs in the no-rain
area (red line in Figure 14). For the SF case, the RMDTE in the no-rain area becomes
smaller and the fluctuations associated with moist convection diminish. Conversely, the
evolutions of RMDTEs in three areas are almost identical in the WF case, similar to the
evolution of precipitation. The continuous influence of moist convection on the propagation
of forecast errors from the convection area to the no-rain area is likely the cause, which
further demonstrates the importance of the moist convection in the error growth of the WF
case. Besides, the promoting effect of moist convection is more evident at the small-scale
errors in both cases, indicating that the forecast errors caused by LBPs still rapidly develops
downscale through the moist convection even though no IC perturbations are introduced.
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Figure 14. Time series of the domain-average RMDTE in the rain area (hourly precipita-
tion > 0.5 mm·h−1) and no-rain area (hourly precipitation < 0.5 mm·h−1) at each scale in (a–d) the SF
case and (e–h) the WF case (black line: the whole analysis area; blue line: the rain area; red line: the
no-rain area).

As a whole, the moist process accelerates the forecast error growth in two cases,
especially for the small-scale errors, and it also promotes the downscaling transmission
of forecast errors arising from LBPs. In addition, the differences in the no-rain area error
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evolution mainly determined by the convection characteristics, indicating that the impact
of synoptic-forcing types on the forecast error growth is huge.

5. Sensitivity Test of Lateral Boundary Perturbations Magnitude

The large-scale errors can propagate from the low-resolution outer domain to the
inner region through one-way LBCs, which has an impact on the forecast error growth in
CAEF. This section further compares the sensitivity to the magnitude of the LBPs in two
cases and discusses the convective-scale predictability of the cases under different forcing
backgrounds through the deviation of each sensitivity test.

Figure 15 shows the temporal evolution of domain-averaged RMDTEs for ensemble
forecasts with different LBPs magnitudes. The differences in the RMDTE evolution be-
tween two cases (Figure 15a,e) can not only illustrate the sensitivity to the LBPs but also
further reflect the case-dependent predictability. In the SF case, the total RMDTE evolution
with different perturbation magnitudes diverges greatly at the early stage (Figure 15a).
Conversely, the deviation among sensitivity tests is not evident in the first 4 h, and presents
a trend of convergence after a 10-h forecast (Figure 15e). This suggests that the SF case is
more sensitive to the LBPs magnitude than the WF case. At the purely theoretical limit of
practical predictability, the beginning and ending RMDTEs are scaled by the proportion to
the perturbation scaling, that is, the reduction in the propagation of the ensemble perturba-
tion should lead to a modest reduction in the ensemble dispersion over time [76]. Based on
this, the evolution characteristics of RMDTEs in each ensemble for the SF case indicates
that the strong-forcing process is more influenced by practical predictability. However, the
point of bifurcation in the WF case shows the forecast errors in the late stage cannot be
further reduced by adjusting the magnitude of LBPs, which reveals that the weak-forcing
process is limited by intrinsic predictability.
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From the perspective of each scale, the difference of the RMDTEs is the smallest at the
small-scale in two cases, followed by that at the medium-scale and large-scale. In the SF
case, the evolution of large-scale RMDTE among four tests is similar to the total RMDTE
(Figure 15a,d), while the small-scale RMDTE of each test shows almost no difference
(Figure 15b). It indicates that the sensitivity to the LBPs magnitude is mainly reflected in
the large-scale rather than small-scale part, which is related to the slow downscaling speed
of the large-scale errors. For the WF case, the convergence characteristic appears after a
12-h forecast and more evidently at small- and medium-scale (Figure 15f,g), suggesting that
a larger intrinsic predictability limit exists in small- and medium-scale precipitation under
the weak-forcing background. Therefore, regarding predictability, introducing large-scale



Atmosphere 2023, 14, 176 16 of 20

LBPs has little effect on improving the predictability of the WF case, and it is necessary
to consider introducing perturbations that can lead to the rapid growth of small- and
medium-scale errors.

6. Conclusions

The present study focuses on the forecast error growth arising from LBPs, which is less
concerned by previous studies compared with IC and MO perturbations. The multi-scale
evolution characteristics of the forecast errors arising from the LBPs in severe convections
under different forcing mechanisms over YHRB of East China are preliminarily analyzed
to reveal the dependence on the forcing types of severe convection and the adaptability of
LBPs in different scenarios. The main conclusions are as follows.

Firstly, the forcing types greatly affect the evolution of forecast errors arising from
LBPs. Under strong-forcing condition, the change of the synoptic-scale system determines
the growth of forecast errors, and the downscaling propagation speed of the large-scale
errors is slow, leading to the large-scale errors being dominant. In contrast, the large-scale
errors are mostly developed by upscaling of small-scale errors and are less affected by
LBPs in a weak-forcing case in which the growth of forecast errors satisfies the three-order
growth characteristics proposed by predecessors [43,44].

Secondly, the difference in the evolution of forecast errors is a cause the difference
in precipitation dispersion. The LBPs contribute greatly to the precipitation dispersion in
the late forecast period of the SF case, while they cannot produce enough precipitation
dispersion in the WF case. Thus, from the perspective of precipitation dispersion, merely
LBPs cannot satisfy the requirements of ensemble forecast in the WF case.

In addition, moist convection promotes the growth of forecast errors in two cases,
and has a greater influence on the small-scale errors in the WF case than the SF case,
corresponding to the rapid downscaling of LBPs through the moist convection region.
Besides, the effect of the forcing types on the forecast error growth differs, which is a cause
of the difference of the error evolution in the no-rain area between the two cases. The error
growth of the SF case in the no-rain area loses the fluctuation related to convection.

Finally, the SF case is more sensitive to the magnitude of the LBPs than the WF case,
and the strong-forcing process is more affected by the practical predictability. However,
LBPs have little impact on the late time of the weak-forcing process, which is controlled by
the intrinsic predictability.

Overall, large-scale LBPs promote error growth and are conducive to large precipita-
tion dispersion under strong synoptic forcing. In contrast, LBPs cannot provide enough
ensemble dispersion for the weak-forcing case, thus perturbations from other sources
should be considered, which will be further studied in the future work.
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