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Abstract: Scour processes occur, among other causes, by the interaction of flow and sediment
transport around structures built within a river. It is important to identify the location and quantify
the magnitude of scour to avoid under or overestimation since the former puts the structure at risk
and the latter demands an excessive economic cost. The data obtained from a physical model with a
scale of 1:60 (without distortion) was used to assess the accuracy of a 2D free-surface numerical model
(2DH) in predicting maximum scour. The physical model corresponds to the hydraulic-regulating
structure located at the entrance of the Carrizal River, tributary to the Mezcalapa River bifurcation,
located in Tabasco, Mexico. The scour is produced by the effect of a jet generated by a discharge
channel. The maximum experimental scour was compared to the results of a numerical model
and the estimation of four empirical equations: Breusers, Farhoudi and Smith, Negm, and Dietz.
Setting an acceptance threshold of 75% accuracy, only the Breusers method provided values close to
the measured values, and the numerical model failed to reproduce the location and magnitude of
maximum scour, yet when the 2DH model was calibrated for secondary flow effects in the hydraulics.
This indicates that the application of 2D models for the estimation of scour caused by jets may not
provide good results when secondary currents are developed.

Keywords: jet scour; physical model; 2D numerical model; discharge channel

1. Introduction

Certain conditions in rivers generate convective accelerations in the flow, which pro-
duce a change in the sediment transport capacity; this leads to an imbalance between
the average sediment transport in the stream and the transport capacity that is altered
by the convective acceleration. In such conditions, a new equilibrium in the bed must
be attained through bed adaptation generated by scour [1]. The phenomenon of scour
in river beds is a complex problem of fluvial hydraulics, and it occurs not only in the
neighborhood of structures and waterworks but also in river bends or meanders [2]. The
estimation of the magnitude of scour is important from an engineering perspective because
an underestimation can lead to structural failures of hydraulic works, and an overesti-
mation has an adverse effect on costs [2,3]. In many cases, the derivation of equations
for the calculation of bed-load transport was performed from data obtained in laboratory
straight channels [4], and most of them are limited in the representation of more complex
phenomena, such as secondary flows, transversal bed slopes, separation zones, turbulence
effects, etc. Alternatives, for example, ref. [1] indicate that when there are no specific
formulas for the conditions being analyzed, it is worthwhile to use physical modeling in
scaled-down geometries, where similarity laws are applied; however, it is complex to try to
reproduce certain characteristics inherent to the physics of the flow and the properties of
the sediments simultaneously.
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Scour is classified as local and general [1]. Local scour is caused by the interaction
between flow and hydraulic structures, for example, in the vicinity of abutments, bridge
piers, or downstream channels discharging into a river. In the latter case, scour occurs due
to a redistribution of the velocity concentrated in a reduced area, where the turbulence
characteristics are more complex. On the other hand, general scour is slower than local
scour, and it consists of the general degradation of the bed of the channel, and there are
different causes. In some cases, it occurs due to a reduction in the channel cross-section,
which increases the velocity; it also appears in meanders and confluences due to flow
redistribution by helical flow and velocity gradients. The magnitude of scour downstream
of the structure depends on its geometrical characteristics, as well as the hydrodynamic
conditions and the physical characteristics of the bed material in the zone [1]. The most
relevant parameter to estimate is the maximum scour; however, ref. [5] highlights the
importance of considering the temporal evolution of scour; they identify a phase, which
they call the development phase, and another, which they call the developed phase [6].

In the last century, several empirical formulas have been proposed to estimate the
scour equilibrium depth; most of these formulas have been derived based on dimensional
analysis with a heuristic approach. The formulas may contain multiple exponents that
have been determined from experimental data fitting [5]. The methods are categorized
according to the sediment transport conditions; on the one hand, when there is no upstream
transport, and the pool depth caused by scour reaches asymptotically in time, it is called
clear water conditions. On the other hand, when there is upstream sediment transport, it
is called active bed conditions; in this case, the pool depth is reached more rapidly and
oscillates around a mean value [1]. A key factor used to calculate the local scour is the ratio
U/UTC, where U is the depth-averaged velocity immediately upstream of the structure
and UTC is the critical velocity for incipient bed-load transport, both in (m/s). Currently,
the estimation of maximum scour through formulas still has uncertainty when compared
with the actual scour, e.g., Ref. [7] presents a series of comparisons between measured
data and estimations with formulas proposed in the literature for the case of scour by a
jet, in such work a large scatter of real values versus observations is observed. Ref. [8]
also proposed a formula to calculate the scour produced by circular piles for clear water
conditions, with an error of less than 25%.

Computational Fluid Dynamics (CFD) models of local scour are gaining popularity in
the engineering field and are a promising tool [9]. A numerical scour model requires three
main components: a turbulent flow solver, a sediment transport solver, and a morphody-
namical model for bed evolution [10]. Large Eddy Simulation (LES) models can calculate
flow structures better than Reynolds Average Navier–Stokes (RANS) models; however,
scour calculation with LES models is very expensive from a computational perspective to
calculate a complete scour process. Therefore, RANS models requiring less computational
capacity are more widely used, and it is currently accepted that RANS-type models will
be the choice in the near future [10]. In this direction, for example, the work of [11] used
a physical and a numerical model to determine the scour due to the discharge of a jump.
However, it is still necessary to identify the capabilities of the RANS models and character-
ize their accuracy for estimating scour. In the direction of the use of 2D morpho-hydraulic
models for scour computation, there is the work of [12] that determines the water depth to
bendway weir height ratio, where 2D scour modeling produces reasonable results. Ref. [13]
proposes a modification to a 2D mobile-bed model to improve the results of simulations of
scour-around structures.

In the context of the use of a 2D free-surface morpho-hydraulic numerical model
(NM-2DH) to calculate the maximum scour, the research questions are: (1) What is the
capacity of a 2DH morpho-hydraulic model to reproduce hydrodynamic processes, local
scour, and bed evolution, for the laboratory conditions, where secondary flow is present?
(2) What is the accuracy in calculating the maximum scour with empirical equations vs.
experimental measurements? (3) What is the accuracy of the numerical model for estimating
the temporal dynamics of bed evolution at the point of maximum local scour? (4) What are
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the differences of depth-averaged flow field computed with a 3D model with respect to the
computation of the 2DH free surface model?

2. Methods

To answer the formulated questions, two techniques were utilized, physical and
numerical modeling. The physical modeling is utilized to obtain the reference values of
bed evolution (scour) and flow field (water depth, velocities). The numerical modeling
solves the governing equations of flow, sediment transport, and bed evolution. A 2DH
numerical model was used to solve the flow and scour, and a three-dimensional numerical
model was used to characterize the flow structures.

2.1. Physical Model

The physical model is based on the Macayo Hydraulic Control Structure, which is
located at the entrance of the Carrizal River in Tabasco, Mexico (Figure 1a–e). It has the
purpose of regulating the flow distribution at the Mezcalapa River bifurcation. The physical
model was built in the Engineering Institute, UNAM (Figure 1f–i).
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Figure 1. Prototype and experimental Physical Model (PM) of the Macayo Hydraulic Control
Structure (MHCS). (a) MHCS location, (b) aerial view of the MHCS, (c) Left Bank Channel (LBC) and
gates, (d) Right Bank Channel (RBC), (e) LBC gates seen upstream to downstream, (f) geometry of
the experimental PM, (g) general view of the MHCS, (h) view of the discharge zone of the MHCS,
(i) view of bed configuration at the end of the experiment. (b–e) Taken from [14] with authorization
of the author.
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The structure has a central dam and two discharge channels on both banks, the Left
Bank Channel (LBC) and the Right Bank Channel (RBC). In each channel, radial gates
are operated to regulate the flow captured by the Carrizal River. The physical model
was built at a scale of 1:60. The design discharge in the real structure is 850 m3/s; based
on the Froude similarity principle, the discharge in the physical model corresponds to
30.48 L/s. The channels were made of concrete. Upstream and downstream, there is a layer
of 20 cm of uniform fine sand, which has a median particle size of D50 = 0.2664 mm (from
the particle size distribution curve, shown in Figure 2) and a density of 2723.75 kg/m3.
The standard method [15], was used to determine the particle size distribution analysis
of the sediment used in the experiments. The uniformity of the fine sand particles was
determined from the classification curve after calculating the geometric standard deviation
(σg) with equation σg = (d84/d16)

0.5 [16]. The diameters are d16 = 14.44 × 10−2 mm and
d84 = 42.88 × 10−2 mm, and σg = 1.72. Therefore, the sand presents non-uniformity of
the particles.
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Figure 2. Bed sediment grain size distribution utilized in the physical model.

Flow Field Measurements

Measurements of the three velocity components were obtained with a Vectrino-II
Doppler Acoustic Velocimetry Profiler. The volume of sampling is a cylindrical region
located 50 mm below the central emitter, with a diameter of 6 mm and a standard height of
1–4 mm. The equipment measures three velocity components with sampling frequencies
up to 100 Hz, and it can measure a complete 3 cm profile, over a range of 40 mm to 70 mm,
from the central pulse emitter, with a resolution in the profile of up to 1 mm within this
range. The measurements made here were used to calibrate the 2DH numerical model.

Three measurement sections were established in the LBC. The first one was located at
the entrance of the channel, the second one just before the piles of the gates, and the third
one at the exit, where the expansion of the channel ends. Figure 3a shows the location of
the point of maximum scour. The velocity profile measured in Section 1 (S1) was measured
12 times, 5 times in Section 2 (S2), and 10 times in Section 3 (S3). In Figure 3a, the location of
the measurement points in the three sections is also indicated. The Vectrino-II was placed
on a stand along each of the three measurement sections, perpendicular to the main flow
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direction, and was moved vertically to obtain two profiles from the bed and determine the
velocity field. Figure 3b shows the measurement zones (red dashed line box), as well as
the water depth (blue line) for each Sections 1–3 (S1–S3). The water depth was 0.109 m,
0.098 m, and 0.103 m for S1, S2, and S3, respectively. Sampling at each point was performed
for 180 s with a measurement frequency of 100 Hz. The velocities measured at 40% of the
water depth from the bed were used to calibrate the 2DH numerical model. A detailed
description of the operation of the measurement equipment can be found in [17].
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water surface.

In addition, velocity and bed elevation measurements were taken in the area where
the maximum scour was determined; it was developed downstream of the outlet of the
LBC. For this purpose, a previous experimental test was carried out to identify the zone
of maximum scour. At this site, the Vectrino-II was placed at an elevation of 7 cm above
the bed to measure the velocity profile with the initial bed (horizontal) before scour was
developed. The objective was to obtain the velocity distribution in the first 3 cm above the
original bed, with a vertical resolution of 1 mm, with a total of 30 measurement points. The
equipment was oriented in the main flow direction and was configured for a measurement
of 18 records (1R to 18R) with a frequency of 10 Hz for velocity and 2.5 Hz for measuring
the position of the bed, with a duration of 15 min each, to obtain a continuous record during
the time of the test (4.5 h).

2.2. Numerical Model

The numerical modeling was carried out with the Saint-Venant equations for the
characterization of the flow, solved with the Telemac-2D module of the Telemac–Mascaret
modeling system [18]. The Saint-Venant equations are expressed by Equations (1)–(3).

∂h
∂t

+ U · ∇(h) + h∇ · (U) = Sh, (1)

∂u
∂t

+ U · ∇(u) = 1
h

C f u|U| − g
∂η

∂x
+

1
h
∇ · (hνt∇u), (2)

∂v
∂t

+ U · ∇(v) = 1
h

C f v|U| − g
∂η

∂y
+

1
h
∇ · (hνt∇v), (3)
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where h is water depth, in m; Sh is the source or sink of fluid, in m/s; U = uî + vĵ is the
vector velocity with horizontal components u and v, in x and y directions, respectively, in
m/s; η is the water free-surface elevation, in m; C f is the coefficient of friction; t is time, in
s; νt is the turbulent viscosity coefficient, in m2/s.

The sediment transport and bed morphology were solved with the Sisyphe module
of Telemac–Mascaret, using the mass conservation equation for sediment, or Exner equa-
tion [19], coupled with the Telemac-2D model [20]. The Exner equation is expressed by
Equation (4)

1− λ
∂Zb
∂t

+∇ ·Qb + (E− D)z=a = 0, (4)

where Qb = Qbxi+ Qbyj is the vector of the unit volumetric transport rate without voids, in
m2/s; λ is the porosity of the bed material, dimensionless (λ = 0.4); Zb is the bed elevation,
in m; E and D are the entrainment and deposition rates at elevation z = a, the interface
between the bed load and the suspended load mechanisms. The bed load is calculated as a
function of sediment load capacity, where considerations of flow direction and bed slope
are considered in the computation. In the case of coupling with Telemac2D, it considers
the effect of secondary currents in the bed evolution. Sisyphe has been validated and
calibrated [21,22]. Regarding bed load, the Meyer-Peter and Müller equation was utilized
as a first approach, and the bed load was calibrated from the measured scour from the
physical model experiments through the morphological factor explained in the next section.

The suspended transport concentration is calculated using the advection-diffusion equation.

∂C
∂t

+ U
∂C
∂x

+ V
∂C
∂y

=

[
∂

∂x

(
εs

∂C
∂x

)
+

∂

∂y

(
εs

∂C
∂y

)]
+

(E− D)z=a
h

, (5)

where C is the volumetric concentration of suspended sediment averaged vertically, εs is
the diffusion coefficient for sediment, U and V are the depth-averaged flow velocities in the
directions x and y, respectively, and h the water depth. The deposition (D) is determined by
the reference concentration (Cz=a) located at an elevation a, the interface of the bed load and
the suspended load depends on the fall velocity of the sediment and upstream conditions
of suspended sediment given by Equation (5). While entrainment (E) is determined by
the equilibrium concentration (Ceq) near the bed determined by an empirical formula, the
Zyserman and Fredsoe equation is used [20]. Therefore, the net rate of sediment flux is
determined based on the concept of equilibrium concentration, where the rate of sediment
deposition is equal to the rate of sediment of the bed’s entrainment.

The numerical analysis with the NM-2DH model was carried out through two pro-
cesses, the first with a larger, general mesh of the domain, made up of 431,701 elements
(Figure 4a), and the second with a reduced mesh, made up of 54,542 elements (Figure 4b).
In the first analysis, the boundary conditions for the hydraulic calculation were estab-
lished: (1) flow at the inlet and (2) the water level at the outlet of the downstream physical
model, and the flow rates flowing through each of the channels were determined; then,
the hydrodynamics calculation calibration process was developed (roughness coefficient
and water levels), which is discussed later; for a hydrodynamics modeling computation
time of 15 min, a processing time of 8.30 h was required, with a ∆t = 1× 10−3 s. The
hydrodynamics modeling time was 8.30 h on a cluster with 60 AMD® processing cores,
CentOS distribution, version 6.9, and 64-bit architecture. Subsequently, in order to reduce
the calculation process times of the numerical analysis of scour and its subsequent 3D
analysis, the reduced mesh was used, and the boundary conditions were established for
each of the channels and a downstream level (data obtained from the first analysis), as
well as the conditions of sediment transport in equilibrium. An important factor was to
avoid erosion in the concrete channels, which was achieved with the NOEROD subroutine
of Sisyphe. The computational meshes have the geometry and bed elevations associated
with the physical model. An inlet boundary condition was established as a flow rate
Q = 30.48 L/s (QRBC = 0.54Q; QLBC = 0.46Q, calculated by numerical integration, and the
water levels were verified) and a water level at the outlet corresponding to h = 10.25 cm,
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and it was calculated with a Manning’s roughness coefficient of 1.8× 10−2 s/m1/3 for the
concrete channels (RBC and LBC) with less error relative, and in the rest of the model
with a sand bed an n of 2.8× 10−2 s/m1/3, although a detailed discussion for determining
roughness in erodible beds can be found, for example, in [19]. The processing time with
the reduced mesh was reduced to 5.4 h.
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Figure 4. Computational meshes used for numerical simulations and boundary conditions, in
(a) general mesh with triangular elements ranging from 5 cm to 0.5 cm, (b) reduced mesh with
triangular elements ranging from 4 cm to 0.5 cm.

The 3D analysis was performed based on the results of the NM-2DH analysis, where
the hydrodynamics were calibrated (first process), and the maximum scour was calculated
(second process). An equivalent hydraulic roughness height of ks = 3 × 10−3 m was
determined for the concrete channels. The computation time to simulate 89 s of flow was
five days, with a time step of ∆t = 5× 10−5 s using the same 60 processing cores and a
three-dimensional mesh with eight planes in the vertical.

3. Results
3.1. Velocity Field Measurement

Figure 5 shows the distributions of the measured and computed velocity vectors in
sections S1, S2, and S3 (the measured velocity was taken at the elevation Zm = 0.4 h).
The calculated velocity vectors were obtained with the Telemac-2D model. The cross-
section averaged streamwise velocities were 0.236 m/s, 0.548 m/s, and 0.219 m/s for S1,
S2, and S3. The velocity magnitude U increased by a factor of 2.3 for S2, and decreased
slightly for S3, by a factor of 0.93, both with respect to the velocity measured in S1. It is
important to highlight that a separation zone was developed near the right bank at the
outlet of the channel, near S3 (gray oval, Figure 5), and downstream of the development
of a recirculation zone with a very clear vortex, which is discussed below. Figure 5 also
shows the point where the maximum scour was developed in the physical model, which is
discussed in the next sections.
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3.2. Numerical Model Calibration

A first computation of the flow with the NM-2DH was performed with the general
mesh shown in Figure 4a; the boundary conditions were used for the flow rate at the
inlet and the water level at the outlet. The development of secondary flows within the
left bank channel was observed in the LBC, caused by its curvature, so the correction of
this phenomenon in two-dimensional flow models was considered. Telemac2D uses the
approach proposed by [23]. The velocity components, once the model was calibrated by
adjusting the Manning and secondary flow production coefficients, are shown in Figure 5.

Figure 6a–c compare the measured versus calculated 2D velocity in three cross-sections
(S1, S2, and S3). Three types of results were obtained: a model in which the Secondary Flow
Correction (SFC) was not considered and two models with SFC using different secondary
flow production coefficients. Figure 6a–c show the components u and v calculated with the
numerical model 2DH, without considering SFC, and components calculated considering
SFC, with a production coefficient of α = 14 (recommended value, [18]), and α = 3.5, in
blue, green, and red colors, respectively. Experimental measurements are shown in black
circles. Such calculations are identified as scenarios A, B, and C in Figure 5. A detailed
analysis allowed us to identify whether the numerical results were improved by using
any of the scenarios considering the SFC. For this purpose, the relative error (er) of the
measured time and depth (0.4 h) averaged velocity with respect to each of the components
(u, v) is calculated as erx = (um − uc/um) and ery = (vm − vc/vm), where the subscripts m
and c stand for measured and calculated, respectively. Afterward, the average relative error
in the cross-sections was obtained (erxm, erym). Finally, Figure 6d shows the generalized
error (erxmg, erymg), which accounts for the behavior in the three sections S1, S2, and S3 of
the 2DH model.

The overall mean relative errors (erxmg, erymg) in sections S1, S2, and S3 for scenarios A,
B, and C are shown in Table 1. In general, the er is 88%, 24.7%, and 8.5% for component u,
while the v is 62.7%, 40.4%, and 29.4 % for the same scenarios. With respect to the velocity
distributions, it is shown that the components for S1 have the lowest errors; in S2, there
are slight differences with respect to measurements, while in S3, the distributions already
have important differences. For example, the velocities for scenario A have a more uniform
distribution across the width of the channel compared to scenario B, which fits better to the
experimental measurements, and scenario C, has a better fit near the left margin for the
component u, and improves the approximation of v.
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Table 1. Mean and overall relative errors of numerical scenarios A, B, and C.

Section
Scenario

S1
u (%)

S1
v (%)

S2
u (%)

S2
v (%)

S3
u (%)

S3
v (%)

General
u (%)

General
v (%)

A (without CFS) 9.11 20.5 17.3 13.9 219 138.0 88.3 62.76

B (α = 14) 7.55 30.4 24.7 20.2 45.4 57.6 24.7 40.4

C (α = 3.5) 3.06 20.6 12.1 9.27 13.4 50.0 8.55 29.4

The 3D computation of the flow field with the flatbed configuration is shown in
Figure 7. In Figure 7a, the recirculation zones are identified with the help of streamlines.
Also, the separation zone within the LBC is identified, which is an indicator that the flow is
concentrated towards the left bank. Figure 7b shows the magnitude of the 3D velocity field
in cross-sections S1, S2, and S3, where the separation zone and velocity reduction on the left
of S3 are distinguished, as well as the concentration of the maximum velocity core at the
outlet of the LBC. Figure 7c shows the streamlines with the vorticity magnitude, defined
as Ω = ∇×U, where Ω is the vorticity vector (1/s) and U the velocity vector (m/s). The
numerical results make it possible to identify zones where vortices and flow recirculation
were developed downstream of the control structure; the lines of larger vorticity are in the
narrowest zone of the LBC and in the transition zone of the material change (concrete–sand)
where the maximum scour was developed.
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The 3D flow field was also computed considering the bed configuration of the physical
model developed after 4.5 h of bed evolution, where the maximum scours, the deposit
formation, and the ripples were considered. Figure 8a shows the depth-averaged velocity
computed by the NM-2DH model. In Figure 8c, the magnitude of the depth-averaged
velocity computed from the numerical 3D velocity field is presented. Two differences are
observed, on the one hand, the velocity field is more diffusive at the downstream outlet
of the channels in the 2D results, and on the other hand, the flow at the outlet of the LBC
computed by the 2D model leans towards the left bank. Figure 8b shows the depth-averaged
turbulence kinetic energy (k) computed by the 2D model as k = 0.5

(
u′2 + v′2 + w′2

)
, where

u′2, v′2, and w′2 are the time-averaged square of the fluctuations of the velocity caused by
the turbulence. Figure 8d shows the depth-averaged horizontal value k computed from the
3D model results. Again, the 2DH model results are more diffusive. Figure 8e shows the
Reynolds number (Re), and Figure 8f shows the general vorticity field.

Figure 9a shows the computed 3D velocity field vectors; the velocity core is concen-
trated near the surface, and the velocity is lower near the bed. A deviation is observed
between the orientation of the scour hole and the direction of the flow. Figure 9b shows
the vectors of the velocity field mapped with k located near the bed; the vectors indicate
at least two interaction zones, one inside the scour hole in the inward direction and the
other on the dune in the outward and downstream direction. These two zones have high
turbulence kinetic energy, k. On the other hand, the vertical-oriented vorticity indicated
at least two flow directions in the LBC outlet jet that interact with each other. Figure 8d
shows the bed configuration analyzed, where the scour pool and the U-shaped deposition
zone can be seen.

The turbulence kinetic energy (k) within the zone of maximum erosion is shown in
Figure 10 at different horizontal planes. Figure 10a shows the complete volume (−0.15≤ Z ≤ 0.17);
in Figure 10b, the volume ranges from −0.15 ≤ Z ≤ 0.10; in Figure 10c, the volume ranges
from −0.15 ≤ Z ≤ 0.05; and in Figure 10d, the volume ranges from −0.15 ≤ Z ≤ 0.025. It
can be seen how k is developed in the expansion inside the LBC and moves downstream; k
increases between the recirculation zone (blue color) and the outflow jet. It also increases
as it decreases in depth and increases in the dune zone.
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Figure 8. 2D and depth-averaged 3D numerical results with the developed bed configuration after
4.5 h, (a) 2DH velocity field (m/s), (b) depth-averaged turbulence kinetic energy computed with
NM-2DH, k (m2/s2), (c) depth-averaged 3D velocity field (m/s), (d) depth-averaged turbulence
kinetic energy computed from 3D model (m2/s2), (e) Reynolds number 3D, (f) Vorticity field from
3D model (1/s).
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Figure 9. 3D numerical results with the bed configuration developed after 4.5 h, (a) 3D velocity field
(m/s), (b) 3D velocity field mapped with k magnitude (m2/s2), (c) 3D vorticity field, Z-direction
(1/s), and (d) elevation and bed configuration in maximum scour zone (m).

Water 2023, 15, x FOR PEER REVIEW 13 of 23 
 

 

 
Figure 10. 3D numerical results of the turbulence kinetic energy with the bed configuration devel-
oped after 4.5 h, XY view, (a) 𝑘 (m2/s2) at the free surface, (b) 𝑘 (m2/s2) at an elevation of 0.10 m, 
(c,d) 𝑘 (m2/s2) at an elevation of 0.05 m, and (d) 𝑘 (m2/s2) at an elevation of 0.025 m elevation. 

3.3. Scour 
The initial configuration of the bed downstream of the control structure was hori-

zontal, and after the 4.5 h that the experiment lasted, a new configuration developed due 
to the scour process downstream of the structure. The final bed configuration was meas-
ured with a Leica TS07 total station, with an angular resolution of 0.1″ of the screen and 
precision for horizontal and vertical angles (absolute, continuous, and diametral of 1″, 
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Figure 10. 3D numerical results of the turbulence kinetic energy with the bed configuration developed
after 4.5 h, XY view, (a) k (m2/s2) at the free surface, (b) k (m2/s2) at an elevation of 0.10 m, (c,d) k
(m2/s2) at an elevation of 0.05 m, and (d) k (m2/s2) at an elevation of 0.025 m elevation.
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3.3. Scour

The initial configuration of the bed downstream of the control structure was horizontal,
and after the 4.5 h that the experiment lasted, a new configuration developed due to the
scour process downstream of the structure. The final bed configuration was measured with
a Leica TS07 total station, with an angular resolution of 0.1′′ of the screen and precision
for horizontal and vertical angles (absolute, continuous, and diametral of 1′′, 2′′, and 3′′),
without a prism for bed measurement and with a prism for the control points. On the other
hand, Figure 11 shows the average velocity recorded at five different elevations above
the point of maximum scour. The data were divided into 18 stages (R1 to R18) of 15 min,
where the velocity was averaged, with the same duration each (indicated in Figure 11, with
vertical lines in gray).
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Figure 12 shows the turbulence kinetic energy (k) at five points at different eleva-
tions above the point of maximum scour in the same 18 stages of 15 min utilized for
averaging velocity.

Figure 13 shows the evolution of the maximum scour downstream of the structure
generated by the jet at the outlet of the channel. The point is located 59 cm downstream
of the center of S3 (indicated in Figure 5). Sampling at this point was conducted for 4.5 h,
with a measurement frequency of 10 Hz for velocity and 2.5 Hz for bed evolution (scour),
and placed at an elevation to measure the first 3 cm above the original bed. The signal was
filtered with correlations greater than 70% and SNR greater than 15 dB. Figure 13, in blue,
shows the behavior of the bed evolution during the experiment, while the line point, in
green, indicates the behavior of the scour calculated numerically with Telemac–Mascaret
2DH coupled with the Sysiphe module; the comparison is made at the point of maximum
scour identified in the physical model. With the numerical model, the erosion was deter-
mined to be 8.4 cm, while the experimental value was 9.4 cm. After calibrating the bed-load
transport with the morphological factor, there was a 1 cm error, which is equivalent to
a 10.6% error with respect to the erosion measured in the physical model. However, the
maximum erosion calculated numerically is in the vicinity of the hydraulic structure, near
the left bank, in the area just below the outlet of the concrete structure where the sand
begins; it was 4.6 times deeper than the maximum experimental erosion. Since no mea-
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surements of sediment transport were performed, a Morphological Factor (MF) of 5 was
used to calibrate the scour process of the physical model; this factor has been analyzed
by [24,25]. The computational time of modeling hydrodynamics and sediment transport
of 1 h (considering the physical model) demanded a processing time of 94.6 h with a
∆t = 0.0005 s using the same processors and cluster characteristics.
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4. Discussion
4.1. Scour Computed by the Numerical Model

Figure 14a shows the final bed configuration calculated with Telemac–Mascaret 2DH,
and Figure 14b shows the final configuration of the experiment. In Figure 14a, the maximum
scour was developed just downstream of the outlet of the channel, and the sediment was
deposited on the sides where the maximum velocity cores were developed. The erosion
extends up to the border of the left bank. In the final part, a U-shape deposition pattern
was developed. On the other hand, with the experimental results, which are shown in
Figures 14b and 15, a less elongated erosion zone was followed by a dune-shaped deposit;
ripples were formed on the deposit and along the channel (Figure 15a,b). The dune-shaped
deposit is highlighted on the edge in red in Figure 15a. The maximum erosion zone was
not located immediately downstream of the exit of the channels, as the numerical model
predicted, but slightly further downstream. Also, the numerical model does not reproduce
the ripples (Figure 14a).
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The difference in elevation between the Final Bed Configuration (FBC) of the numerical
and experimental data was calculated as Rz = (FBCexp − FBCnum). The results are shown
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in Figure 16a and zoomed in the scour zone in Figure 16b. The error relative to the
measurement points (white dots in Figure 16a,b) is calculated as Er = Rz/FBCexp. The
errors for the 302 points considered are presented in Figure 16c. The average relative error
is −3.6%.
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4.2. Comparison with Empirical Formulas and Numerical Model Accuracy

To contrast the result of the numerical model, an analysis of the maximum downstream
scour for low-head structures computed with formulas was performed. Ref. [26] analyzed
several studies of local scour, the most important of which were those carried out initially
by [27]. In their experiments, they determined a time scale between the physical model
and the prototype for the development of local scour and proposed the expression given
by Equation (6) for the calculation of the temporal evolution associated with the maximum
scour depth, Ysmax, [27]:

Ysmax

h0
=

(
t
t0

)β

, (6)

where t0 is the time scale in hours to reach maximum scour Ysmax, h0 is the depth at the end
of the bed of the protected channel, t is the time in hours, and β = 0.38 is the adjustment
coefficient. Ref. [26] determined the time scale expression given by Equation (7):

t0 = 330
(

ρs − ρ

ρ

)1.7
h2

0(αV −Vcri)
−4.3, (7)

where ρs is the density of the sediment, ρ is the density of the water, Vcri is the critical
velocity determined with the critical shear stress (τc), α a factor that depends on the velocity
distribution and whose value can be estimated by the expression given by Equation (8):

α = 1 + 3

(
v′

V

)
, (8)

where v is the relative average turbulent intensity and V the mean flow velocity near the bed.
By applying this method to the data of the experiment, the maximum equilibrium scour
is determined to be 7.64 cm (note that with active bed conditions, the bed configuration
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fluctuates, and the equilibrium refers to a temporal average). Paper [28] proposed a
formulation analogous to that of [27], given by Equation (9):

Ysmax

d0
=

(
t
t0

)0.19
, (9)

where d0 is a characteristic length; here, the downstream balanced level was used. However,
the time scale is determined by graphs, and for the example analyzed, a scale of t0 = 212 h
and, therefore, a maximum equilibrium scour of 5.87 cm were determined. Paper [29]
conducted 210 laboratory experiments in a straight channel with dimensions of 0.3 m wide,
0.25 m deep, and 3.5 m long, with a sand layer of 7.5 cm thickness and a D50 of 1.77 mm.
They used a floodgate that regulates the level upstream, at the entrance of the channel, and
the development of a hydraulic jump; after a length L, the sandy bed is located, where the
scour was developed. In addition, they performed a dimensional analysis to calculate the
maximum scour downstream and obtained Equation (10):

dsmax

G
= 1.13FG − 28.9

(
D50

G

)
+ 0.26

(
FG

(
B− b

b

))
− 3.59

(
G
Hu

)
+ 2.1, (10)

where G is the gate opening, FG is the Froude number downstream of the gate, Hu is the
water head upstream of the gate, and b is the width of the upstream inlet channel (before
expansion) and the downstream width (at expansion). B is the downstream width (at
the expansion in the case of the experiment). Here, the gate opening G was substituted
with the conjugate head (0.10 m) and Hu with the level located just upstream of the piles
(0.12 m), thus determining a maximum equilibrium scour of 4.5 cm. Ref. [30] presented an
equation for calculating the theoretical maximum scour, reported in [26], which is given by
Equation (11):

ysmax(equili)

y0
=

Umax −Uc

Uc
, (11)

with the ratio water depth to sediment grain diameter d/D of (0.0876 m/2.66× 10−4 m) = 328.83
and a critical velocity (Uc) of 0.23 m/s (Equation (8.96), from [31]); therefore, from Equation (11),
it was determined that the equilibrium maximum scour was 6.48 cm.

Figure 17 shows the temporal evolution of the scour measured in the physical model
(blue dots), calculated numerically with Telemac–Mascaret 2DH coupled with the Sisyphe
module (green line with unfilled circles), and the methods indicated above; results are
synthesized in Table 2. In Figure 17, it is observed that the scour measured in the physical
model developed temporal fluctuations. During the experiment, ripples were formed along
the bed (see Figures 14 and 15b), which are related to 3D effects. The migration of the
ripples produced the temporal fluctuations of the bed and the zone of maximum scour. On
the other hand, a 2D flow model coupled with a bed evolution model (Telemac2D-Sisyphe)
is not able to reproduce a ripple formation (see Figure 14a), and a consequence is the lack
of fluctuations in the temporal evolution of scour (Figure 17).

4.3. Comparison of Computed 2D vs. 3D Flow Structures

The scour computed by the NM-2D leaned towards the left bank, while the experi-
mental results are more centered with respect to the exit of the LBC (compare Figure 14a,b).
This behavior is correlated to the 2D flow field; the higher velocities at the exit of the LBC
also lean towards the left bank (Figure 8a). In contrast, the depth-averaged 3D flow field
computed the maximum velocities at the exit of the LBC with a more consistent pattern
with respect to the experimental maximum scour zone (Figure 8c). It is important to high-
light that both computations were carried out using the experimental bed developed after
4.5 h. Another difference is the turbulence kinetic energy, k; the NM-2D is more diffusive
(compare Figure 8b,d).
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Table 2. Experimental maximum scour vs. maximum scour calculated by four theoretical methods
and errors. The values calculated with the 2D model are located at the point of maximum experimental
scour (MES) and maximum modeled scour (MMS).

Method Ysmax
(cm)

Error[
1−

(
Ysnum
Ysexp

)]
Experimental 9.4 -

Telemac2D-Sishype (MES) 8.4 0.106

Telemac2D-Sishype (MMS) 43.2a −3.6

Breusers M1 (1967) 7.64 0.187

Breusers M1 (v′) (1967) 9.27 0.014

Breusers M2 (β) (1967) 9.44 0.004

Farhoudi and Smith (1982) 5.87 0.376

Negm (2002) 4.5 0.521

Dietz (1969) 6.48 0.311

5. Conclusions

The phenomenon of scouring downstream of low-head hydraulic structures is a preva-
lent problem for the safety of hydraulic works. Although there are numerous investigations
on local scour around submerged structures within the flow, such as bridge piers or abut-
ments, it is difficult to have direct and accurate solutions to estimate the maximum local
scour that occurs downstream of hydraulic structures with particular geometrical charac-
teristics, such as the El Macayo structure, where the discharge is influenced by an upstream
curved channel. In such circumstances, the literature recommends the application of phys-
ical modeling. However, an area to explore is the applicability of numerical modeling
to characterize scour processes quantitatively. In this study, the local maximum scour
generated by a jet downstream of a discharge structure was calculated with a physical
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model of a low-head hydraulic structure. It was analyzed with a 2D depth-averaged model,
and the flow field was characterized by a 3D RANS model. The accuracy of the 2D model
coupled with the sediment transport and bed evolution module (Sisyphe) to reproduce the
scour and the velocity field in the left channel in three sections was assessed.

The 2D model utilized secondary flow correction and was calibrated by means of the
production coefficient [23]. After the calibration, the errors were diminished by more than
an order of magnitude for the streamwise velocity component and by a factor of 2 for the
normal component, compared to the results that did not use secondary flow correction.
This is important to consider in engineering applications when using a 2DH model in cases
where secondary-flow currents are expected to be formed. With respect to the scour, the 2D
model coupled with Sisyphe calculated a maximum scour of 8.4 cm, where the experimental
value of 9.4 cm was measured. Therefore, the 2D model reproduced 89% of the measured
maximum scour. In addition, the bed configuration (the scour zone and its surroundings)
was assessed after 4.5 h to compare the numerical and experimental results; an average
relative error of −3.6% was determined, which indicates that the 2D model computes a
higher global erosion compared to the measurements from the experiment. However, there
was no good agreement on the final bed configuration calculated numerically with respect
to the experimental development. Here, the largest errors were located in the zone of
maximum scour and within the zone of the U-shaped deposition developed downstream of
the pool generated by the scour. The numerical computation determined that the maximum
scour was located in a different place with respect to the experimental results; the NM-2DH
computed the maximum scour directly in the outlet of the left channel structure and was of
the order of 4.6 times deeper than the reported experimental maximum scour. Therefore,
it is a case of overestimation. In practical applications, it is recommended to perform
sediment transport measurements to improve the approximation of the phenomenon by
the sediment-load equations and to replicate its magnitude.

For contrasting purposes, the maximum scour was estimated with empirical equations,
and it was compared with the experimental results. It was found that the Breusers method
has an accuracy of 81.3%; however, using a modification (M1) of the local mean turbulent
intensity (v′b) and close to the bed (1 mm elevation above the initial flatbed), the estimation
was improved considerably, reaching 98.6% accuracy, and by performing a second modi-
fication (M2) of the β exponent of the equation, the estimation was improved to a 99.5%
accuracy. However, it requires knowledge of the velocity and turbulence above this point,
i.e., measurements. The application of the model (Equation (6)) and the modification M1
did not reproduce the magnitude of the maximum scour in time, but the modification M2
described it better. The application of the Farhoudi and Smith method is complicated since
it requires the use of graphs and does not have an equation for the calculation of the time
scale necessary for the development of maximum scour. With this equation, an accuracy of
62% was determined. On the other hand, the Negm method had an accuracy of 48%, while
for the Dietz model, the accuracy was 69%. By establishing an acceptance condition of
75% accuracy for the calculation of the maximum scour (as it was established by [8]), only
the Breusers method was acceptable. The numerical modeling was not acceptable when
comparing the maximum erosion magnitude and location. The only way to accept it is by
comparing the magnitude of erosion at the experimental point of maximum scour; however,
this does not have practical application since it requires knowledge a priori of where the
real maximum scour will occur. Something to highlight is that all the methods, except the
2DH numerical modeling, underestimated the maximum scour measured in the physical
model, which would put the structure at risk; except for the M2 modification in the Breusers
model, which developed a higher scour in the first 25 min of the experiment, but the fit
after this time was improved considerably with respect to all the models implemented,
which did not describe the scour process over time. Currently, there is no clear and accurate
description of the fluid–sediment interaction in the contact or near-bed zone, so this field of
research is still under development.
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There are differences between the 2D flow field and the depth-averaged 3D results.
The 2D model computes a velocity at the exit of the LBC that is leaned toward the left bank,
while the 3D model computes a jet that is less leaned toward the left bank. It highlights
the importance of secondary flow correction for 2D models. Even here, the 2DH model
was calibrated for secondary flow correction with the help of the measurements in the
bend of the LBC by the manipulation of the production coefficient. The 3D effects involved
in the secondary flow, separation zone, and horizontal recirculation zones were not well
represented by the 2D model in the zone of the scour pool or downstream of the channel. It
indicates that 2DH models may not be able to compute the magnitude and location of scour
when secondary currents are present in the flow, even if secondary correction sub-models
are utilized. Additionally, the RANS model does not compute near-bed coherent turbulent
structures; however, bursts and vortices as observed in the physical model. For this reason,
2D models for scour produced by jets require further research for engineering applications.
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