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Abstract

:

This article aims to analyze the alteration in water discharge due to the building of one of the largest dams in Romania. Modifications in the hydrological patterns of the studied river were emphasized by a complex technique that includes decomposition models of the series into trends, seasonal indices, and random components, as well as into Intrinsic Mode Functions (IMFs). The Mann–Kendall trend test indicates the existence of different positive slopes for the subseries S1 and S2 (before and after the inception of the Siriu dam, respectively) built from the raw series, S. The stationarity hypothesis was rejected for all series. The multifractal analysis shows two different patterns of the data series. After decomposing the subseries S1 and S2, it resulted that the seasonality indices are not the same. Moreover, the seasonal variations decreased after building the dam. Empirical Mode Decomposition (EMD) unveils different short- and long-term patterns of the series before and after building the dam, concluding that there is a significant alteration in the river discharge after the dam’s inception.






Keywords:


monthly water discharge series; decomposition model; seasonal components; empirical mode decomposition












1. Introduction


River systems are lifelines that sustain ecological balance, support civilizations, and reflect the complex interplay between natural processes and human interventions. Ancient civilizations thrived along riverbanks, leveraging the waterways for sustenance, irrigation, and transportation. The river discharge dynamic is influenced by diverse factors, from climatic variations to anthropogenic alterations [1]. Infrastructural developments like dam-building can profoundly impact the natural river flows [2,3,4]. When dams interfere with flow regimes, it often results in significant environmental damage and biodiversity deterioration [5,6,7]. China’s Yangtze River’s Three Gorges Dam stands out as a testament to this influence, causing extensive alterations in river flow patterns. These changes have ripple effects, challenging ecosystems and posing notable dilemmas for local communities reliant on the river [8]. Significant river flow alterations have trapped sediments, modified the natural flow pattern, and disrupted the nutrient balances, affecting delta, estuarine, and marine ecosystems [9,10,11]. These ecological concerns emphasize the need for a balanced approach to infrastructural developments [12].



Despite the extensive studies on the dam’s impact on river flow and the environment, some gaps persist. One concerns the study of the cumulative impacts of smaller dams [13]. Although large dams have been the target of most research, the role of smaller dams has been emphasized recently [14]. Unlike mega-projects like the Three Gorges Dam which received extensive coverage, smaller dam projects need to be scrutinized more, leaving potential knowledge unknown [15]. Even if small dams might appear insignificant individually, their collective impact can be at least as potent as bigger dams, especially when it comes to flows that matter ecologically [14,15]. While the scientific literature contains numerous studies on this subject, a comprehensive critique is essential. There is a pressing need to examine how much dam constructions deviate river flows from their natural state, preserving intact ecological functions [16,17,18].



In pursuing a more holistic understanding, the research community has seen a convergence of conventional wisdom and innovative techniques for analyzing the rivers’ discharge. Given the urgent global imperative for sustainable water resource management, these research endeavors take on heightened significance [14]. As time evolved, the methodologies to study these dynamics expanded, including statistical analysis [19,20,21,22], wavelets decomposition [23], artificial intelligence methods—neural networks [24,25,26], support vector regression [27], time series models [28], hydrological simulation [29], etc.



IHA (Indicator of Hydrologic Alteration) [30] represents another tool to assess the hydrological alteration that is widely used by researchers [31,32,33,34,35,36,37,38]. The IHA software [30] can compute 33 flow statistical parameters divided into three classes—low, medium, and high—containing values less than or equal to the 33rd percentile, between the 33rd and the 67th percentiles, and above the 67th percentile, respectively. The software allows for the determination of the frequency of each annual post-impact value belonging to each category [37]. One main drawback is that many of these indices are intercorrelated [37], so the question is how many indicators are necessary to describe the river flow alteration. Other shortcomings are that no IHA directly quantifies the amplitude of high flow conditions, and no seasonality indices are provided. The latter are essential for understanding the seasons with high flows corresponding to possible floodings.



Within this complex realm, our research combines different approaches to cross-validate the results of the hydrological alteration in the Buzău River flow after operating the Siriu dam, Romania’s second biggest accumulation lake. Very few articles [38,39,40] have approached the impact of building the Siriu dam on the river flow, one of them using IHA [38] and the other [39] using statistical methods to test the existence of specific trends in seasonal series (winter, spring, summer, and autumn) before and after the dam’s inception. Another attempt was made by modeling the daily mean flow series using general regression neural networks (GRNNs) [40]. None of these studies have provided a complete analysis given that (1) assessing the tendency by the Mann–Kendall test followed by utilizing Sen’s slope (which computes a linear trend) [39] cannot capture the complex behavior of the data series (such as seasonality), (2) the linear parametric regression [38,40] was not satisfactory from the viewpoint of the extracted information, and (3) the GRNN model [40] was not accurate enough. In the GRNN, the correlation between the actual and predicted values on the test set was not very high, and the time taken to run the algorithm was very long (a few hours).



Our approach complements these procedures, providing seasonality indicators and emphasizing the flow pattern at short and long scales through Empirical Mode Decomposition (EMD), which offers granularity by breaking down intricate oscillatory patterns in river data [32]. The procedures utilized in the present study are easy to use and do not involve the computation and comparison of a high number of indicators, which can sometimes lead to confusing interpretations (as in IHA methods). Moreover, the time necessary to run the algorithms is extremely low (a few seconds) compared to the GRNN model.



The novelty of this research is that it introduces a unique framework that amalgamates the strengths of multifractal analysis with time series decomposition and EMD. The first one emphasizes the existence of periods with different behaviors of monthly river discharge series, the second provides the seasonality factors, and the last underscores the differences between the river’s short- and long-term variations before and after the dam’s construction. This combination gives a more nuanced view of the dam’s impact on Buzău discharge dynamics and clarifies the extent of the streamflow alteration.




2. Materials and Methods


2.1. Study Area


The Buzău River’s catchment, with a surface of 5264 km2 and an average elevation of 1043 m (Figure 1), is situated in the Romanian Curvature Carpathians. The climate of the study area is temperate–continental. From 1955 to 2010, the average (minimum) temperature was 6 °C (1 °C), the multiannual mean precipitation varied between 500 mm and 1000 mm [41], and the mean monthly precipitation (%) varied from 4.4 (in January) to 15 (in June and July).



The sub-basin catchment from where the River’s water is drained at Nehoiu is 1567 km2. The average river discharge ranges from 0.76 to 5000 m3/s, while the specific and multiannual averages are 17 L/s.km2 and 25.2 m3/s [42]. The Siriu dam, which can store up to 125 million m3 of water, was put in operation on 1 January 1984, on the Buzău River, upstream of Nehoiu. It drains about 56% of the water of this river and its tributaries [43] and supplies water to settlements and industrial plants downstream and for irrigating 50,000 ha [41].



Many catastrophic floods were recorded on the Buzău catchment after 1948, the biggest one in 1975, recording a maximum discharge of 2100 m3/s. One of the reasons that the dam was built was to avoid or at least diminish the effects of such events. Still, it does not protect the settlements downstream from floods produced by the Buzău’s tributaries (as in the case of flooding events in July 2004 and May 2005) [43]. In June–July 2010, a great flood affected many villages downstream of Nehoiu, damaging 14 pedestrian bridges and 1.2 km of water supplies and interrupting the communication between different villages.



Details about the geography and geomorphology of the Buzău River catchment and the hydrological constructions can be found in [41,44,45] and on the flooding events and damages in [43].




2.2. Data Series


The studied series is formed by the monthly mean flow of the Buzău River measured at the Nehoiu station (45°25′29″ latitude and 26°18′27″ longitude) during January 1955–December 2010 (Figure 2).



The values of river discharge were measured daily at 7 a.m. and 7 p.m. and provided to the National Institute of Hydrology and Water Management (INGHA), where specialists checked them. The daily series were aggregated to obtain the monthly mean discharge. The dataset had no missing values.



To analyze the changes in water discharge after building the Siriu dam, the entire series, denoted by S, in the following, was split into two parts: S1—the series from January 1955 to December 1983 (before starting operating the Siriu dam), and S2—the series from January 1984 to December 2010 (after starting operating the Siriu dam). This split was performed to compare S1 and S2 and determine if the river discharge was altered due to the dam’s operation.



The mean values for S, S1, and S2 are 21.83, 23.15, and 20.41 m3/s, respectively. The maximum decreases significantly from 117.29—for S and S1—to 92.79 m3/s for S2. The highest variance is noticed for S1 (347.58) and the lowest for S2 (259.14). There is no significant difference between the series skewness, but the kurtosis decreases from 3.93 (for S and S1) to 3.43 for S2. So, all distributions are right-skewed and leptokurtic. The outliers of S and S1 are in the same range, but those of S2 have values lower than 100 m3/s, mostly under 70 m3/s. The histograms and boxplots are shown in Figure 3.




2.3. The Study Stages


This study introduces a complex framework to clarify the extent of Buzău River water discharge modifications after building the Siriu dam. The study’s flowchart is presented in Figure 4 and the detailed steps of the methodology are introduced below.




	
Perform the statistical analysis to determine if there are common futures (trend or stationary) of S, S1, and S2. This includes the following:




	
We rest the null hypothesis that there is no trend in the data series against the alternative of a monotonic trend existence using the Mann–Kendall (MK) [46] and seasonal Mann–Kendall (SMK) trend test [47]. Since there are n seasons, with m observations each, the null hypothesis in SMK is that observations are independent and identically distributed, and the alternative is that a monotonic trend is presented in the data series. First, a test statistic similar to the MK test’s is built for each season. Then, the MK statistic for the seasonal test is obtained by summing the n statistics. The decision is made to reject the null as in the MK test [48]. When the null hypothesis is rejected, the trend is determined by the non-parametric Sen’s method [49] as the median of the slopes of all of the pairs of ordinal time points.



	
We test the series stationarity by following the KPSS [50] procedure. The null hypothesis is the series level or trend stationarity; the alternative is its non-stationarity. Testing this hypothesis is important for building forecast models for the studied series.








	
Assess the existence of the different behaviors of the studied series on subintervals and emphasize their scaling characteristics through the multifractal analysis [51,52].



It was shown [47,48] that if a time series exhibits scaling properties, its behavior can be expressed in an exponential form (1), with the mass exponent   τ ( q )  , which can be estimated by fitting a linear regression of log    Z   q   ( λ )   vs. logλ (λ > 0) [53]. So,


     Z   q   ( λ )   ~  λ  τ ( q )       for   λ → 0  ,  



(1)




where     Z   q   ( λ )   is the partition function, whose values can be computed by covering the series chart with a certain number of boxes of size  λ  and summing up the probabilities of the appearance of a gray value in a box [54].



The multifractality can also be assessed by computing Renyi’s dimension, D(q) [55], whose relationship with   τ ( q )   is [56] as follows:


  D ( q ) = τ ( q ) / ( q − 1 ) .  



(2)







The series presents multifractality if D(q) decreases when q increases. When D(q) has a constant value (equal to D(0)), the series is monofractal.



An alternative way to characterize the multifractality is by using the f(α) spectrum, which is defined by the equation


  f ( α ( q  ) )  = q α ( q ) − τ ( q )  



(3)




and can be computed by using a Legendre transform of   τ ( q )   in the following form:


  α ( q ) =   d τ ( q )   d q    



(4)




where  α  is the Hölder exponent [57].



In the multifractality case, the f(α)’s chart shape is single-humped.



The steps in the MFDFA are [53] as follows:




	
Compute the series cumulative sum, F.



	
Split F into Ns subseries (each containing s values).



	
Apply the least squared method for fitting an n-th order polynomial.



	
Build the detrended F series by subtracting the polynomial values from the subseries’ values.



	
Build the fluctuation function, Fq, by taking the q-th root of the mean of the square functions from the previous stage.



	
Fit the function     F   q   ( s )  ~   s  h ( q )    , with h(q) as the generalized Hurst exponent.








	
Perform the time series decomposition to analyze the changes in the seasonality factors before and after the dam’s inauguration.



The series (    y   t    ) is decomposed into a trend (    T   t    ), seasonality (    S   t    ), and random noise component (    ε   t    ) using an additive model or multiplicative model. The best model is selected based on the smallest mean standard error (MSE), mean absolute error (MAE), or mean absolute percentage error (MAPE). So, the additive decomposition model—ADM (the multiplicative decomposition model—MDM)—will be calculated as follows:


    y   t   =   T   t   +   S   t   +   ε   t      (   y   t   =   T   t   ×   S   t   ×   ε   t   ) .  



(5)







In this approach, the trend is computed by a moving average of the 12th order, and then, the deseasonalized series (    y   t   −   T   t    ) is determined. The row seasonality indices are computed as averages of the values of each month. These final seasonality indices are calculated by adjusting the raw ones to add up to zero. The random component (residual) is the difference between the detrended series and the series obtained by replicating the 12 seasonality indexes for each year.



In the case of the MDM, the deseasonalized series is computed by     y   t   /   T   t    . The seasonality indices are obtained similarly to the ADM case, and the residual is obtained by dividing the deseasonalized series by the seasonality indices [58].



	
Perform EMD to determine the short and long-term variations in S1 and S2 and detect the differences in their patterns.



EMD is an adaptive data analysis technique of non-linear and non-stationary time series aiming to decompose the series into a collection of oscillatory components called IMFs [59,60]. The importance of this technique is given by the following characteristics [60,61,62]:




	
Adaptability and Flexibility: Unlike other decomposition methods, which often impose predetermined basis functions (like sine and cosine functions in Fourier analysis), EMD does not rely on any a priori basis. This means it can adapt to the nature of the data and make the decomposition more accurate and meaningful.



	
Local Characterization: EMD provides a local representation of data. Each IMF captures oscillations occurring over a specific time scale, crucial in analyzing data where different periodic components might overlap or where transient features (like spikes or dips) are of interest.



	
Versatility: While initially developed for time series analysis, EMD has shown remarkable performance in various fields, including climatology, biomedical signal analysis, and financial market research.



	
Handling Non-Linearity and Non-Stationarity: Most traditional methods fail or require stringent preprocessing when dealing with non-linear or non-stationary data. EMD is inherently suited for such data types, providing a robust decomposition even in challenging conditions.








The steps of the EMD algorithm are [60,61,62,63] as follows:




	(a)

	
Initialization: with the entire dataset, data(t), as the input, identify the sets of local maxima and minima and denote them by Max(t) and Min(t), respectively.




	(b)

	
Building the envelope through interpolation:














	
Use a cubic spline interpolation or any suitable method to generate the upper envelope by connecting all of the Max(t) points.



	
Similarly, connect all of the Min(t) points to create the lower envelope.













	(c)

	
Compute the mean envelope, m(t), by using the following equation:


m(t) = (upper envelope + lower envelope)/2.



(6)








	(d)

	
Extract the detail, h(t), by using the following equation:


h(t) = data(t) − m(t).



(7)








	(e)

	
Verify the Intrinsic Mode Function (IMF) criteria:














	
Check if h(t) is an IMF, that is, by the following:




	✓

	
The number of extrema and zero-crossings must be equal or differ at most by one.




	✓

	
For any t, the mean value of the envelope defined by the local maxima (minima, respectively) is null.









	
If h(t) is an IMF, go to (f); otherwise repeat the procedure from (b) using h(t) as input.













	(f)

	
Perform iterations and compute the residual:














	
For an identified IMF, h(t), subtract it from the original data and rename the resultant as the new data.



	
Continue the new data-sifting process, extracting further IMFs.



	
Continue the iteration until the residue becomes monotonic, showing no more IMFs can be extracted.













	(g)

	
Compile the results:














	
Collate all extracted IMFs.



	
Record the final residue left after all possible IMFs have been derived. It should be a monotonic function.













This approach will underscore the differences in trend and seasonality of S1 and S2 and clarify the extent of the river flow alteration after operating the dam.





3. Results


3.1. Results of Statistical Analysis, Multifractal Analysis and Series Decomposition


Table 1 contains the results of the statistical tests on the data series performed at a significance level of 0.05. A p-value (computed in a test) less than 0.05 leads to the rejection of the respective null hypothesis.



The MK and SMK tests could not reject the randomness hypothesis for S. They rejected it when applied to S1 and S2 (Table 1, column 2, row 3). The trend values, computed by Sen’s method, are indicated inside the brackets and marked with * in Table 1. They are 0.0139 for S1 and 0.0311 for S2, so there is an increasing trend in the river discharge for both subseries, but not for the entire series. The result indicates that the trends of the subseries are different, indicating a different behavior of S1 and S2. Still, the slopes of the trends of S1 and S2 are very small, and putting together S1 and S2 (resulting in S) will not guarantee a significant trend for S. Indeed, the rejection of the null hypothesis for S shows that no significant trend was detected for it.



The stationarity hypothesis could not be rejected for all series. The results of the multifractal analysis are displayed in Figure 5.



The chart of the mass exponent (Figure 5a) presents two subseries for which two linear trend lines can be fitted—for q ∈ [−10, 0] and for q ∈ [0, 10]. The slope change is at zero, so the series has a multifractal character. The shape of the generalized Hurst’s exponent chart (    h   q     vs. q, Figure 5b) is a damped sine shape, with an inflection point at q = 0. In Figure 5c, one may notice deviations in the estimated segmentation function values from the linear trend (represented by straight lines in black, blue, and green, respectively). This variability is higher for q = 10, as the right-hand side of the chart shows the distribution of the function’s values (represented by rectangles) with a higher slope than its values situated at the chart’s right hand. The f(α) spectrum (Figure 5d) has a parabolic shape, indicating the series multifractality. The previous remark shows that the Buzău River’s flow series has a multifractal character. We may assume that it is the effect of the pattern change in the rivers’ discharge after building the dam.



The decomposition of the S series was performed to emphasize this change and find the seasonality components in particular. The elements in the ADM and MDM are presented in Figure 6 and Figure 7.



The raw series and the trend are the same but the seasonal and the residual components are different. The values of the seasonality indices are presented in Table 2. In both cases, the highest indices were registered in April and May and the lowest in January. In the case of the MDM, all indices are positive and vary in the interval [0.4986, 2.1326]. In the ADM, seven indices are negative, only five are positive, and the variation interval is [−10.700, 23.5093].



The positive indices correspond to the spring and summer months (March–July), indicating a higher impact of the seasonal variations on the water flow (more precipitation, and thus a higher flow, is recorded in spring and the beginning of summer). The residuals comparison shows a smaller amplitude for the MDM compared to the ADM, with a lower autocorrelation order (Figure 8a,c) and lower skewness and kurtosis (Figure 8b,d), respectively: 1.4351 compared to 1.5316, and 2.7742 compared to 5.2396.



The residuals’ MAE, MSE, and MAPE are 8.3273, 144.7643, and 50.5265 in the ADM and 0.9917, 1.2364, and 6.3449 in the MDM. Therefore, the best decomposition is provided by the second method. So, based on the MDM, similar seasonal variations are recorded in the last month of autumn and the first month of winter, being slightly higher in February and September and lower in January. The seasonal factor of 1.2012 in March might be explained by the snowmelt at the beginning of spring, and that from April to June is due to the high precipitation in spring.



The same analysis was performed for the subseries S1 and S2 to examine if there are significant differences between the seasonality factors. These indices in the MDMs are given in Table 3.



The seasonality indices’ pattern is similar to that in the MDM for S, with the highest values in April, May, June, and March or July and the lowest in January. The amplitude of the seasonality indices’ decreased from 1.6902 = 2.1553 − 0.4751 to 1.5835 = 2.1215 − 0.538, indicating an attenuation of the extreme events.




3.2. Cross-Validation of the Results Using EMD


EMD was finally applied to cross-validate the above findings. A set of plots was created to represent and analyze the data effectively. The initial step was to display the original data over time as scattered points, with the amplitude of monthly averages depicted through a color map. Subsequent plots showcased each computed IMF, with enhanced subplots for improved readability. Cubic spline interpolation was utilized to visualize each IMF in greater detail. Furthermore, residuals were also visualized individually and in combination with the IMFs to provide an all-encompassing view.



In data analysis, accurate and clear visualization is essential. Therefore, two methods were used to draw the IMFs: fine indexing and cubic spline interpolation. Fine indexing is similar to zooming into an image to see details. It increases the number of examined points, allowing for a more detailed view of data trends. Cubic spline interpolation uses polynomial functions to connect these points, creating a smoother curve. It ensures that the curve passes through the data points and transitions smoothly between them.



These two techniques provide a more detailed and smooth visualization, making data trends more evident. With more data points from fine indexing and smoother curves from interpolation, subtle patterns in the data can be more easily identified. Without these methods, data visualizations can appear disjointed, and some subtler patterns might be overlooked or misinterpreted.



Figure 9 contains details from visualizing IMF 3 and IMF 4 for S using the abovementioned techniques. In the first case, the interpolated IMF 3 passes through the original points of IMF 3. In the second one, the original IMF 4 is formed by points on parallel lines, and the interpolated IMF 4 provides a smooth image of the original one. Upon decomposing the data with EMD, several IMFs are obtained. Figure 10 shows eight of them in EMD for the S series.



The first IMF presents the highest frequency oscillations observed in the dataset, typically corresponding to short-term changes. The periods with high oscillations might correspond to the months when floods were recorded. These oscillations are still kept by IMF 2. IMFs 3 and 4 show long periods with similar behavior, followed by some peaks. IMFs 3–5 reveal a slightly lower frequency, indicating seasonal fluctuations. IMFs 6 and 7 show an almost perfect sine behavior, whereas IMF 8 has a decreasing trend. They display patterns that might be correlated with multiyear climate cycles or longer-term environmental changes. The remaining values are very low (of the order 10–15), signifying good series decomposition.



An additional investigation was carried out for S1 and S2 (Figure 11) to analyze any potential differences or anomalies in the discharge pattern before and after 1984. The EMD process was repeated for each dataset, followed by respective visualizations. Six significant IMFs came from EMD of the series S1 and S2 (Figure 12).



Analyzing the frequency domain in the IMFs (Figure 12) provides key insights, as follows.




	-

	
In all cases, the amplitudes of the IMFs of S1 are higher than those of S2.




	-

	
IMF1 reveals high-frequency oscillations, highlighting probable monthly anomalies. Unequal variances in different periods are also recorded, emphasizing inhomogeneities in the data series. At the end of the study period (after 2005), a decreasing amplitude of oscillations is observed.




	-

	
IMF2 and IMF3 predominantly illustrate seasonal cycles, hinting at the spring snowmelt and autumnal rain, aligning with the temperate–continental climate attributes. IMF3 for S2 is almost uniformly distributed, with low variations in the amplitudes with respect to IMF3, whose chart presents more accentuated variations in subperiods.




	-

	
IMF4–IMF6 are tied to longer temporal scales, suggesting multiyear, possibly decadal trends. These could be attributed to broader climatic shifts, land-use changes, or long-term anthropogenic impacts on the river basin. We can observe different shapes of IMFS 5 and 6 for S1 and S2, suggesting a different distribution of the subsequent series.




	-

	
In both cases, residuals have values close to zero (order 10−15), indicating good decomposition.









Comparing these findings with prior studies [29,63], the oscillatory patterns observed in the Buzău River seem consistent with those of other rivers in a temperate–continental climate. The seasonal fluctuations, as captured by the second IMF, align well with the expected regional snowmelt and rainfall patterns.



While the high-frequency oscillations indicated by the first couple of IMFs can be associated with shorter-term events like storms or immediate snowmelt responses, the subsequent IMFs’ longer-term patterns might hint at broader climatic or anthropogenic influences on the river flow. It would be interesting to juxtapose these results with other datasets from surrounding river basins to identify if these patterns are localized to Buzău or represent a regional trend.





4. Discussion


In short, the multifaceted approach used in this study provides a more complete understanding of the dam’s impact on Buzău discharge dynamics.



The current analysis provides a comprehensive and nuanced view of the dam’s impact on Buzău discharge dynamics, validating and complementing the findings from the articles [38,39]. While the research conducted in [39] only tested for the existence of a trend in the annual and quarterly flow series and built an AR(5) model to forecast the mean quarterly series, the present study has a larger scope. With a higher-resolution data series, it can detect monthly seasonality factors. This approach offers increased flexibility and accuracy for forecasting, unlike the AR(5) model which only captures the shape of the series but fails to account for extremes. The EMD analysis highlights differences between the river’s short- and long-term variations before and after the dam’s construction, emphasizing the need for a more nuanced approach.



Compared to the results obtained in [38] by utilizing the IHA methodology, the present article provides new insights into the series variability by building IMFs. The output of this study is in concordance with the finding of [39], indicating the significant alteration in the river flow after building the dam, emphasized by the differences between the IMFs’ amplitudes and frequencies corresponding to S1 and S2. Meanwhile, in [38], it was shown that a decrease of 12.6% in the maximum monthly discharge was noticed after 1984 with respect to 1955–1983, and in the same period, the minimum and the maximum of the 90-day maximum flow decreased from 28.6 to 16.4 m3/s, and from 92.6 to 69.8 m3/s, respectively, but no chart of the time series components is provided.



Another advantage of the proposed methodology over the deterministic ones is that no initial conditions on the data series are required, and no validation of certain coefficients (using the least-squares or similar methods) is required, as in the econometric models. The same advantage is shared by building a linear trend (when it exists) by Sen’s non-parametric method.



Utilizing the Thomas–Fiering (TF) equation might be another possibility for modeling the S, S1, and S2 series. It relies on the following equation:


    Q   i + 1   =     Q   k + 1    ¯  +   b   k   (   Q   i   −     Q   k    ¯  ) +   t   i       σ   k + 1    ¯    ( 1 −   r   k   2   )   1 / 2    



(8)




where:




	
    Q   i + 1    —flow in month i +1;



	
      Q   k + 1    ¯   —average flow in month k + 1;



	
    b   k    —gradient of line between the flow in month j + 1 and the flow in month j;



	
    Q   i    —flow in month i;



	
      Q  ¯    k    —average of flows in month k;



	
    t   i      —normal random function;



	
      σ   k + 1    ¯   —standard deviation for flows in month k + 1;



	
    r   k   2    —correlation coefficient between flows of months k and k + 1.








The difference between the decomposition models used here and the TF model is that the latter takes into account the correlations between the flows in successive months and the average flow in a month i to estimate the flow in the next month, whereas the ADM and MDM focus on the values recorded in the same months to compute the seasonality indices which are further subtracted from the detrended series to estimate the residual. The TF model fits the series but does not indicate the seasonality indices separately. Utilizing the TF model will add value to the knowledge related to the discharge series, especially when the river flow presents high variations (as in spring when snowmelt or in months with high precipitation).




5. Conclusions


This article aimed to address the Buzau River flow alteration due to the building of the Siriu dam. The multifractal analysis rejected the monofractality, sustaining different scaling behavior of the monthly data series. The decrement in the seasonality indices indicates attenuation of the extreme events (high flows and flooding).



Since the river basin is situated in a temperate continental zone and the climate variation during the study period was not significant, one cannot attribute the modification of the water flow regimen to the change but to the hydrotechnical works on the Buzău River catchment.



When interested in different time horizons for the series evolution, the use of the EMD technique is recommended. The existence of IMF1 to IMF3′s high-frequency oscillations indicates the need for a deeper insight into short-term disturbances, possibly from industrial effluents, rapid urbanization, or land use. The slow, evolving changes in IMFs 4–6 suggest that Buzău River’s flow is influenced by more than just its immediate environment. A multivariate analysis must further investigate these correlations to clarify the anthropic impact on the river and the river flow variation on land use.



The findings of this article provide scientific background for flood modeling, which is necessary for building hazard maps. Specific software can be used for this purpose, and different hypotheses on water discharge can be adopted. No matter the underlying modeling technique, the resulting models are calibrated using the existing data series. With knowledge of the existence of two different river flow patterns, the calibration must be performed with the most recent data series (which are those after 1984 for the flood risk evaluation). Using the entire S series for such a purpose would introduce significant bias in the flood forecast. Studying the correlation between precipitation and discharge would be necessary to better understand the impact of torrential rain on the prediction of river discharge and floods. Given that in Romanian, hazard and flood risk maps are essential for establishing the National Plan for Risk Management, comprehensive knowledge of river discharge is essential for molding water management policies and influencing land-use decisions.
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Figure 1. The study area [38]. 
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Figure 2. Monthly series of the Buzău River discharge. 
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Figure 3. The histograms of S (a), S1 (b), and S2 (c). The boxplots of S, S1, and S2 (d). 






Figure 3. The histograms of S (a), S1 (b), and S2 (c). The boxplots of S, S1, and S2 (d).



[image: Water 16 00808 g003]







[image: Water 16 00808 g004] 





Figure 4. The study’s flowchart. 
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Figure 5. Results of the multifractal analysis: (a) the mass exponent; (b) the chart of the generalized Hurst exponent; (c) the segmentation function; (d) the f(α) spectrum. 






Figure 5. Results of the multifractal analysis: (a) the mass exponent; (b) the chart of the generalized Hurst exponent; (c) the segmentation function; (d) the f(α) spectrum.



[image: Water 16 00808 g005]







[image: Water 16 00808 g006] 





Figure 6. The ADM for S: (a) the initial series (series), (b) the trend obtained by the moving average of the 12-th order, (c) the seasonality indices, and (d) the residual. 
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Figure 7. The MDM for S: (a) the initial series (series), (b) the trend obtained by the moving average of the 12-th order, (c) the seasonality indices, and (d) the residual. 
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Figure 8. (a) The residual correlogram in the ADM, (b) the residual histogram in the ADM, (c) the residual correlogram in the MDM, and (d) the residual histogram in the MDM. 
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Figure 9. Details for building IMFs with spline interpolation for IMF 3 (left) and by fine tuning for IMF 4 (right) of the monthly series. 
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Figure 10. EMD of the S series: IMF 1, IMF8, and the residuals. 
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Figure 11. S1 (left) and S2 (right) series. 
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Figure 12. (a) IMF1 for S1, (b) IMF1 for S2, (c) IMF2 for S1, (d) IMF2 for S2, (e) IMF 3 for S1, (f) IMF 3 for S2, (g) IMF 4 for S1, (h) IMF 4 for S2, (i) IMF5 for S1, (j) IMF5 for S2, (k) IMF6 for S1, (l) IMF6 for S2, (m) residual for S1, and (n) residual for S2. 
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Table 1. The p-values in the MK, SMK, and KPSS test, and Sen’s slopes (marked with * inside the brackets).
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	Series
	MK
	SMK
	KPSS Trend
	KPSS Level





	S
	0.2851
	0.2850
	0.0571
	0.1000



	S1
	0.0290 (0.0139 *)
	0.0289 (0.0139 *)
	0.0891
	0.1000



	S2
	0.0000 (0.0311 *)
	0.0000 (0.0311 *)
	0.1000
	0.6550










 





Table 2. Seasonality indices in the ADM and MDM for the S series.
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	Index
	January
	February
	March
	April
	May
	June
	July
	August
	September
	October
	November
	December





	ADM
	−10.7800
	−8.3037
	3.4178
	23.5093
	15.5835
	7.7747
	4.6647
	−3.2790
	−6.2985
	−8.6096
	−8.8271
	−8.8521



	MDM
	0.4986
	0.6410
	1.2014
	2.1329
	1.6923
	1.3937
	1.1742
	0.834
	0.6874
	0.5811
	0.5816
	0.5820










 





Table 3. Seasonality indices in the MDM for S1 and S2.






Table 3. Seasonality indices in the MDM for S1 and S2.





	Series
	January
	February
	March
	April
	May
	June
	July
	August
	September
	October
	November
	December





	S1
	0.4751
	0.6289
	1.1361
	2.1553
	1.7975
	1.3180
	1.2582
	0.8205
	0.6734
	0.5467
	0.5985
	0.5918



	S2
	0.5380
	0.6739
	1.3000
	2.1215
	1.5102
	1.4778
	1.0937
	0.7758
	0.7134
	0.6280
	0.5785
	0.5893
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