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Abstract: Dense bulk matter is formed during heavy-ion collision and expands towards a vacuum. It
behaves as a perfect fluid, described by relativistic hydrodynamics. In order to study initial condition
fluctuation and properties of jet propagation in dense hot matter, we assume a Cartesian laboratory
frame with several million cells in a stencil with high-accuracy data volume grids. Employing
numerical algorithms to solve hydrodynamic equations in such an assumption requires a lot of
computing power. Hydrodynamic simulations of nucleus + nucleus interactions in the range of
energies of the Large Hadron Collider (LHC) are carried out using our program, which uses Graphics
Processing Units (GPUs) and Compute Unified Device Architecture (CUDA). In this work, we
focused on transforming hydrodynamic quantities into kinetic descriptions. We implemented the
hypersurface freeze-out conditions using marching cubes techniques. We developed freeze-out
procedures to obtain the momentum distributions of particles on the hypersurface. The final particle
distributions, elliptic flow, and higher harmonics are comparable to the experimental LHC data.

Keywords: relativistic hydrodynamic; simulation of heavy ion collisions; quark-gluon plasma; high
energy nuclear physics; CUDA/GPU; marching cubes; hypersurface; freeze-out; collective flow;
elliptic flow

1. Introduction

The properties of strong interactions are investigated by heating nuclear matter to
a state of very high temperatures and densities. For this purpose, theoretical and experi-
mental studies of heavy-ion collisions have been carried out for several decades. One of
the states produced during a heavy-ion collision is quark-gluon plasma (QGP), a state in
which quarks and gluons move freely [1]. Quarks are the basic elements of the hadronic
matter that interact strongly. Gluons are the carriers of strong interactions. The mass of
the quarks depends on the chiral symmetry. Under normal conditions, chiral symmetry
is broken, and quarks together with gluons form the so-called constituent-quarks. In the
hot medium, the mass of the quarks goes to zero mq → 0. In the case of hadronic matter
transition to the QGP state, a partial restoration of chiral symmetry is expected, in which
the mass of the quarks depends only on the interaction with the Higgs field [2].

Relativistic hydrodynamics often use in modeling of QGP, which treats as a perfect
fluid [3]. The energy density of nuclear matter, produced in relativistic heavy-ion collisions
in the experiments at Large Hadron Collider (LHC) and Super Proton Synchrotron (SPS) at
CERN laboratory or the Relativistic Heavy Ion Collider (RHIC) in the Brookhaven National
Laboratory (BNL) and, in the future, at the Nuclotron-based Ion Collider fAcility (NICA)
accelerator at Joint Institute for Nuclear Research (JINR) and Facility for Antiproton and
Ion Research (FAIR) at Helmholtz Center for Heavy Ion Research (GSI) is an area of our
hydrodynamic simulations.
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Numerical hydrodynamic modeling has been used in many scientific fields for decades,
mainly due to its relatively simple assumptions. Even complex, dynamic systems describe
using relatively simple hyperbolic equations related to general conservation laws due to
the presence of symmetry in physics. All data on the system’s physical properties de-
scribes in one equation of state that links the thermodynamic properties. In this approach,
at the microscopic level, no knowledge of the details of elementary interactions is required.
However, the modeled system should be at least in the local thermodynamic equilibrium.

The heavy-ion collision evolution divide into several phases: pre-equilibrium–early
stage, equilibrium–QGP, mixed-phase, hadronic gas stage, and particles. Hydrodynamic
models describe well and predict the dynamics of matter in a collective state. The modeled
system is treated continuously without taking into account any microscopic structure.
Thus, QGP, mixed-phase, gas describes using partial differential equations. These stages
are described in terms of hydrodynamics assuming global or local equilibrium. In the
final stage in heavy-ion collisions, when matter becomes colder, and the hydrodynamic
description does not work, the particle extraction procedure is introduced, assuming that
the particles are individual objects that no longer interact with the hydrodynamic system.
It passes from the hydrodynamic description to particles on the freeze-out hypersurface.
Only the particles stage will allow obtaining momentum distributions enabling comparison
of model results with experimental data.

The main problem in hydrodynamic calculations on the grid is their time consumption,
especially in high-resolution, three-dimensional simulations. One way to increase effi-
ciency is to use parallel computing, usually with the usage of computing clusters. However,
in connection with increasing the detail of simulated effects and calculations, there is an
ever-increasing demand for computational resources in relativistic hydrodynamic simula-
tions. Graphics Processing Unit (GPU) usage is a promising solution to this problem and
offers an unprecedented increase in computing power compared to standard simulations
using traditional CPUs. GPUs design to process information in parallel, and programs
utilizing GPU’s power, are likely to outdo standard CPU programs.

There are currently several dynamically developing programs for hydrodynamic
simulations in relativistic nuclear reactions that reproduce the obtained experimental data.
Known programs used for comparisons with experimental results are MUSIC (A (3 + 1)D
hydrodynamic code for heavy-ion collisions) [4], CLVisc: a (3 + 1)D viscous hydrodynamic
program parallelized on GPU using OpenCL [5], Hydro+UrQMD (Hybrid model including
a hydrodynamic evolution for the hot and dense stage) [6] and its implantation on GPU [7],
VHLLE (A 3 + 1 dimensional viscous hydrodynamic code for relativistic heavy-ion colli-
sions) [8] and aHydro (quasiparticle anisotropic hydrodynamics) [9]. These models create
simulation chains, where generators of initial conditions are used (A Multi-Phase Transport
(AMPT) model [10], the color glass condensate (IP-Glasma) [11], and Reduced Thickness
Event-by-event Nuclear Topology (Trento) model [12], numerical conditions are created
to solve hydrodynamic equations (HLLE [13], SHASTA [14], Kurganov-Tadmor [15] algo-
rithms) and algorithms are used to determine the freeze-out hypersurfaces [16] to transform
into a kinetic description. In the kinetic description of particles, afterburner programs
are used, such as Simulating Many Accelerated Strongly-interacting Hadrons (SMASH
generator) [17], a hadronic interaction model (EPOS) [18], and Ultrarelativistic Quantum
Molecular Dynamics (UrQMD) [19], and others. Curvilinear systems are used to fully
describe the entire simulation process in the hydrodynamic model. In the developed simu-
lation program, the Cartesian system is used, which distinguishes it from other programs
used in the physics of heavy-ion collisions.

This work’s scientific goal is to develop a new research methodology for numerical
simulations on high-resolution grids. The most basic are initial parametrizations based
on Glauber-like models in the transverse plane and Bjorken’s solution in the longitudinal
direction. These models describe a smooth, averaged initial state. However, since the
hydrodynamic equations are nonlinear, a solution with an averaged initial state is not
equivalent to the average of solutions with fluctuating initial conditions; because of this,
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event-by-event calculations became a major point of our interest. Fluctuation of initial con-
ditions can be obtained using, e.g., Monte–Carlo Glauber [20] or Color-Glass Condensate
(CGC) [21], models, such as EPOS model [18], and UrQMD [19] or Trento model [12].

In this work, we developed the existing code [22–26] prepared previously by the
authors of this paper. The code is object-oriented and written in the language C++. It
enables efficient relativistic hydrodynamic simulations in (3 + 1) dimensions using GPU
as part of parallel programming using the nVidia Compute Unified Device Architecture
(CUDA) environment [27]. The Cartesian coordinate system uses for calculations, which
ensures high spatial resolution, constant during the system’s evolution. The state of the
layout represents five single-precision grids in high-resolution computing. In addition,
the presented code includes an algorithm for the propagation of jets through nuclear matter,
taking into account energy losses [22–24], and it is possible to include fluctuations in the
initial state modeled using the UrQMD model [28].

The Cooper-Frye hypersurface sampler algorithm used, enabling the description of
the transition from hydrodynamic to particles (freeze-out) [29]. It allows the calculation
of the momentum distributions on the freeze-out hypersurface. The program code allows
performing a full simulation, starting from the initial conditions, and obtaining separate
particles produced in the collision.

We performed full simulations of the Pb + Pb at 2.76 TeV interactions using hydro-
dynamic equation algorithms and freeze-out procedures. It allows us to obtain kinematic
distributions. In particular, it allows us to obtain predictions for elliptical flows v2 [30].

2. Methodology

The hydrodynamic models assume that QGP is continuous, disregarding any micro-
scopic structure and discrete in the hot and collective stage of heavy-ion collisions. Thus,
evolution is described by a set of partial differential equations, and variables form fields in
space-time assuming hyperbolic conservation laws (Equation (1)).

∂tE +∇ · [(E + p)~v] = 0
∂t ~M +∇ ·

[
~M~v + pÎ

]
= 0

∂tR +∇ · [R~v] = 0
, (1)

where E is energy density, R is net charge density, ~+M is momentum density in laboratory
frame and ε is energy density, p is pressure, n is charge density in the local rest frame of
fluid, and the following relations occur (Equation (2)):

E = (e + p)γ2 − p
~M = (e + p)γ2~v
R = nγ

. (2)

The transformation from the laboratory frame to the local rest frame of the fluid is
expressed below (Equation (3)):

e = E− ~Mv
n = R

√
1−~v2

~v =
~M

E+p(E− ~M~v,R
√

1−~v2)
. (3)

γ is the Lorentz factor defined by γ =
√

1−~v2−1
.

The differential equations presented above can be simplified to one dimension in a
universal form (Equation (4)):

∂t~U + ∂x

(
~U
)
= 0, (4)
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where ~U is a vector of conservation variables. The flux vector is defined (Equation (5)):

F(~U) =

 R~v
~M~v + p
(E + p)~v

. (5)

Hydrodynamics equations take into account the levels of applied corrections: ze-
roth order: ideal hydrodynamics (“Euler equation”), first-order: viscous hydrodynamics
(“Navier-Stokes equation”), and second-order: viscous hydrodynamics (e.g., “Müller-Israel-
Stewart theory”) [31,32]. Our approach assumes ideal hydrodynamics. The finite difference
scheme was used (Equation (6)):

~Un+1
i = ~Un

i −
∆t
∆x

(Fi+1/2 − Fi−1/2), (6)

where ∆t—time step, ∆x—spatial step, index n—time step number, index i—cell number,
and Fi+1/2, Fi−1/2 values are numerical fluxes between the cells of the grid.

The equation of state is the most important component of the hydrodynamic model,
which treats as input to the program. In the current program, the ultra-relativistic equation
of state uses for a gas of particles with a zero rest mass (Equation (7)):

p = c2
s e, (7)

where c2
s is speed of sound in the bulk matter and equal 1

3 .
In order to study initial condition fluctuation and properties of jets propagation in a

dense hot matter, we need dedicated numerical algorithms to perform simulations with
high accuracy on data volume grids. 2nd order Runge-Kutta algorithm is employed over
time integration [33]. We performed the spatial integration of dx, dy, dz using the 7th order
(Weighted Essentially Non-Oscillatory) WENO algorithm [34]. However, such simulations
are extremely demanding in terms of computing power. Thus, we prepared our code
implementation for parallel execution on GPUs of graphics cards using CUDA architec-
ture techniques [27]. The multicore GPUs which outperform classical CPU processors
are a cheap solution and available for general use. Software developed in this work be-
comes a basis for a modern parallel simulation module, and it is accessible to executed on
personal computers.

In order to simulate the hydrodynamics of perfect fluid with sources to study jet-
QGP interaction (propagation trough plasma), the source term is needed to add [3]. The
procedure of energy loss per unit path dE/dx is the source in the hyperbolic equation of
energy and momentum written in tensor notation (Equation (8)):

∂µTµν = Jν(x). (8)

At the end of the hydrodynamic stage, a transformation procedure is necessary from
continuous to multi-particle kinetic description. The final results should be comparable
with the results obtained in experiments on SPS, RHIC LHC accelerators.

The transformation process from hydrodynamic description to particles description
usually introduces simplifications to the modeling processes during the evolution of a
heavy-ion collision. There are two types of freeze-out: chemical and kinetic. The first
is related to the end of inelastic collisions, the second to finalizing the elastic collision
processes. Chemical and kinetic freeze-out do not occur at the same time and temperature
(Equation (9)). Chemical freeze-out occurs before kinetic freeze-out.

Tch ≥ Tterm. (9)

The occurrence of these freeze-outs in many models is simplified until the system
reaches a sufficiently low temperature or a particular simulation time. A sudden (single)
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freeze-out is assumed, where the type of freeze-out stages is not distinguished. The hy-
drodynamic simulation result is freeze-out hypersurface, which is necessary to generate
the particles.

Having hypersurface from the simulation, the programs generate particles according
to Cooper-Frye formula [35] (Equation (10)):

E
dN
dp3 =

∫
Σ

dΣµ(x)pµ f (x, p) ≈∑
Σ

∆Σµ pµ f (x, p). (10)

The right-hand side is the integral over the particlization hypersurface, where dΣ is a
normal vector–an element of the hypersurface, pµ is four-momentum term, and f (x, p) is
isothermal or isochronic distribution.

To generate particles from a hypersurface, we need, in addition to the hypersurface,
normal vectors to each of its elements. If the hypersurface had an analytical representation,
finding normal vectors would be simple:

dΣµ = εµαβγ
∂xα

∂a
∂xβ

∂b
∂xγ

∂c
dadbdc, (11)

where a, b, c are surface coordinates, and εµαβγ is the Levi-Civita tensor. In this simulation,
the hydrodynamic equations solve numerically. So, another method is needed to compute
the normal vectors’ hypersurface. Finding the hypersurface’s position on a discrete numeric
grid is simple. Nevertheless, finding the normal hypersurface elements is much more
complicated. The problem of finding isosurface (here—a surface with a given energy
density) on a scalar field (known in computer graphics). Many developed algorithms solve
this problem. One of them is an algorithm called “disordered lines algorithm”. The library
implementing this algorithm is named Cornelius and is favored to use in the existing
hydrodynamic programs. A detailed description of the algorithm more information is
available in Refs. [16,36].

We implemented the main numerical algorithm on GPU. In order to use the Cornelius
library, it is necessary to copy data from the card memory to the computer memory, which is
not an efficient solution. Cornelius calculations on CPU processors have shown a significant
negative impact on performance. However, for various technical reasons, the memory
requirements are essential for each thread of execution. The Cornelius subroutines proved
non-trivial to execute in a massively parallel environment.

We show a preliminary alternative approach has also implementation using the
marching cubes [37] algorithm extended to four dimensions. During execution for a given
configuration of cell corners, a set of elements algorithm selected from a look-up table and
the isosurface vertex positions are adjusted based on values of the scalar field in the mesh.
In the original three-dimensional case, the algorithm manually constructs the look-up table,
ensuring consistency in triangulation between neighboring cells [38,39]. With increased
dimensionality, the number of possible configurations increases exponentially, reaching 216

in four dimensions, which prevents manual approach [40]. Thus, presented an algorithmic
solution for look-up table generation includes in our software.

The final procedure uses Monte Carlo generators, such as Therminator2 [41] and
“frzout” library [42]. We are using an external freeze-out sampler based on Ref. [29].

3. Results

As a part of these results, a program for the simulation of a heavy-ion collision was
prepared based on the relativistic hydrodynamics model. Our application uses a high-
resolution Cartesian grid to study jet interactions with bulk matter and distinguishes it
from other hydrodynamic programs. We have written this program in C++ and CUDA C++.
Thanks to the CUDA technology, the computation time has been significantly reduced,
even when using huge numerical grids. Hydrodynamic equations are integrated using
the WENO-7 algorithm [34,43] (spatial part) and 2nd order Runge-Kutta [33] (time part).
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In order to work properly, the program requires some initial conditions. At the program’s
output, we get the system’s final state–a three-dimensional grid describing the entire
system’s state.

3.1. Initial Conditions

The developed hydrodynamic simulation software enables the generation of initial
conditions using external programs, such as UrQMD 3.4 [19] and Trento [12] programs. It
required preparing programs for adaptation of UrQMD and Trento results to the hydrody-
namic program’s input.

In order to test the implemented algorithm, we have developed programs generating
initial conditions for the Gary A. Sod shock tube problem [44], ellipsoidal flow [45], and
Hubble-like expansion [46]. We have generated the initial conditions as input for further
hydrodynamic simulation. The input format is a sequence of computational mesh values
representing the hydrodynamic observables. We organized these values as a tuple of
hydrodynamic variables (Equation (12)).

~uijk =
(
E, R, Mx, My, Mz

)
, (12)

where E—energy density, R—charge density, and Mi—ith coordinate of the momentum
density. The order of tuples sequence is shown below (Equation (13)):

~UNx ,Ny ,Nz = {~u1,1,1, ... ,~uNx ,1,1, ... ,~uNx ,Ny ,1, ... ,~uNx ,Ny ,Nz}. (13)

3.2. Hypersurface Extraction Methods

Table 1 compares single-threaded Cornelius and parallel marching cube subroutines
executed over 50 numerical steps (s) of Hubble-like expansion simulated on a 128× 128× 128
mesh with spatial resolution (∆x, ∆y, ∆z) of 0.2 fm and time resolution (∆t) of 0.06 fm.
The value (energy density) used for hypersurface extraction was ε = 0.307 GeV, which
using Lattice-QCD (Lattice Quantum Chromodynamics) equation of state [47], stands for
the temperature of 150 MeV. Figure 1 presents execution time of both methods for each of
extraction step (left) and their cumulative time (right). This shows over a hundred-fold
improvement in the parallel method run time, even if the data copy overhead from GPU to
CPU memory necessary for Cornelius.

Additionally we observe that the execution time of the Cornelius algorithm depends
heavily on the number of cells intersected by the hypersurface, which increases with each
step of the expansion. With the marching cubes approach that dependence is much less
pronounced, as time required for each step remains near-constant throughout the entire
simulation, which indicates that most time is spent reading the state of simulation mesh
from memory. That relation of execution time on mesh resolution is further demonstrated
on Figure 2.

It is worth noting that our preliminary marching cubes implementation’s performance
is still distant from the theoretical limit based on the number of simultaneous threads of
execution on the graphics processor, which range in the thousands.

Lastly, we have verified that both methods produce a continuous freeze-out hyper-
surface without holes and of the same overall shape, as determined by which cells in the
mesh generate hypersurface elements in each step. While those results are difficult to
demonstrate, Table 1 includes the count of those cells throughout the entire simulation,
which must be equal for both methods. Although both shapes are similar, Cornelius’s
approximation is less complicated in terms of number of hypersurface elements.
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Table 1. Comparison of Cornelius and marching cubes methods totalled over 50 simulation steps.

Method Time (s) Cells Hypersurface % of Program Runtime
(w/Copy Overhead) Intersections Elements (w/Copy Overhead)

Cornelius 46 6296765 6606727 89.1%
(single-threded) (46.2) (89.3%)

Marching cubes 0.18 6296765 6669758 3.2%
(parallel)

Figure 1. Execution time of hypersurface extraction methods per step (left) and cumulative (right).

Figure 2. Influence of grid size on hypersurface extraction methods cumulative execution time.

3.3. Hydrodynamics and Kinematic Description

The result of the hydrodynamic simulation with the use of the developed program is
the hypersurface represented as follows:

~hi =
(
t, x, y, z, Σt, Σx, Σy, Σz, Vx, Vy, Vz

)
, (14)

where t, x, y, z are the components of the spacetime position vector, Σt, Σx, Σy, Σz are the
covariant normal vector Σµ, and Vx, Vy, Vz are the velocity. Each ith tuple in the Equation (14)
represents of a volume element.

From the obtained hypersurface, using the “frzout” library [42], particles are sampled
according to the formula of Cooper-Frye. The result of the program is a set with a list of
particles. Each particle contains the following parameters:

~pi =
(
t, x, y, z, E, px, py, pz

)
, (15)

where t, x, y, z space-time coordinate of ith particle, its energy (E), and momentum compo-
nents [px, py, pz].
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3.4. Simulation of Pb-Pb Collisions at
√

sNN = 2.76 TeV

For the presented simulations, we generate the initial conditions using UrQMD 3.4.
Our initial parameters for numerical algorithm for the all simulation of Pb-Pb collisions at√

sNN = 2.76 TeV are following: 150 numerical steps (s), 150× 150× 150 mesh with spatial
resolution (∆x, ∆y, ∆z) of 0.2 fm and time resolution (∆t) of 0.06 fm. Figure 3 shows the
evolution of the hydrodynamic system in the cross-section X = 100, every 10 numerical
steps. During the nucleus-nucleus collision evolution, the spatial asymmetry in coordinate
space is eliminated (Figure 4). In parallel, the momentum symmetry is broken in the
momentum space. There is an acceleration of matter towards the in-plane reaction plane,
reflecting in the final momentum anisotropy in the px py plane.
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Figure 3. Evolution of energy density cross-section in YZ plane in time, 0–5% most central events.
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Figure 4. Evolution of energy density cross-section in XY plane, 30–40% most central events. (Left)
panel time of the initial stage 0.6 fm. (Right) panel time of the final stage 9.6 fm.

The crucial result of the hydrodynamic simulation is to obtain the freeze-out hyper-
surface, which is needed to generate particles with helps Cooper-Frye procedure. Figure 5
shows the shape of the hypersurface. In order to interpret the obtained results, we compare
hypersurface from Ref. [48], which comes from hydrodynamic aHydro simulations [9]
using the initial conditions Glissando generator [49]. This program implements hydro-
dynamics including the phenomenon of viscosity (viscosity) in the curvilinear coordinate
system Milne (τ − x− y− η). The usage of such a coordinate system facilitates the simula-
tion of hydrodynamics but makes it difficult to observe (jets) and initial stage fluctuations
phenomena. Despite the usage of different approaches, we observe that the hypersurface’s
evolution in both cases is similar, and, for the “realistic” initial conditions, the hypersurface
is not symmetrical and has no analytical representation.

 2

 4

 6

 8

 10

 12

 14

-15 -10 -5  0  5  10  15

t [
fm

/c
]

x [fm]

Hydro on GPU
aHydro3p1

Figure 5. Shapes of thefreeze-out hypersurface from the hydrodynamic simulations (Pb-Pb collisions
at
√

sNN = 2.76 TeV, 0–2% most central). Red solid line result from own Hydro on GPU and the
initial conditions were generated from the UrQMD, averaging over 100 events. model. Blue dashed
line result based on Ref. [48] from a Hydro3p1 and initial conditions were generated from the
Glissando program.
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Smooth initial conditions are possible to obtain by assuming, for example, the Gaus-
sian distribution of matter density (taking into account Lorentzian flattening), but also by
assuming a homogeneous distribution and creating a numerical grid by averaging many
UrQMD events. In the case of our simulation, this is an average of 100 events (Figure 5).

Nevertheless, the homogeneous initial is a certain simplification of the dynamics of
the heavy-ion collision. The developed program enables the study of initial conditions
fluctuations in the simulation process, and our application introduces the algorithm for
obtaining the freeze-out hypersurface.

Finally, we observe the initial conditions’ fluctuations in the figures showing the t(x)
hypersurface shape. Each generated hypersurface is different, which is visible in the figures
below. Figure 6 shows a comparison of the hypersurface from a single UrQMD event and
averaging over 10 UrQMD events.
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Figure 6. Shapes of the freeze-out hypersurface from the hydrodynamic simulations (Pb-Pb collisions
at
√

sNN = 2.76 TeV, 0–2% most central). Red solid line represents a result from our hydrodynamic
model on GPU using UrQMD model as an initial conditions generator. Left panel–averaging over 10
UrQMD events, right panel–single UrQMD event.

After obtaining the hypersurface from the hydrodynamic simulation, we generate
the particles using the particle generator [50]. This library is Cooper-Frye [35] sampler
for relativistic heavy-ion collisions, and code is in Python language, will return a list of
particles that allows preparing particle distributions.

For non-central collisions, triple differential invariant distribution of particles describe
the Fourier series:

E
d3N
dp3 =

1
2π

d2N
pTdpTdy

(
1 + 2

∞

∑
n=1

vn cos[n(φ−ΦR)]

)
=

=
1

2π

d2N
pTdpTdy

(v0 + 2v1 cos(φ−ΦR) + 2v2 cos[2(φ−ΦR)] + ...), (16)

where y is rapidity, pT is transverse momentum, φ is the azimuth angle of the particle
in the laboratory frame, ΦR is the so-called the azimuth angle of the reaction plane (RP)
in the laboratory frame (various for each collision), vn ≡ 〈cos[n(φ − ΦR)]〉 are Fourier
coefficients, v0 is isotropic flow, v1 is direct flow, and v2 is elliptic flow. In the mid-rapidity
region, the dominant effect is the elliptic flow v2. However, direct flow values v1 are
negligible. The flow that remains for the central collisions b = 0 is the radial flow v0.
The direct v1 and elliptic v2 flows and higher harmonics v3 − v5 in this case are negligible.
Elliptic flow v2 can measure a system’s collectivity on the non-central interactions of
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heavy ions, where asymmetry in coordinate space appears. Nevertheless, if there is no
initial spatial asymmetry, then the elliptic flow v2 is equal 0. If there is no collective
behavior (no interactions), the particles is emitted as a superposition of independent
sources. The particles move freely in all directions. Then, there is the isotropic azimuthal
angle distribution (v2 = 0) despite the interacting matter’s initial asymmetric shape. In
conditions of non-central collisions, the evolution of the collective state of matter increases
the pressure gradients towards the "in-plane" of the reaction plane, which increases the
value of the elliptic flow v2. The elliptic flow is indicative of momentum anisotropy in
the px py plane. Momentum anisotropy in px py plane is equivalent to the anisotropy of
azimuth angle.

φ = arctan
(

py

px

)
. (17)

The distribution of the azimuth angle with respect to the reaction plane shows in
Figure 7 is proportional to dN/dφ ∼ 1 + 2v2 cos(φ−ΦR). We assume that the reaction
plane angle ΦR is equal to zero. For the mid-rapidity region, the directed flow (v1) is
negligible. The amplitude of the azimuthal angle distribution increases with the decrease
of the impact parameter (~b), which determines the collisions’ centrality.

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 1.6

 1.8

-3 -2 -1  0  1  2  3

d
φ

/d
N

φ [rad]

0−2%

0−5%

30−40%

Figure 7. Distribution of the azimuth angle. Azimuth angle distribution as a result of the hydrody-
namic simulation on the GPU for 2000 UrQMD events. Green dashed line is 0–2%, blue dashed line
is 0–5%, and red solid line is 30–40% most central events.

The rise of elliptic flow v2 with an increase in transverse momentum pT we observe in
the simulations of the hydrodynamic Pb + Pb interactions at the energy of 2.76 TeV (Figure 8).
The simulations have been made for the three centrality classes 0–2%, 0–5%, 30–40% of the
most central collisions.

Based on the obtained results, we can conclude that our model follows the trend of
experimental results and other hydrodynamic models.
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Figure 8. Elliptic flow (v2) as a function transverse momentum pT . Green dashed line is 0–2%, blue
dashed line is 0–5%, and red solid line is 30–40% most central events (2000 events for each case).

4. Discussion

The hydrodynamic models in the pT <1.5–2 GeV/c area describe very well data
assuming that Quark-Gluon Plasma (QGP) is an ideal liquid. This type of assumption
is willingly used because it facilitates the description of interactions at the microscopic
(partonic) level. Hydrodynamic models describe a very strong effect of matter’s collective
behavior, which considers QGP as the most ideal liquid ever observed.

Suppose we want to use hydrodynamics as a signature of a collective state of matter,
where the results are comparable with the experimental data. In that case, we need to select
initial geometric energy density conditions that are asymmetric in the spatial system and
symmetrical in the momentum space. In hydrodynamic simulations, a transition from the
asymmetric initial conditions of energy density to symmetrical distribution in the final
stage of the simulation in coordinate space signalizes matter’s collective behavior.

There is also a transformation during the evolution of matter in the momentum space
from symmetrical condition to asymmetrical form, reflecting the presence of a collective
state of matter (Figure 4). The collectivity of the matter produced during the A + A collision
and the scaling of elliptic flow v2 by the number of constitutional quarks is treated as one
of the main signatures of QGP formation.

5. Conclusions

We have created a simulation chain that employs programs to generate initial condi-
tions (UrQMD). This program prepares initial conditions for hydrodynamic simulations,
marching hyper-cubes algorithm or Cornelius libraries support hypersurface generation,
and freeze-out library (particlization model–“frzout”) based on the Cooper-Frye method.
For testing purposes, we simulate the Pb + Pb interactions for the LHC energy of 2.76 GeV.
Our software will help in studying energy losses caused by the interaction of jets with bulk
matter and fluctuations of the initial conditions. The advantage of using the developed
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model is the simulation’s computational time because the program employs GPUs and use
in a Cartesian coordinate system. Our simulation procedure runs 2nd orders of magnitude
faster than CPU-based programs faster with the same computational parameters. Similar
gains have we observe with parallel implementation on GPU of hypersurface generation
(Table 1). The program allows simulating energy changes induced by jets in bulk matter
precisely using a highly resolved computational grid of up to 3003. The program may
become a tool for combining hard and soft physics processes with heavy-ion interactions.

The hypersurface generated by our program is similar to that generated by other
hydrodynamic codes (Figure 5). We observe an increased value of elliptic flow (v2) with a
decrease in the centrality of collisions which is as predicted by other hydrodynamic models
(Figure 8). The two methods were implemented for freeze-out hypersurface generation
of the same shape. However, it warrants further investigation whether the increased
complexity of the resulting surface generated by the marching cubes algorithm has any
significant negative impact on its quality or the execution time of freeze-out procedures.

In the future, we plan to perform a precise validation of the developed hydrodynamic
program by comparing the results of directed, elliptic, and higher harmonic flows to
experimental data and other hydrodynamic models.
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