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Abstract: We analyze a mathematical model of the effects of soil contamination by heavy metals,
which is expressed as systems of nonlinear ordinary differential equations (ODEs). The model is based
on the symmetry dynamics of heavy metals soil–plant interactions. We aim to study this symmetric
process and its long-term behavior, as well as to discuss the role of two crucial parameters, namely the
flux of the hydrogen protons to the soil in rainfall events W(t), and the available water for roots p(t).
We study the boundedness and positivity of the solution. Further, a parameter identification analysis
of the model is presented. Numerical experiments with synthetic and realistic data of honeybee
population are discussed.

Keywords: symmetry of the heavy metals soil–plant dynamics; existence of nonnegative solutions;
time-dependent parameter identification analysis
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1. Introduction

Heavy metal elements are inherently present in both soils and various liquids. How-
ever, the more concerning issue arises from heavy metal contamination, which is introduced
into the environment through human-induced activities. These activities include industrial
production processes, household waste, and other waste materials. When heavy metals are
present in the soil in elevated levels, they disrupt the balance of natural land ecosystems
due to their toxicity and inability to degrade. This is documented in several studies [1–4].

In soils contaminated with heavy metals, the growth of plants can be negatively af-
fected as they absorb these metals. Some species of plants have the capability to accumulate
significant quantities of heavy metals without apparent signs of damage. In a symmetric
way, this poses a potential threat to both wildlife and humans [1–3,5]. The uptake of heavy
metals by plants grown in polluted soils is a significant concern for human health, as these
metals can enter the food chain, leading to potential health risks [1–3,6].

The process of bioaccumulation of heavy metals is akin to a complex system, im-
pacting various physiological aspects including plant growth, lifespan, nutritional value,
biomass accumulation, and the transfer or movement of these metals within the organism.
The mathematical model introduced in this paper considers various influencing factors,
emphasizing the role of environmental elements in plant life. Such models play a pivotal
role in enhancing the sustainability of experimental research related to environmental and
ecological systems. They help in reducing expenses, shortening project timelines, and offer
insights into the bioaccumulation of pollutants in the environment and other areas.

Symmetry 2024, 16, 110. https://doi.org/10.3390/sym16010110 https://www.mdpi.com/journal/symmetry

https://doi.org/10.3390/sym16010110
https://doi.org/10.3390/sym16010110
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/symmetry
https://www.mdpi.com
https://orcid.org/0000-0003-4816-2837
https://orcid.org/0000-0001-9826-9603
https://orcid.org/0000-0003-0684-8574
https://doi.org/10.3390/sym16010110
https://www.mdpi.com/journal/symmetry
https://www.mdpi.com/article/10.3390/sym16010110?type=check_update&version=1


Symmetry 2024, 16, 110 2 of 15

Mathematical modeling has increasingly become a vital tool across numerous scientific
disciplines in recent years. With the escalating costs of experimental research, in a symmet-
ric way there has been a growing reliance on mathematical models as a more cost-effective
approach to advance research. This trend has been ongoing for several decades, occasion-
ally leading to forced attempts to fit real-world phenomena into theoretical frameworks,
resulting in some failures at certain levels of complexity. However, these models have
been effectively used to describe and optimize biological processes, like plant growth and
development. They are also employed in simulating intricate environmental processes,
such as bioremediation.

Numerical simulation techniques and statistical modeling employ advanced tools
capable of creating highly complex mathematical models. Nevertheless, these models
require a degree of experimental validation before they can be effectively utilized. The
complexity inherent in these models often necessitates costly and elaborate experiments for
their validation and further development.

In the realm of biomathematics, the mathematical modeling of biological materials
often seeks to enhance or optimize various processes by utilizing economic parameters
as key performance indicators. This approach primarily aids in the management of these
processes, which can, in turn, partially fund scientific research. From this perspective,
practices like plant cultivation or animal husbandry typically terminate the life cycle
of these biological entities at an age deemed most suitable for harvest. However, the
continuation of life in plants and animals beyond this predetermined age, and the effects of
aging on them, have seldom been a subject of extensive study.

This background underlines our efforts to develop a mathematical model for the
bioaccumulation of heavy metals in plants, and to utilize this model in the development
and refinement of phytoremediation techniques. The accumulation of heavy metals in
plants (and animals) has become increasingly prevalent in the post-industrial world. Biore-
mediation, a field that has evolved through research in biology and environmental science,
has emerged as one of humanity’s solutions to mitigate the environmental damage caused
by industrial activities.

The purpose of mathematical modeling in this context is to identify the underlying
mechanisms of heavy metal bioaccumulation and to explore strategies to either limit
or enhance the processes of bioaccumulation and bioremediation conducted by plants
in contaminated soils. Researchers are actively searching for methods, techniques, or
resources that could boost the efficiency of heavy metal absorption from polluted soils
through phytoremediation. They aim to maximize the use of these plants, whose ability
to absorb heavy metals, depending on the species of plants and the types of metals, may
surpass known maximum absorption capacities.

As stated before, the increased application of mathematical models has become a vital
tool for understanding complex systems. These models can enhance the significance of
experimental research, streamline development processes, lower costs, and provide deeper
insight into the inner workings of the system. The growing reliance on modeling has
led to numerous advancements but also some setbacks. Given the inherent complexity
of reality, the models designed to represent it have also become sophisticated. However,
complexity in a model does not automatically guarantee accuracy, particularly if it lacks
proper calibration. It is important to note that the more complex a model is, the more
elaborate and sometimes impractical its calibration process may become. Therefore, a
balance needs to be struck between the model’s complexity and its practical robustness in a
symmetric form.

Despite numerous experimental studies conducted to investigate the harmful effects
of heavy metal accumulation in plants, there has been relatively little focus on developing
mathematically-based models that can broadly correlate the concentration of heavy metals
in soil’s liquid phase with the levels found in plants. In this study, we have adopted a
model that delineates this relationship and have corroborated it using experimental results
that have been recently published.
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In [2], a mathematical model is introduced that effectively simulates the relationship
between soil temperature and the concentration of Zinc (Zn), along with its subsequent
bioaccumulation in lettuce (Lactuca sativa L.). This model also examines the response
of lettuce to Zn contamination. The core findings of this paper include three distinct
mathematical models, all founded on systems of ordinary differential equations, and their
validation through comparison with existing data.

Honey bees, known for their wide-ranging foraging habits, are capable of gathering
contaminants from their environment, as detailed in various studies [7–12]. As they collect
plant materials like nectar, pollen, and propolis and bring them back to their hives, they
inadvertently accumulate substantial amounts of toxic contaminants. The paper discusses
specific instances of metal concentrations, such as cadmium, copper, lead, and selenium,
found in bee products across the globe [7,8,11–13].

Furthermore, the article delves into the numerical modeling and analysis of the trans-
fer of aluminum in rape, a primary food source for honey bees, providing tangible results.
It also emphasizes the importance of studying the reaction kinetics of honey bee popula-
tions as a critical phase in modeling the dynamics of honey bee behavior within the hive.
This comprehensive approach aids in better understanding the intricate interactions and
responses of honey bees to environmental contaminants, particularly within the context of
their hive behavior.

In our paper [14], we have discussed the heavy metals soil–plant transfer, while our
focus was the concentration of lead in the soil and its bioaccumulation in rape and sunflower.
We have presented an analysis to recover five constant parameters in the fundamental
model - upon finite time measurements of the metal concentrations.

In the present work we are focused on the recovery of the rate W(t) at which the
hydrogen protons are introduced to the soil during rainfall events and the amount of water
p(t) accessible to plant roots. The rest of the paper is organized as follows. In Section 2, we
introduce the mathematical model. Section 3 presents main analytical results, concerning
the model solution. The time-dependent coefficient inverse problem is formulated and
solved in Section 4. The numerical simulations are presented in Section 5, while the last
section concludes the paper.

2. Model Development

Initially, the focus of study was on forest decline due to concerns about its potential
for sudden and significant collapse, both in scale and impact. However, recent research
suggests that the same model used for trees could be applicable to non-arboreal plants
like lettuce and rape (Brassica napus). This approach conceptualizes plants as a series of
somewhat independent, repeating units, including branches, leaves, and flowers. This
framework allows for modeling the interaction of these plants with contaminants in a
manner akin to that of trees.

Central to this model is the general reaction that underpins the transfer of any heavy
metal (Me) into plants, particularly addressing how these metals maintain their mobility in
soils with standard pH levels. The reaction can be represented by the following symmetric
chemical equation (please see [3]):

Me(OH)n + nH+ ←→Men+ + nH2O,

where n denotes the ion charge of the metal.
This equation crucially illustrates the balance and the symmetry between heavy

metal hydroxides and their corresponding ionic forms in the presence of hydrogen ions,
a key process in understanding the bioavailability of heavy metals to plants in various
soil conditions.

As described earlier, we adopt the general mathematical model, initially suggested
by [3]:

dT
dt

= T
(
h(T)− µ(S)

)
, (1)
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dS
dt

= αA− h(T)S, (2)

dA
dt

= φH − βA− α

p(t)
AT, (3)

dH
dt

= −1
9

φH − βH +
W(t)
p(t)

, (4)

where
T is the biomass of plant (kg/m2),
S is the concentration of Men+ in plant (mg/kg),
A is the concentration of Men+ in the soil (mg/L),
H is the concentration of H+ in the soil solution (mg/L), respectively [14].
In the model (1)–(6), the variable t represents time (in years), while W(t) denotes

the rate at which protons are introduced to the soil during rainfall events, expressed in
milligrams per square meter per year (mg/(m2·year)). The parameter p(t) signifies the
amount of water accessible to plant roots, measured in millimeters (mm). The coefficients α,
β, and φ correspond to the rates of absorption (in liters per kilogram per year, L/(kg·year)),
leakage (per year, 1/year), and reaction (per year, 1/year), respectively.

The function h(T) is utilized to model the net growth of biomass, while µ(S) represents
the function that accounts for plant mortality or metabolic inefficiency caused by the
concentration of Men+ within the plants.

The initial version of the model (1)–(6) primarily dealt with the detrimental impact
of aluminum ions, which become more active when soil pH drops below 4.2, as indicated
in [3]. Within the range typically referred to as the aluminum buffer zone, the predominant
reaction (as a special case) is expressed as follows:

Al(OH)3 + 3H+ ←→ Al3+ + 3H2O.

Following the principles of chemical kinetics, Equations (3) (excluding the third term)
and (4) are derived directly. The denominator of the coefficient 1/9 in these equations is
attributed to the atomic weight of aluminum, which is 27 atomic mass units (u), divided by
the aluminum ion charge, which is 3.

Equation (1) is formulated considering the net primary production per unit of biomass,
reduced by the mortality rate of the plant, µ, which is typically considered constant when
excluding the effects of acidification. However, when accounting for the toxicity of alu-
minum, µ(S) exhibits a sharp increase once S, the concentration of aluminum, surpasses a
specific threshold.

Subsequently, the soil submodel incorporates the concentration of aluminum S that
is immobilized within the tree biomass. The behavior of this compartment is detailed
in (2), where α symbolizes the uptake rate of aluminum per unit biomass. Naturally, this
necessitates a revision of the aluminum balance in the soil. In Equation (3), an additional
term is introduced to account for the aluminum absorption by trees.

The model (1)–(6) suggests that plant growth net rate, under the assumption that it
escalates with T, is defined in the study [3] by the function

h(T) =
a

1 + bT
, (5)

where the coefficients a > 0 (1/year) and b > 0 (m2/kg) are fixed constants. Moreover, a
bimodal growth function is proposed in [6] as

h(T) = r
(

1− T
k

)
,

with r representing the growth rate and k the carrying capacity.
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In the study [3], the formula for metabolic inefficiency or potential mortality is ex-
pressed as

µ(S) =
c− f S
e− S

, (6)

where c > 0 (1/year), e > 0 (mg/kg), f > 0 (1/year), and S ∈ [0, e]. The critical survival
threshold is at S = e. It is important to note that plants cannot endure up to S = e unless
µ(S) = 0 until that point. This would imply that plants are completely unaffected by any
concentration below e, a scenario that is not typically observed in reality.

Hereinafter, we use (5) and (6) in our study.

3. Mathematical Analysis

In this section we show that model (1)–(4) is mathematically and physically well-posed
in a bounded domain R4

+.

Theorem 1. If the initial data (T(0), S(0), A(0), H(0)) ∈ R4
+, then the solution (T(t), S(t), A(t),

H(t)) of the system (1)–(4) are non-negative for all t ≥ 0 , while T(t), S(t), A(t), H(t) and
W(t)
p(t)

are bounded on each finite interval [0, t f ] . Moreover, the feasible compact is given by

Ω = {(T, S, A, H) ∈ R4
+ : 0 < T ≤ Tmax, 0 < S ≤ Smax, 0 < A ≤ Amax, 0 < H ≤ Hmax},

where Tmax = max
t∈[0,t f ]

T(t) and Smax, Amax and Hmax are defined accordingly.

Proof. From the fourth Equation (4), we have

H(t) = exp
(
− F(t)

)(
H(0) +

∫ t

0
exp

(
F(τ)

)W(τ)

p(τ)
dτ

)
, F(t) =

(
1
9

φ + β

)
t.

Therefore, H(t) ≤ Hmax.
The key of this study is the first Equation (1). First, let us note the cases behaviour of

function µ(S). From (6), we have

µ′(S) =
dµ

dS
=

c− f e
(e− S)2 ,

which leads to the cases

1. µ′(S) = 0 when d = f , where d := c
e ,

2. µ′(S) < 0 when d < f ,
3. µ′(S) > 0 when d > f .

In case 1, we have µ(S) = d and then

dT
dt

= T
(
h(T)− d

)
= T

(
a

1 + bT
− d
)
≥ −dT,⇒ T(t) ≥ T(0)e−dt > 0.

Next,
dT
dt
≤ T

(
a

1 + bT(0)
e−dt − d

)
.

Hence,

T(t) ≤ T(0)

(
edt + bT(0)
1 + bT(0)

)1/d

e−dt.

Note that T(t) is bounded for all t ≥ 0 if d ≥ 1, otherwise it is bounded on a finite
interval (0, t f ).
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In case 2, we have f ≤ µ(S) ≤ d and then

dT
dt

= T
(
h(T)− d

)
≥ T

(
a

1 + bT
− d
)
⇒ T(0)e−dt > 0.

Next,
dT
dt
≤ T

(
a

1 + bT
− f

)
and then

T(t) ≤ T(0)

(
edt + bT(0)
1 + bT(0)

)1/d

e− f t = Tmax.

Therefore, since f < d, T(t) is bounded on each finite interval (0, t f ).
In case 3 the situation is similar, we can confirm that T(t) is bounded on a finite

interval (0, t f ) and T(t) > 0.
Further, solving the Equation (3), we get

A(t) = exp
(
−β− α

P(t)
T(t)

)(
A(0) + φ

∫ t

0
exp

(
β +

α

P(τ)
T(τ)

)
H(τ)dτ

)
> 0.

Then

A(t) ≤ A(0) + φ
∫ t

0
H(τ)dτ = Amax,

which implies that A(t) is bounded for all t f ∈ (0, ∞).
Finally, from Equation (2), we find

S(t) = exp
(
− hT(t)

)(
S(0) + α

∫ t

0
exp

(
hT(τ)

)
A(τ)dτ

)
> 0.

Using the above established properties for the functions T(t)andA(t), one could obtain

S(t) ≤ S(0) + α
∫ t

0
A(τ)dτ = Smax,

which implies the boundedness of S(t) for all t f ∈ (0, ∞).

4. Parameter Identification
4.1. Formulation of the Inverse Problem

The mathematical functions T(t), S(t), A(t), and H(t) comply with what is known as
the direct problem when the values of the functions W and p are predetermined. However,
in practical scenarios, these functions W and p are typically unknown, as they cannot be
directly measured, and thus require determination [14]. Once we accurately estimate these
values, the model (1)–(4) becomes applicable for further analysis and predictions.

The primary challenge lies in identifying the correct values for the time-dependent
parameter set ppp ≡ {W, p} in relation to the soil–plant transfer processes. This is especially
relevant when the measurable system functions are available at certain time intervals,
expressed as

S(tk; ppp) = Xk, k = 1, . . . , KS,
A(tk; ppp) = Yk, k = 1, . . . , KA,
H(tk; ppp) = Zk, k = 1, . . . , KH .

(7)

This process of deducing the parameter ppp is termed an inverse modeling problem. It
involves the fine-tuning of a mathematical model’s parameters to align with the empirical
data observed.

The data points specified in (7) are referred to as point observations. The task of deter-
mining the parameter values generally involves minimizing a functional, represented as
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J = J(ppp) =
KS

∑
k=1

[
S
(
tk; ppp(t)

)
− Xk

]2
+

KA

∑
k=1

[
A
(
tk; ppp(t)

)
−Yk

]2
+

KH

∑
k=1

[
H
(
tk; ppp(t)

)
− Zk

]2, t ∈ [t0, tK].

In this minimization process, the objective is to adjust the model such that it most
accurately reflects the observed data, thus enhancing the model’s predictive and analytical
accuracy for the specific infection being studied.

4.2. Numerical Solution to the Inverse Problem

In this subsection, we delve into the computational algorithm designed for the numer-
ical resolution of inverse problems as defined by (1)–(4), (7) in a detailed manner.

For temporal reference points, we adopt distinct notations. The time mesh, denoted as
ωinv
△t and described in (8), is illustrated in Figure 1.

ωinv
△t = {t∗0 = T∗0 , t∗j = j△t, t∗J = T∗K} for j = 1, . . . , J − 1. (8)

T0 T1 T2 T3 T4=TK

t

Δt6 Δtj+3

t*1 t* t*2 3 9

*

t* t* t* t* t* t* t* t* t*4 5 6 7 8 j j+1 J0t*

* * * * *

Figure 1. The mesh ωinv
△t for K = 4.

Here, t∗j represents each specific time point where the values of the system functions S,
A and H are ascertainable. In the real world, the time instances, at which data is collected,
are not standardized. However, the probes are expensive and measuring is performed
as rarely as possible. The proposed algorithm could work with scarce data, as we will
demonstrate later. For computational convenience, it is beneficial for the observation points
to align with the discretization nodes. If this is not a case, it is not a problem—then, a
simple interpolation might be of help. However, we have the flexibility to choose a mesh
as fine as needed, as our algorithm does not necessitate data at every single node (the
observation points form a subset of these discrete time nodes).

The algorithm we propose is designed to reconstruct the unknown dynamic param-
eters as piecewise linear functions over time in a symmetric form. This reconstruction is
carried out progressively. Iterating over the measurements t∗j would result in functions
with smooth undulations but at a significant computational expense. Conversely, using
minimal measurements, like one or two points, quickly leads to a mere linear representation.
Therefore, we strike a balance between the accuracy of the fit and computational efficiency.

For this purpose, we introduce ‘main’ observations, labeled T∗k , as shown in (8) and
Figure 1. In practical terms, it is advantageous to space these main observations at intervals
of two to four weeks. For the sake of clarity in this explanation, we assume a constant time
step△t and equal values for KS, KA and KH , denoted as K.

In the context of observation definition (7), the indices k = 1, . . . , K correspond to the
indices j = 1, . . . , J in the following manner:

T∗k ≡ t∗mk
for k = 1, . . . , K,

where the numbers mk, k = 1, . . . , K is a subset of j = 1, . . . , J.
This correspondence in a symmetric manner ensures that the primary observations

are effectively integrated into the algorithm, enabling a more efficient and accurate recon-
struction of the dynamic parameters.

Earlier, we described the process of stepwise recovery of the unknown parameters
W(t) and p(t), using k as an iterator. At each iteration k, information available up to
T∗k is utilized. There are many methods for parameter identification; see, e.g., [15,16].
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The minimization procedure is of least-square type [17,18]. The computational algorithm
unfolds as follows:

Step 1.1: Begin by minimizing the cost function:

J1(W, p) =
m1

∑
k=m0+1

[
S
(
tk; W(t), p(t)

)
− Xk

]2
+
[
A
(
tk; W(t), p(t)

)
−Yk

]2
+

[
H
(
tk; W(t), p(t)

)
− Zk

]2, t ∈ [T∗0 , T∗1 ].

At this juncture, (W1, p1) represents the optimal values that minimize J1. It is presumed
here that the parameter functions remain constant in the interval [T∗0 , T∗1 ] to avoid the
ambiguity associated with a local minimum that might arise if a linear function were
employed. The algorithm is structured as a predictor–corrector type, meaning that the
eventual coefficient values in [T∗0 , T∗1 ] will be expressed as linear functions of time, an
outcome to be realized in the subsequent step.

Step 1.2: The current parameter values are set as follows:

W(1)(t) = W1 for t ∈ [T∗0 , T∗1 ],
p(1)(t) = p1 for t ∈ [T∗0 , T∗1 ].

Step 2.1: The next phase involves minimizing another cost function:

J2(W, p) =
m2

∑
k=m0+1

[
S
(
tk; W(t), p(t)

)
− Xk

]2
+
[
A
(
tk; W(t), p(t)

)
−Yk

]2
+

[
H
(
tk; W(t), p(t)

)
− Zk

]2, t ∈ [T∗0 , T∗2 ].

This progression of steps is designed to refine the parameter estimation, ensuring
a more accurate representation and understanding of the system dynamics. The algo-
rithm’s iterative nature allows for continuous improvement of parameter accuracy over
successive steps.

In case the optimal values minimizing J2 are identified as (W2, p2), we then presume
these parameters to exhibit linear behavior within the interval [T∗0 , T∗2 ]. To construct these
linear functions, specific rules are employed: W(2)(T1/2) is set to W1 and W(2)(T∗2 ) to W2,
where Tj+1/2 is defined as the midpoint between T∗j and T∗j+1 for j = 0, . . . , J − 1. Similar

rules are applied to p(2). More precisely, to calculate these with W ↔ p symmetry, we use

aW
2 =

W2 −W1

T∗2 − T1/2

, ap
2 =

p2 − p1

T∗2 − T1/2

,

bW
2 = −T∗2 aW

2 + W2, bp
2 = −T∗2 ap

2 + p2.

It is important to note that the adjustments made in this step impact the entire interval
[T∗0 , T∗1 ] from the first step.

Step 2.2: The parameters derived at this stage are defined as

W(2)(t) = aW
2 t + bW

2 for t ∈ [T∗0 , T∗2 ],
p(2)(t) = ap

2 t + bp
2 for t ∈ [T∗0 , T∗2 ].

The following is then iteratively applied from k = 3 to k = K.
Step k.1: The following step involves minimizing the cost functional:

Jk(W, p) =
mk

∑
k=mk−3/2

[
S
(
tk; W(t), p(t)

)
− Xk

]2
+
[
A
(
tk; W(t), p(t)

)
−Yk

]2
+

[
H
(
tk; W(t), p(t)

)
− Zk

]2, t ∈ [Tk−3/2, T∗k ],
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where mk−3/2 is chosen so that t∗mk−3/2
is the nearest observation point to Tk−3/2.

If the minimum values of Jk are (Wk, pk), we again assume linear behavior for these co-
efficients in the interval [Tk−3/2, T∗k ]. The rules dictate that W(k)(Tk−3/2) equals W(k−1)(Tk−3/2)

and W(k)(T∗k ) equals Wk, and this applies equally to p(k).
The calculation of the coefficients for each step involves the following equations with

W ↔ p symmetry:

aW
k =

Wk −W(k−1)(Tk−3/2)

T∗k − Tk−3/2

, ap
k =

pk − p(k−1)(Tk−3/2)

T∗k − Tk−3/2

,

bW
k = −T∗k aW

k + Wk, bp
k = −T∗k ap

k + pk.

In this stage, the corrective aspect of the process impacts primarily the most recent
half-step interval [Tk−3/2, T∗k−1].

Step k.2: The parameters ascertained at this stage are defined as follows:

W(k)(t) = aW
k t + bW

k for t ∈ [Tk−3/2, T∗k ],
p(k)(t) = ap

k t + bp
k for t ∈ [Tk−3/2, T∗k ].

The final output of the algorithm is synthesized in the following manner with W ↔ p
symmetry.

Step (K+1): The final computation is carried out as

W(t) =


W(2)(t) for t ∈ [T∗0 , T3/2],
W(k)(t) for t ∈ [Tk−3/2, Tk−1/2] for 2 < k < K,
W(K)(t) for t ∈ [TK−3/2, T∗K],

p(t) =


p(2)(t) for t ∈ [T∗0 , T3/2],
p(k)(t) for t ∈ [Tk−3/2, Tk−1/2] for 2 < k < K,
p(K)(t) for t ∈ [TK−3/2, T∗K].

This results in the reconstruction of the parameters as time-variant piecewise linear
functions within the interval [T∗0 , T∗K].

At every iterative step, the nonlinear estimators are short vectors whose length is
contingent on the number of parameters being recovered (in this case, there are two).
This compactness contributes to the algorithm’s rapid convergence. The efficiency and
applicability of this method in processing real data will be demonstrated subsequently.

5. Computational Simulations

In this section, we focus on extensive numerical simulations to showcase the effective-
ness of the algorithm we have proposed.

The experimental procedure is structured in several steps. Initially, we fabricate values
for W(t) and p(t) and utilize these to address the direct problem, as defined in (1)–(4). We
then generate what we term quasi-real measurements, as outlined in (7), derived from the
solutions of the direct problem. In the following phase, these quasi-real measurements
are fed into the process for solving the inverse problem. The outcome of this algorithm is
represented by the inferred values of W(t) and p(t), which can then be contrasted with the
original values used in solving the direct problem.

To evaluate the algorithm’s efficiency, we propose re-solving the direct problem, this
time using the ‘implied’ parameters. The next step involves comparing the ‘real’ data values
of S(t), A(t) and H(t) against the solutions derived from these ‘implied’ functions. For a
comprehensive assessment of the algorithm’s performance, we employ ‘goodness-of-fit’
metrics, which will be detailed later. This rigorous evaluation will not only validate the
algorithm’s accuracy but also its applicability in practical scenarios, ensuring that it can
reliably be used in real-world contexts where precise modeling of such dynamics is crucial.
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We commence with the direct problem (1)–(4). The nodes of the mesh ωinv
△t are equidis-

tantly distributed with constant step size 0.005, and the ‘main’ observations are separated
by approximately five weeks, i.e., we need to probe the functions less than once a month.
For the initial conditions, we assume the seed mass to start at T0 = 0.00009 kg/m2 and
an initial concentration of aluminium ions in the plant S0 = 0 mg/kg. The concentration
of Al3+ ions in the soil is considered to be A0 = 615 mg/L, while the concentration of H+

ions in the soil solution is set at H0 = 0.001 mg/L.
Regarding the model parameters, the absorption coefficient is established at

α = 0.55 L/(kg·year), while the leakage coefficient is β = 0.44 year−1, and the reaction coef-
ficient is chosen as φ = 100 year−1. The rate of proton flux to the soil, W(t), is maintained at
a constant value of W = 0.005 mg/(m2·year). The available water for roots is defined by a
periodic function that reflects seasonal variation, expressed as p(t) = 7 cos(3tπ) + 10 mm.

The constants of the model, which dictate the net growth of plant biomass (h(T))
and the metabolic inefficiency function (µ(S)), are set as follows: a = 10 year−1 for the
growth rate, b = 1 m2/kg for the biomass coefficient, c = 25 year−1 for the metabolic
rate, e = 500 mg/kg as the critical concentration threshold, and f = 10−12 year−1 for the
inefficiency factor. These parameters are crucial in modeling the dynamics of plant growth
and their interaction with the heavy metal contaminants in the soil, providing a detailed
simulation of the environmental processes at play.

The results are given on Figure 2.
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Figure 2. Plant–soil interaction dynamics with quasi-real data.

Further, we proceed with the inverse problem (1)–(4), (7). As discussed, we assume
that the parameters ppp ≡ {W(t), p(t)} are unknown, and aim to reconstruct them in a
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piecewise-linear manner. The first test is performed with exact, i.e., non-perturbed, obser-
vations. The results are given in Figures 3 and 4.

Reconstruction of the Parameter Functions
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Figure 3. Reconstructed parameters W(t) and p(t).
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Figure 4. Implied plant–soil interaction dynamics.
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A satisfactory fit is observed, and consequently the real and implied system functions
match as well. To quantify the latter, we introduce the residual norm

R
(
W(t), p(t)

)
=
∥∥S
(
W(t), p(t)

)
− X

∥∥
2 +

∥∥A
(
W(t), p(t)

)
−Y

∥∥
2 +

∥∥H
(
W(t), p(t)

)
− Z

∥∥
2. (9)

For this case, R
(
W(t), p(t)

)
= 0.2326.

Moving forward, our focus shifts to experiments involving observations that have
been intentionally perturbed. In the real world, measurement devices inevitably possess
some degree of instrumental error. Therefore, conducting tests with measurements
that include noise is not only relevant but also essential for practical applications. To
simulate this, we introduce Gaussian noise to the observations as described in (7). When
we refer to m% noise, it implies that the relative error in these altered observations is
confined within m% of the actual value, with a confidence level of 95%. This approach
aims to mimic the uncertainties and inaccuracies commonly encountered in actual data-
collection processes, thereby enhancing the robustness and reliability of our testing
framework. By incorporating this level of noise, we can more accurately assess the
effectiveness of our methods in real-world conditions, where perfect data are seldom
available.

We proceed with a noise level as high as m = 4% to demonstrate the robustness of the
algorithm. The results are plotted on Figures 5 and 6.
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Figure 5. Reconstructed parameters W(t) and p(t) with perturbed measurements.

Although the recovered parameters are more distant than the real ones, the reconstruc-
tion is still acceptable. The level of the residual is R

(
W(t), p(t)

)
= 0.2382.
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Figure 6. Implied plant–soil interaction dynamics with perturbed measurements.

6. Conclusions

In recent decades, the issue of heavy metal contamination has become increasingly
prevalent. Substantial research efforts have been directed towards finding solutions, no-
tably through the modeling of heavy metal dynamics in soil–plant interactions. The model
presented here is a culmination of years of research and is fundamental to our understand-
ing of this issue. It has been corroborated by numerous experimental studies, providing a
comprehensive understanding of how plants interact with heavy metals.

The impact of heavy metals on plant growth varies significantly based on different
soil types, plant species, and metal types. This research primarily focuses on presenting
a comprehensive algorithm for reconstructing parameters that vary over time. This is
achieved through a predictor–corrector methodology, which stands out for its speed,
robustness, and ability to handle actual data effectively. The algorithm introduced in this
study enables the reconstruction of proton flow in the soil during rainfall and the available
water to plant roots as functions of time. This is crucial for understanding the vulnerability
of specific ecosystems to various metal pollutants. The reconstructed data are instrumental
in assessing the risk of contaminants transferring to honey and other elements of the food
chain. Furthermore, this model helps to determine if pollution levels have reached critical
thresholds where catastrophic ecological decline becomes inevitable. The insights gained
from this approach are invaluable for further investigations into the complex dynamics of
these interactions and will significantly contribute to strategies aimed at mitigating and
preventing large-scale ecological disasters.

Building on this research and utilizing experimental data, our future objective is
to develop models for lead accumulation. The potential effects of bioaccumulation in
plants are particularly relevant for honey bee nutrition. Specifically, we aim to apply the
findings of this study to model the concentration of lead in the soil and its subsequent
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bioaccumulation in crops like rape and sunflower. This will also include an analysis of how
these plants respond to varying levels of lead concentration. This research is pivotal for
understanding and mitigating the impacts of heavy metal pollution on crucial pollinators
like honey bees and the broader ecological systems they support.

The methodology outlined here is not confined to the context of soil–plant interactions.
In fact, the calibration of inverse problems is a common challenge across numerous fields,
often presenting more complexity and bearing greater significance than the direct problems
from which they are derived. The computational techniques developed can be employed
in the fitting and analysis of a broad spectrum of dynamic systems, encompassing both
natural phenomena and human-induced activities.

These numerical algorithms, when validated with real-world data, have the potential
for widespread application across various scientific disciplines. Their versatility and
adaptability make them suitable for a range of scenarios, from environmental studies
to engineering applications, and even in complex fields like epidemiology or climate
modeling. The adaptability and efficacy of these methods in practical scenarios underscore
their importance and utility in advancing scientific understanding and problem-solving
across a multitude of domains.
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