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Abstract: Basener and Ross (2005) proposed a mathematical model that describes the
dynamics of growth and sudden decrease in the population of Easter Island. We have applied
Lie group analysis to this system and found that it can be integrated by quadrature if the
involved parameters satisfy certain relationships. We have also discerned hidden linearity.
Moreover, we have determined a Jacobi last multiplier and, consequently, a Lagrangian for
the general system and have found other cases independently and dependently on symmetry
considerations in order to construct a corresponding variational problem, thus enabling us to
find conservation laws by means of Noether’s theorem. A comparison with the qualitative
analysis given by Basener and Ross is provided.
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1. Introduction

Lie group analysis has been applied in a multitude of physics problems for more than a century, but
rarely in biology, maybe because the ordinary differential equations studied in these fields are generally
of first order, in contrast with those in physics, which are usually of second order. Yet, when Lie group
analysis is successfully applied to biology models, then several instances of integrability, even linearity,
are found, which lead to the general solution of the model [1–6].
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In [7], a mathematical model that describes the dynamics of growth and sudden decrease in the
population of Easter Island was proposed. The model is a nonlinear system of two first-order ordinary
differential equations, i.e.,

ẇ1 = cw1

(
1− w1

K

)
− hw2, (1)

ẇ2 = aw2

(
1− w2

w1

)
, (2)

where w1 is the amount of resources, R in the original notation, w2 that of population, P in the original
notation, c is the growth rate of the resources, K the carrying capacity, h the harvesting constant and a
the growth rate of the population. More details on the construction of this model can be found in [7],
where numerical solutions of system (1)–(2) were given and a qualitative analysis of the general behavior
of solutions both in finite and infinite time was presented.

In this paper, we apply Lie group analysis to an equivalent second-order equation that can be easily
derived from system (1)–(2) and find that it can either be integrated by quadrature or reduced to a
linear equation if the involved parameters satisfy certain relationships. We also determine a Jacobi
last multiplier for system (1)–(2) in order to construct the corresponding Lagrangians (i.e., variational
problems) for both system (1)–(2), and the equivalent second-order equation [8]. We find other
Jacobi last multipliers and, consequently, Lagrangians independently and dependently on symmetry
considerations. Then, we apply Noether’s theorem [9] in order to find conservation laws. Finally, we
compare our results to the qualitative analysis in [7].

2. Jacobi Last Multiplier and Its Properties

In this section, we recall the definition and properties of the Jacobi last multiplier, its connection to
Lie symmetries and to Lagrangians (namely, calculus of variations).

The method of the Jacobi last multiplier [10,11] (an English translation of [11] is available in [12])
provides a means to determine all of the solutions of the partial differential equation:

Af =
n∑

i=1

ai(x1, . . . , xn)
∂f

∂xi
= 0 (3)

or its equivalent associated Lagrange’s system:

dx1
a1

=
dx2
a2

= . . . =
dxn
an

. (4)

In fact, if one knows the Jacobi last multiplier and all, but one of the solutions, namely n−2 solutions,
then the last solution can be obtained by a quadrature. The Jacobi last multiplier M is given by:

∂(f,ω1,ω2, . . . ,ωn−1)

∂(x1, x2, . . . , xn)
= MAf, (5)
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where

∂(f,ω1,ω2, . . . ,ωn−1)

∂(x1, x2, . . . , xn)
= det



∂f

∂x1
· · · ∂f

∂xn
∂ω1

∂x1

∂ω1

∂xn...
...

∂ωn−1

∂x1
· · · ∂ωn−1

∂xn


= 0 (6)

andω1, . . . ,ωn−1 are n− 1 solutions of (3) or, equivalently, first integrals of (4) independent of each
other. This means that M is a function of the variables (x1, . . . , xn) and depends on the chosen n − 1

solutions, in the sense that it varies as they vary. The essential properties of the Jacobi last multiplier are:

(a) If one selects a different set of n− 1 independent solutions η1, . . . ,ηn−1 of Equation (3), then the
corresponding last multiplier N is linked to M by the relationship:

N = M
∂(η1, . . . ,ηn−1)

∂(ω1, . . . ,ωn−1)
.

(b) Given a non-singular transformation of variables:

τ : (x1, x2, . . . , xn) −→ (x′1, x
′
2, . . . , x

′
n),

then the last multiplier M ′ of A′F = 0 is given by:

M ′ = M
∂(x1, x2, . . . , xn)

∂(x′1, x
′
2, . . . , x

′
n)
,

where M obviously comes from the n−1 solutions ofAF = 0, which correspond to those chosen
for A′F = 0 through the inverse transformation τ−1.

(c) One can prove that each multiplier M is a solution of the following linear partial
differential equation:

n∑
i=1

∂(Mai)

∂xi
= 0; (7)

and vice versa, every solution M of this equation is a Jacobi last multiplier.

(d) If one knows two Jacobi last multipliers M1 and M2 of Equation (3), then their ratio is a solution
ω of (3) or, equivalently, a first integral of (4). Naturally, the ratio may be quite trivial, namely
a constant; vice versa, the product of a multiplier M1 times any solution ω yields another last
multiplier M2 = M1ω.

Since the existence of a solution/first integral is consequent upon the existence of symmetry,
an alternative formulation in terms of symmetries was provided by Lie [13,14]. A clear treatment of
the formulation in terms of solutions/first integrals and symmetries is given by Bianchi [15]. If we know
n− 1 symmetries of (3)/(4), say:

Γi =
n∑

j=1

ξij(x1, . . . , xn)∂xj
, i = 1, n− 1, (8)
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a Jacobi last multiplier is given by M = ∆−1, provided that ∆ 6= 0, where:

∆ = det


a1 · · · an

ξ1,1 ξ1,n
...

...
ξn−1,1 · · · ξn−1,n

 . (9)

There is an obvious corollary to the results of the Jacobi mentioned above. In the case that there
exists a constant multiplier, the determinant is a first integral. This result is potentially very useful in the
search for first integrals of systems of ordinary differential equations. In particular, if each component
of the vector field of the equation of motion is missing, the variable associated with that component, i.e.,
∂ai/∂xi = 0, the last multiplier is a constant, and any other Jacobi last multiplier is a first integral.

Another property of the Jacobi last multiplier is its (almost forgotten) relationship with the
Lagrangian, L = L(t, x, ẋ), for any second-order equation:

ẍ = φ(t, x, ẋ), (10)

namely [11,16]:

M =
∂2L

∂ẋ2
, (11)

where M = M(t, x, ẋ) satisfies the following equation:

d

dt
(logM) +

∂φ

∂ẋ
= 0. (12)

Then, Equation (10) becomes the Euler–Lagrange equation:

− d

dt

(
∂L

∂ẋ

)
+
∂L

∂x
= 0. (13)

The proof is given by taking the derivative of (13) by ẋ and showing that this yields (12). If one knows
a Jacobi last multiplier, then L can be obtained by a double integration, i.e.:

L =

∫ (∫
M dẋ

)
dẋ+ `1(t, x)ẋ+ `2(t, x), (14)

where `1 and `2 are functions of t and x, which have to satisfy a single partial differential equation related
to (10) [17]. As was shown in [17], `1, `2 are related to the gauge function F = F (t, x). In fact, we
may assume:

`1 =
∂F

∂x

`2 =
∂F

∂t
+ `3(t, x) (15)

where `3 has to satisfy the mentioned partial differential equation and F is obviously arbitrary.
In [18], it was shown that a system of two first-order ordinary differential equations:

u̇1 = φ1(t, u1, u2)

u̇2 = φ2(t, u1, u2) (16)
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always admits a linear Lagrangian of the form:

L = U1(t, u1, u2)u̇1 + U2(t, u1, u2)u̇2 − V (t, u1, u2). (17)

The key is a function W , such that:

W = −∂U1

∂u2
=
∂U2

∂u1
(18)

and
d

dt
(logW ) +

∂φ1

∂u1
+
∂φ2

∂u2
= 0. (19)

It is obvious that Equation (19) is Equation (7) of the Jacobi last multiplier for system (16), as it was
point out in [8]. Therefore, once a Jacobi last multiplier M(t, u1, u2) has been found, then a Lagrangian
of system (16) can be obtained by two integrations, i.e.,

L =

(∫
M du1

)
u̇2 −

(∫
M du2

)
u̇1 + g(t, u1, u2) +

d

dt
G(t, u1, u2), (20)

where g(t, u1, u2) satisfies two linear differential equations of first order that can be always integrated
and G(t, u1, u2) is the arbitrary gauge function that should be taken into consideration in order to apply
correctly Noether’s theorem [9]. If a Noether symmetry:

Γ = ξ(t, u1, u2)∂t + η1(t, u1, u2)∂u1 + η2(t, u1, u2)∂u2 (21)

exists for the Lagrangian L in (20), then a first integral of system (16) is:

− ξL− ∂L

∂u̇1
(η1 − ξu̇1)−

∂L

∂u̇2
(η2 − ξu̇2) +G(t, u1, u2). (22)

We underline that u̇1 and u̇2 always disappear from the expression of the first integral (22) thanks to
the linearity of the Lagrangian (20) and formula (20).

3. Lie Symmetries of System (1)–(2)

It is well known to practitioners of Lie group analysis that a first-order system of ordinary differential
equations admits an infinite-dimensional Lie symmetry algebra; e.g., see [19]. Lie’s theory allows us to
integrate system (1)–(2) by quadrature, if we find at least a two-dimensional Lie algebra. In order to find
it, we derive w1 from (2), i.e.,

w1 = − aw2
2

ẇ2 − aw2

. (23)

Consequently we obtain a second-order ordinary differential equation (ODE) in u ≡ w2,

ü =
(2a− h)u̇2

au
− (a+ c− 2h)u̇− ac

K
u2 + a(c− h)u. (24)

and search for its Lie symmetry algebra. An operator Γ:

Γ = V (t, u)∂t +G(t, u)∂u (25)
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is said to generate a Lie point symmetry group of an equation of second-order, e.g.,

ü = F (t, u, u̇), (26)

if its second prolongation:

Γ
2

= Γ +

(
dG

dt
− u̇dV

dt

)
∂u̇ +

[
d

dt

(
dG

dt
− u̇dV

dt

)
− üdV

dt

]
∂ü

applied to (26), on its solutions, is identically equal to zero, i.e.:

Γ
2
(26)

∣∣∣
(26)

= 0. (27)

A trivial Lie point symmetry of system (1)–(2) and also of Equation (24) is translation in time, i.e.,

∂t. (28)

Using ad hoc REDUCE interactive programs [20], we find that Equation (24) admits at least
another symmetry in two cases. Of course, any of those symmetries corresponds to a symmetry of
system (1)–(2), as we show below.

Case (A)

If the following relationship among the parameters h, a and c is satisfied (condition 3a− 2c = 0 does
not yield a second Lie symmetry of Equation (24)):

h =
a(2a− c)
3a− 2c

, (29)

then Equation (24) admits a two-dimensional Lie symmetry algebra generated by (if a = c, then (29)
implies that h = c; this is a particular example of Case (A), and we discuss it in Remark 3 of Section 4):

Γ1 = ∂t, Γ2 = exp((a− c)t) (∂t − 2(a− c)u∂u) . (30)

This Lie symmetry algebra is non-Abelian and transitive, i.e., of Type III in Lie’s classification
of two-dimensional algebras in the real plane [14] (this classification can also be found in Bianchi’s
book [15] and in modern textbooks, e.g., [21]). Therefore, to integrate Equation (24), we have to
transform it into its canonical form, as given by Lie himself, i.e.,

d2ũ

dt̃2
=

1

t̃
F

(
dũ

dt̃

)
, (31)

where t̃, ũ are the new independent and dependent variables, respectively, F is an arbitrary function of
dũ

dt̃
and the two-dimensional canonical Lie algebra of Type III is generated by the following operators:

∂t̃, t̃∂t̃ + ũ∂ũ. (32)

We determine:
t̃ =

exp(−(a− c)t)√
u

, ũ = −exp(−(a− c)t)
(a− c)2

(33)
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and consequently, (24) becomes:

d2ũ

dt̃2
=

a

2K(3a− 2c)t̃

(
c(3a3 − 2c3 + 7ac2 − 8a2c)

(
dũ

dt̃

)2

+ 2K

)
dũ

dt̃
(34)

which can be integrated by two quadratures to yield:

ũ =

∫ √
2A1K

2(3a− 2c)

t̃−2aK2 + A1cK (20ac3 − 9a4 − 37a2c2 + 30a3c− 4c4)
dt̃+ A2, (35)

with A1, A2 two arbitrary constants.

Case (B)

If the following relationship among the parameters a and c is satisfied:

a = 2c, (36)

then Equation (24) admits a two-dimensional Lie symmetry algebra generated by:

Γ1 = ∂t, Γ2 = exp(−ct) (∂t + 2cu∂u) . (37)

This Lie symmetry algebra is also non-Abelian and transitive. Therefore, we can derive the
corresponding canonical transformation, i.e.,

t̃ =
exp(ct)√

u
, ũ = −exp(ct)

c
, (38)

and consequently, (24) becomes:

d2ũ

dt̃2
=

1

cK

(
K(c− h)− c3

(
dũ

dt̃

)2
)

dũ

dt̃
, (39)

which can be integrated by two quadratures to yield:

ũ = A1

√
K(h− c)

∫
exp(t̃)√

A
2h/c
1 exp(2ht̃/c)− c3A2

1 exp(2t̃)

d t̃+ A2, (40)

with A1, A2 two arbitrary constants.

Subcase (B.1)

If in addition to the condition (36), the following relationship among the parameters h and c

is satisfied:
h =

3

2
c (41)

then Equation (24), i.e.,

ü =
5

4u
u̇2 − 2

c2

K
u2 − c2u, (42)
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admits a three-dimensional Lie symmetry algebra generated by:

Γ1 = ∂t, Γ2 = exp(−ct) (∂t + 2cu∂u) Γ3 = exp(ct) (∂t − 2cu∂u) . (43)

This algebra is a representation of sl(2,R). It was shown in [22] that if we treat (42) as a first integral,
namely if we solve the equation with respect to 1/K (this choice, instead of K, is just for convenience),
i.e.:

1

K
= − 1

2c2u2
ü− 1

2u
+

5

8c2u3
u̇2, (44)

then a linearizable third-order equation is obtained, i.e.,

...
u = u̇

(
c2 +

9

2u
ü− 15

4u2
u̇2
)
. (45)

In fact, this equation admits a seven-dimensional Lie symmetry algebra generated by the
following operators:

X1 = exp(ct) (∂t − 2uc∂u) , X2 = exp(−ct) (∂t + 2uc∂u) , X3 = ∂t,

X4 = u∂u, X5 = u3/2 exp(ct)∂u, X6 = u3/2 exp(−ct)∂u, X7 = u3/2∂u. (46)

We remark that we could not solve Equation (42) with respect to c since it is not an essential constant:
in fact, we could have eliminated it from system (1)–(2) by rescaling. Indeed, the third-order equation
that one gets through c, namely:

...
u =

u̇

2u2(K + 2u)

(
18u2ü+ 7Kuü− 5Ku̇2 − 15uu̇2

)
,

admits a two-dimensional Lie symmetry algebra, generated by ∂t, t∂t, and consequently, it is not
linearizable.

Following Lie [14], the linearizing transformation of equation (45) is given by finding a
two-dimensional Abelian intransitive subalgebra and putting it into the canonical form ∂ũ, t̃∂ũ. Since
a two-dimensional Abelian intransitive subalgebra is that generated by X5 and X6, then the point
transformation:

t̃ = exp(−2ct), ũ = −2u−1/2 exp(−ct) (47)

takes (45) into the following linear equation:

d3ũ

dt̃3
= − 3

2t̃

d2ũ

dt̃2
. (48)

Its general solution simply is:
ũ = A3 + A2t̃+ A1

√
t̃, (49)

with Ai(i = 1, 2, 3) arbitrary constants, that, replaced into (45), yields the general solution:

u =
4

exp(2ct) (A3 + A2 exp(−2ct) + A1 exp(−ct))2
. (50)

Since the original Equation (42) is of second order, then one of the constants of integrationsAi should
be superfluous. Indeed, if we replace (50) into (44), then the following condition is obtained:

1

K
=

1

2
A2A3 −

1

8
A2

1 (51)
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that yields:

A3 =
8 + A2

1K

4A2K
. (52)

Finally, the general solution of Equation (42) is:

u =
64A2

2K

exp(2ct) (8 + A2
1K + 4A2

2K exp(−2ct) + 4A1A2K exp(−ct))2
, (53)

and consequently, by means of (23), the general solution of system (1)–(2), i.e.,

ẇ1 = cw1

(
1− w1

K

)
− 3c

2
w2, (54)

ẇ2 = 2cw2

(
1− w2

w1

)
, (55)

is given by:

w1 =
32A2

2K
2 exp(−2ct)

(8 + A2
1K + 4A2

2K exp(−2ct) + 4A1A2K exp(−ct)) (8 + A2
1K + 2A1A2K exp(−ct))

,

w2 =
64A2

2K exp(−2ct)

(8 + A2
1K + 4A2

2K exp(−2ct) + 4A1A2K exp(−ct))2
. (56)

Since limt→+∞w1 = 0, limt→+∞w2 = 0, this solution corresponds to asymptotic death for all [7].
We present two particular instances of the general solution (56) in Figures 1 and 2.

Figure 1. The amount of resources R ≡ w1 and that of the population P ≡ w2

for the values of the parameters K = 20000, c = 0.01, and for the initial conditions
P (0) = 1000, R(0) = 20000.
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Figure 2. The amount of resources R ≡ w1 and that of the population P ≡ w2

for the values of the parameters K = 40000, c = 0.01, and for the initial conditions
P (0) = 1000, R(0) = 20000.

It is interesting to remark that if we double the carrying capacity K leaving the other parameters and
initial conditions unaltered, the amount of resources R ≡ w1 actually grows along with the population
P ≡ w2 at least for a period of time (approximately a century in Figure 2) before decreasing dramatically.

4. Jacobi Last Multipliers, Lagrangians and First Integrals of System (1)–(2)

A Jacobi last multiplier for system (1)–(2) has to satisfy Equation (7), i.e.,

d

dt
(logM[w]) +

∂a1
∂w1

+
∂a2
∂w2

= 0. (57)

As in [8], we assume that M[w] has the following form:

M[w] = wa1
1 w

a2
2 exp (a0t), (58)

where ai, (i = 0, 1, 2) are constants to be determined. Replacing this M[w] into system (1)–(2) yields:

M[w] = w−21 w
2h/a−2
2 exp((a+ c− 2h)t). (59)

Therefore, the following Lagrangian of system (1) and (2) is obtained by means of (20):

L[w] = w−21 w
2h/a−2
2 exp((a+ c− 2h)t)

(
a

a− 2h
w2ẇ1 − w1ẇ2

+ aw2
2cw2

1 +K(a− c− 2h)w1 +K(2h− a)w2

K(a− 2h)

)
. (60)

It is obvious that if a = 2h, then the Lagrangian L[w] does not exist. Indeed, if:

a = 2h, (61)
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then the Jacobi Last Multiplier (59) becomes:

M?
[w] = w−21 w−12 exp(ct), (62)

and consequently, the Lagrangian of system (1)–(2) is:

L?
[w] = w−21 w−12 exp(ct)

(
− w2 log(w2)ẇ1 − w1ẇ2 −

2c

K
log(w2)w

2
1w2

−2hw2
2 + c log(w2)w1w2 + 4hw1w2

)
. (63)

The Jacobi Last Multiplier (59) yields the following Jacobi last multiplier of Equation (24) by means
of the application of Property (b):

M[u] = M[w]
∂(w2, w1)

∂(u, u̇)
=

∣∣∣∣∣∣∣
1 0

−au 2u̇− au
(u̇− au)2

au2

(u̇− au)2

∣∣∣∣∣∣∣ =
u2h/a−4

a
exp[(a+ c− 2h)t], (64)

and consequently, the following Lagrangian is derived by means of (14):

L[u] = u
2h
a
−4 exp [(a+ c− 2h)t]

(
u̇2

2a
+

acu3

K(a− 2h)
− a(c− h)u2

2(a− h)

)
. (65)

If the following condition on the parameters is satisfied, i.e.,

h =
a+ c

2
, (66)

then the trivial Lie symmetry (28) admitted by system (1)–(2) and Equation (24) is also a Noether
symmetry (Equation (24) does not admit another Lie symmetry). Consequently, Noether’s theorem [9]
yields the following first integral:

Int =
u

c
a
−3 (Ku̇2 + (2u−K)a2u2)

2aK
(67)

of Equation (24), i.e.,

ü =
−a3Ku2 + a2cKu2 − 2a2cu3 + 3aKu̇2 − cKu̇2

2aKu
. (68)

Replacing u with w2 and u̇ with ẇ2 = aw2 (1− w2/w1), namely the RHS of Equation (2), into Int
yields the following first integral of system (1)–(2):

I =
w

c/a
2

w2
1

(2w2
1 − 2Kw1 +Kw2). (69)

Remark 1: It was shown in [7], Proposition 6, that if c > a, then the first integral (69) yields periodic
orbits. In particular, if a = 1, c = 2, it is easy to show that the general solution depends on elliptic
functions. �

It is obvious that if either a = 2h or a = h, then the Lagrangian L[u] in (65) does not exist. In fact, if:

a = 2h, (70)
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then from M[u] in (64), i.e.,

M?
[u] =

u−3

2h
exp(ct), (71)

the following Lagrangian is obtained by means of (14), i.e.,

L?
[u] =

u−3

K
exp(ct)

(
K

4h
u̇2 − c log(u)u3 +K(h− c)u2

)
. (72)

This Lagrangian does not admit any Noether point symmetry unless c = h, and consequently,
the Lagrangian (72) admits the Lie symmetry exp(−ht) (∂t + 2hu∂u) as Noether symmetry and the
following first integral is derived:

Int0 =
4h2 log(u)u3 + 4h2Ku2 − 8th3u3 − 4hKuu̇+Ku̇2

4hKu3
, (73)

the gauge function being F = h(K − 2htu)/(Ku).
Replacing u with w2 and u̇ with ẇ2 = aw2 (1− w2/w1), namely the RHS of Equation (2), into Int0

yields the following first integral of system (1)–(2):

I0 = log(w2)− 2ht+K
w2

w2
1

. (74)

Remark 2: The case a = 2h, c = h is a particular example of Case (B), and consequently,

Equation (24), i.e.,

ü =
3Ku̇2 − 2Kuhu̇− 4u3h2

2Ku
, (75)

admits the two Lie symmetries (37), i.e.,

∂t, (∂t + 2hu∂u) exp(−ht). (76)

Another Jacobi last multiplier can be obtained from the reciprocal of (9), i.e.,

∆ = det


1 u̇

3Ku̇2 − 2Kuhu̇− 4u3h2

2Ku

1 0 0

exp(−ht) 2hu exp(−ht) h(3u̇− 2hu) exp(−ht)


= −4h3u3

K
exp(−ht). (77)

Surprisingly, we do not obtain another Jacobi last multiplier. Indeed,
1

∆
= −K exp(ht)

4h3u3
is equal to

M?
[u] =

exp(ht)

2hu3
in (71), apart from an unessential multiplicative constant. �

If
a = h, (78)

then from M[u] in (64), i.e.,

M??
[u] =

exp((c− h)t)

hu2
, (79)
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the following Lagrangian is obtained by means of (14), i.e.,

L??
[u] =

exp((c− h)t)(Ku̇2 − 2chu3 + 2hK(c− h) log(u)u2)

2hKu2
. (80)

This Lagrangian does not admit any Noether point symmetry unless either of the following further
conditions are also satisfied, i.e.,

h = c (81)

or
h = 2c. (82)

If h = c, then the Lagrangian (80) admits the trivial Lie symmetry (28) as Noether symmetry, and
consequently, the following first integral is derived:

Int1a =
Ku̇2 + 2c2u3

2cKu2
. (83)

Replacing u with w2 and u̇ with ẇ2 = aw2 (1− w2/w1), namely the RHS of Equation (2), into Int1a
yields the following first integral of system (1)–(2):

I1a =
−2Kw1w2 +Kw2

2 + 2w2
1w2

w2
1

. (84)

Remark 3: The case a = h = c is a particular example of Case (A), and consequently,

Equation (24), i.e.,

ü =
Ku̇2 − c2u3

Ku
, (85)

admits the two Lie symmetries (30), i.e.,

∂t, t∂t − 2u∂u. (86)

Its general solution can be determined through the canonical variables, as explained in the previous
section, although in implicit form, i.e.,

A1 − 3(c2 + 1)u

3u
√
u

+

√
K

2A1

log

(
K

A1u

)
+

√
2K

A1

log
(
A1 +

√
A1(A1 − c2u)

)
= t+ A2. (87)

Another Jacobi last multiplier (hence, another Lagrangian) for Equation (85) can be obtained from
the reciprocal of (9), i.e.,

∆ = det

 1 u̇ Ku̇2−c2u3

Ku

1 0 0

t −2u −3u̇

 =
Ku̇2 + 2c2u3

K
. (88)

Because of Property (d), the ratio of the Jacobi last multiplier in (79), i.e., M??
[u] =

1

cu2
, with that

found in (88), i.e.,
1

∆
=

K

Ku̇2 + 2c2u3
, yields a first integral that surprisingly is just Int1a, apart from an

unessential multiplicative constant. �
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If h = 2c, then the Lagrangian (80) admits the Lie symmetry exp(−ct) (∂t + 2cu∂u) as Noether
symmetry, and the following first integral is derived:

Int1b =
4c2Ku2 + 4c2u3 − 4cKuu̇+Ku̇2

4 exp(2ct)cKu2
, (89)

the gauge function being F = c(1− log(u)) exp(−2ct).
Replacing u with w2 and u̇ with ẇ2 = aw2 (1− w2/w1), namely the RHS of Equation (2), into Int1b

yields the following first integral of system (1)–(2):

I1b = exp(−2ct)w2
Kw2 + w2

1

w2
1

. (90)

Remark 4: The case a = h = 2c is another instance of Case (B), and consequently, Equation (24), i.e.,

ü =
Ku̇2 +Kcuu̇− 2Kc2u2 − 2c2u3

Ku
, (91)

admits the two Lie symmetries (37), i.e.,

∂t, (∂t + 2cu∂u) exp(−ct), (92)

and its general solution can be determined through the canonical variables, as explained in the previous
section. Thus, the general solution of system (1)–(2) is that both w1 and w2 can go to infinity at the same
finite time, i.e., if:

t =
1

c
log

(
cA2 −

c
√
A1K

4
log(c4A4

1K
2)

)

w1 =

4c(A1K)3/2 exp

(
ct+

2(cA2 − exp(ct))

c
√
A1K

)
c4A4

1K
2 − exp

(
4
cA2 − exp(ct)

c
√
A1K

) , (93)

w2 =

4A1K exp

(
2ct+ 2

cA2 − exp(ct)

c
√
A1K

)
(
c2A2

1K + exp

(
2
cA2 − exp(ct)

c
√
A1K

))2 . (94)

Another Jacobi last multiplier for Equation (91) can be obtained from the reciprocal of (9), i.e.,

∆ = det


1 u̇

Ku̇2 +Kcuu̇− 2Kc2u2 − 2c2u3

Ku

1 0 0

exp(−ct) 2cu exp(−ct) c(3u̇− 2cu) exp(−ct)


= − c

K

(
K(u̇− 2cu)2 + 4c2u3

)
exp(−ct). (95)
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Because of Property (d), the ratio of the Jacobi last multiplier in (79), i.e.,
exp(−ct)

2cu2
, with that found

in (95), i.e.,
1

∆
=

K exp(ct)

c (K(u̇− 2cu)2 + 4c2u3)
, yields a first integral that is just Int1a, apart from an

unessential multiplicative constant. �

Case (A)

If condition (29) is satisfied, then the Lagrangian (65) admits the Lie symmetry Γ2 in (30) as Noether
symmetry, with gauge function F = u

2(c−a)
3a−2c exp[2a(a − c)t/(3a − 2c)](3a2 − 5ac + 2c2)/(2a), and

consequently, Noether’s theorem [9] yields the following first integral:

IntA = u
2(c−a)
3a−2c exp

(
2a(a− c)t

3a− 2c

)(
K

(
u̇

u
− 2c

)2

+ 4aK
u̇

u
+ 2c(3a− 2c)u+ 4aK(a− 2c)

)
(96)

of Equation (24), i.e.,

ü =
(4a− 3c)u̇2

(3a− 2c)u
+

(a− c)(a− 2c)u̇

3a− 2c
− au

K(3a− 2c)

(
2K(a− c)2 + c(3a− 2c)u

)
. (97)

Replacing u with w2 and u̇ with ẇ2 = aw2 (1− w2/w1), namely the RHS of Equation (2), into IntA
yields the following first integral of system (1)–(2):

IA = w
2(c−a)
3a−2c

2 exp

(
2a(a− c)t

3a− 2c

)(
K

(
a
w2

w1

− (3a− 2c)

)2

+ 2c(3a− 2c)w2

)
. (98)

Another Jacobi last multiplier, and consequently Lagrangian, can be obtained by means of the two
Lie symmetries (30) through (9), i.e.,

MA[1,2] = exp((c− a)t)
3a− 2c

a(a− c)
[ku̇2 + 4Ku(a− c)u̇+ 2u2(2K(a− c)2 + c(3a− 2c)u)]−1. (99)

The corresponding Lagrangian admits one Lie symmetry as Noether symmetry, with gauge function
F = t/K, i.e., Γ2 in (30), and consequently, the following first integral:

IntA[1,2] =
1

2(a− c)aK

(
(3a− 2p) log(4K(a− c)2u2 + 2(3a− 2c)cu3

+4K(a− c)uu̇+Ku̇2) + 2(a− c)at− 2(4a− 3c) log(u)
)
. (100)

We remark that the two first integrals IntA and IntA[1,2] are not functionally independent.

Case (B)

If condition (36) is satisfied, then the Lagrangian (65) admits the Lie symmetry Γ2 in (37) as Noether
symmetry, with gauge function F = c2uh/c exp[2(c − h)t]/ ((2c− h)u2), and consequently, Noether’s
theorem [9] yields the following first integral (h 6= c):

IntB =
uh/c exp[2(c− h)t]

4cK(c− h)u4

(
4c3Ku2 − 4c2hKu2 − 4c3u3 − 4c2Kuu̇

+4chKuu̇+ cKu̇2 − hKu̇2
)

(101)
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of Equation (24), i.e.,

ü =
4c3Ku2 − 4c2hKu2 − 4c3u3 − 6c2Kuu̇+ 4Khcuu̇+ 4cKu̇2 −Khu̇2

2cKu
. (102)

Replacing u with w2 and u̇ with ẇ2 = aw2 (1− w2/w1), namely the RHS of Equation (2), into IntB
yields the following first integral of system (1)–(2):

IB = w
h−c
c

2 exp [2(c− h)t]

(
K(c− h)

w2

w2
1

− c
)
. (103)

Another Jacobi last multiplier, and consequently Lagrangian, can be obtained by means of the two
Lie symmetries (37) through (9), i.e.,

MB[1,2] =
K exp(ct)

K(c− h)u̇2 − 4cK(c− h)uu̇+ 4c2u2(Kc−Kh− cu)
. (104)

The corresponding Lagrangian admits only the Lie symmetry Γ2 in (37) as Noether symmetry, with
gauge function F = t, and consequently, the following first integral:

IntB[1,2] =
1

2c(c− h)

(
2c(c− h)t+ (h− 4c) log(u)

+ log
(
4Kc2(c− h)2u2 − 4c3u3 − 4cK(c− h)uu̇+K(c− h)u̇2

) )
. (105)

We remark that the two first integrals IntB and IntB[1,2] are not functionally independent.

Subcase (B.1)

If condition (41) is satisfied, then the Lagrangian (65) admits all three Lie symmetries in (43) as
Noether symmetries, with gauge functions F2 = 2c√

u exp(ct)
, F3 = 2c exp(ct)√

u
, and consequently, Noether’s

theorem [9] yields the following three first integrals:

Int1B1 =
8c2u3 − 4c2Ku2 +Ku̇2

4cKu2
√
u

,

Int2B1 =
4c2Ku2 + 8c2u3 − 4cKuu̇+Ku̇2

4cKu2
√
u exp(ct)

,

Int3B1 = exp(ct)
4c2Ku2 + 8c2u3 + 4cKuu̇+Ku̇2

4cKu2
√
u

, (106)

of Equation (24), i.e.,

ü =
5Ku̇2 − 4c2Ku2 − 8c2u3

4Ku
. (107)

Three more Jacobi last multipliers, and consequently, three Lagrangians, can be obtained by means
of the three Lie symmetries (43) through (9), i.e.,

MB1[1,2] = − 2K exp(ct)

c(4c2Ku2 + 8c2u3 − 4cKuu̇+Ku̇2)
,

MB1[1,3] =
2K

c exp(ct)(4c2Ku2 + 8c2u3 + 4cKuu̇+Ku̇2)
,

MB1[2,3] = − K

c(4c2Ku2 − 8c2u3 −Ku̇2)
. (108)
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Since the ratio of two Jacobi last multipliers is a first integral, then we can obtain three first integrals
of Equation (107), i.e.,

MB1[1,2]

MB1[1,3]

= − exp(2ct)
4c2Ku2 + 8c2u3 + 4cKuu̇+Ku̇2

4c2Ku2 + 8c2u3 − 4cKuu̇+Ku̇2
,

MB1[1,2]

MB1[2,3]

= 2 exp(ct)
4c2Ku2 − 8c2u3 −Ku̇2

4c2Ku2 + 8c2u3 − 4cKuu̇+Ku̇2
,

MB1[1,3]

MB1[2,3]

= −2 exp(−ct) 4c2Ku2 − 8c2u3 −Ku̇2

4c2Ku2 + 8c2u3 + 4cKuu̇+Ku̇2
. (109)

The Lagrangian corresponding to MB1[1,2] admits only the Lie symmetry Γ2 in (43) as Noether
symmetry, with gauge function F = t, and consequently, Noether’s theorem [9] yields the following
first integral:

IntB1[1,2] =
1

2c

(
5 log(u) + 2ct− 2 log(4c2Ku2 + 8c2u3 − 4cKuu̇+Ku̇2)

)
. (110)

The Lagrangian corresponding to MB1[1,3] admits only the Lie symmetry Γ3 in (43) as Noether
symmetry, with gauge function F = t, and consequently, Noether’s theorem [9] yields the following
first integral:

IntB1[1,3] =
1

2c

(
− 5 log(u) + 2ct+ 2 log(4c2Ku2 + 8c2u3 + 4cKuu̇+Ku̇2)

)
. (111)

The Lagrangian corresponding to MB1[2,3] admits only the Lie symmetry Γ1 in (43) as Noether
symmetry, and consequently, Noether’s theorem [9] yields the following first integral:

IntB1[2,3] =
1

4c

(
− 5 log(u) + 2 log(4c2Ku2 − 8c2u3 −Ku̇2)

)
. (112)

Of course, of all these nine first integrals, only two are functionally independent.

5. Discussion and Final Remarks

In this paper, we have determined different cases that fit the qualitative prediction (in [7], it was
assumed a = 1) given in [7]. Assuming a = 1, then the solution (56) with c = 1/2, h = 3/4

corresponds (since h > c and h < 1) to Proposition 2, namely the case of asymptotic death for all,
with both the population and the resources going to zero at infinity. Furthermore, the ratio of population
over resources goes asymptotically to 2, i.e., c−1

h−1 , as predicted in [7]. Indeed, solution (56) shows that
resources decrease, while the population grows exponentially for an extended period of time followed
by a catastrophic elimination [7], as can also be seen in Figure 1. However, for at least a period of time,
resources may increase along with the population, as shown in Figure 2, if the carrying capacity K is
large enough.

In [7], one first integral was derived under the condition h = (c+1)/2 (Proposition 6). It corresponds
to our first integral I in (69) under the condition h = (c + a)/2. We have derived many other first
integrals and also the general solution of system (1)–(2) in closed form, as well as the general solution
of Equation (24) in implicit form:

the first integral I0 in (74) if a = 2h, c = h;
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the first integral I1a in (84) and also the general solution (87) if a = h = c;

the first integral I1b in (90) and also the general solution (94) if a = h, h = 2c;

the first integral IA in (98) if h =
a(2a− c)
3a− 2c

, that corresponds to Proposition 3 (h = 2, c = 4/3);

the first integral IB in (103) if a = 2c, that corresponds to Proposition 1 (h = 3/4, c = 1/2).

Last, but not least, we were able to find a Lagrangian (60) for system (1)–(2) and any value of the
involved parameters (if a = 2h the Lagrangian is (63)).

Recently, archeological findings have pointed out that Polynesian rats may have greatly contributed
to the tree destruction on Easter Island [23]. Consequently, in [24], rats have been included in the
mathematical model, leading to three nonlinear first-order differential equations. The chaotic nature of
that system has subsequently been determined in [25]. Can symmetries help since they have always
been associated with non-chaotic systems? We recall that in [26], Lie symmetries yielded an exact
transformation that turned a butterfly into a tornado (and vice versa), and the chaotic features of the
Lorenz system [27] were thus tamed. Could the chaotic features of the rats-trees-islanders model be
equally tamed? We hope to address this question in the near future.
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