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Abstract: The solvability of the following three-dimensional product-type system of difference equations
Xn+1 = vcyZZi_y Yn+1 = ﬁzﬁxz—v Zn+1 = ’yxf;yi,l, n € Ny,

wherea,b,c,d, f,g € Z,a,B,v € C\{0}and x_;,y_;,z_; € C\ {0},7i € {0,1}, is shown. This is the
first three-dimensional system of the type with multipliers for which formulas are presented for their
solutions in closed form in all the cases.
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1. Introduction

There has been a huge interest on difference equations and systems of difference equations
(see, for example, [1-33] and the references therein). The classical problem of solving difference equations,
among other topics, has re-attracted some recent interest (see, for example, [3,20,23-28,30-33] and the
references therein). The solvability problem is of interest, since it is expected that obtained formulas
for solutions to some equations and systems can help in studying the long-term behavior of the
solutions. In 2004, we presented a method for solving a generalization of a nonlinear difference
equation for which some formulas for their solutions had been given without any explanation how they
were obtained, which have had some impact in the interest, and the methods and ideas therein have
been applied and developed later in a series of papers (see, for example, [3,20,30] and the references
therein). The main feature of these papers is that the equations and systems therein have been
solved by using some changes of variables that transform them into the linear solvable ones (for the
classical theory of linear difference equations and systems, see, for example, [6,8-10]). In [1], a solvable
equation is studied in another way. Motivated, essentially, by papers [11-13], several experts started
investigating symmetric, cyclic and other closely related systems of difference equations, which we
frequently call close-to-symmetric/cyclic (see, for example, [3,14-17,21-25,27-33] and the references
therein). As it can be seen, many of the above quoted papers belong to both areas, that is, they deal
with some solvable close-to-symmetric systems of difference equations.

In a series of papers, we have studied some equations and systems, which, for some values
of parameters, are reduced to product-type ones (see, for example, [29], as well as [4,5,19] and the
references therein). The product-type equations and systems have helped to some extent in the study
of the original/general equations and systems.

If the constant in the system in [29] is taken to be zero, and only positive solutions are considered,
then the following system is obtained:

Xup1 =Yhz, 'y w1 =zhx, 'y, zep =xhy, 7, neN. 1)
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When the initial values are positive, then system (1) can be solved by using a well-known method
(see, for example, the explanation in [24]). However, if they are complex, then we immediately see that
there is a problem with multi-valuedness of functions

for non-integer p-s.

These facts have motivated us to study the solvability of product-type systems in the complex
domain. The first paper in the area was [28] where we have studied a two-dimensional relative
of system (1), while the solvability of the following generalization of system (1)

_ . a,—b _ Ca—d _.f.,8
Xn+1 = YnZp_1, Yn+1 = 20X, 1, Zn+1 = Xn¥Y, "1/

n € No, wherea,b,c,d, f,g € Zand x_;,y_;,z_; € C\ {0}, i € {0,1}, was studied in [24]. The next
paper on the topic was [31], where we further developed our methods for solving product-type
systems. In [26], we came across some product-type equations with multipliers, which motivated us
to add some multipliers in the study of product-type systems, which had not been previously done
in [24,28,31]. The first system with multipliers was studied in [23]. Having published [23], we got the
idea of studying the solvability of product-type systems of the form

Zn = 0Zj W)y, Wn = PWG_pZy nEN, 2
where k,[,m,s € N, a,b,c,d € Z and «, f € C. The study has been conducted in a series of papers
(see [25,27,32,33], where some special cases of system (2) were studied in detail), with the aim to find all
solvable systems of this type and to find closed-form formulas for their solutions. It should be pointed
out that there are only finitely many solvable systems of the type, which is connected to the well
known fact that there are polynomials of degree greater than or equal to five, which are not solvable
by radicals. To the equations treated in [25,27,32,33] are essentially associated some polynomials
of degree less than or equal to four, which helped in solving them. A detailed analysis of the structure
of solutions to an equation whose associated polynomial is of the fourth order can be found in [27].

Since the study of solvable two-dimensional product-type systems is about finishing, it is a natural
problem to find all three-dimensional product-type systems with multipliers, which are solvable
in closed form. Here, we start considering the problem by investigating the solvability of the following
three-dimensional close-to-cyclic product-type system of difference equations:

b d
Xn4l = &YnZp_1,  Ynt1 = PZuXy_1,  Zni1 = ’)/X{;]/§71, (©)

for n € No, where a,b,c,d, f,g € Z, a,,v € C\{0}and x_;,y_;,z_; € C\ {0},i € {0,1}. As far as
we know, this is the first paper devoted to investigating of a three-dimensional product-type system
of difference equations with multipliers in the complex domain. Our main results extend several of the
results on the solvability in the literature.

Note that the case when one of the multipliers «, §, 7y or initial values x_;,y_;,z_;,i € {0,1} is zero
is excluded from the investigation, since, in the case, trivial or not well-defined solutions are obtained.
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2. Main Result

This section presents our main result. Before we do this, we give a list of first several members
of sequences x;, ¥, and z, defined by (3), which will be used in the proof of the result. We have

b d+b
X = 04]/82111, Xy = aﬁuxad ac+b, x5 = Dé,B” ac+byﬂfg+ 8 “Cf+ﬂ + f’

o Hocf +ad--bf ga actb ﬂbCf +abd+b? f v “of tacgtatdtabf+bg

Xy =
o o c, 8 fc+d _ cf+d_bcf+bd_ acf+cg+ad
yi=pz5x" 1, = By s = ey , w
2 502 2
Yy = “Cf+dﬁ1+ﬂCf+Cg+ﬂd,)/C HCdf+Cdg+ad ch ftbcf+c g+acd+bd/
+ adf+dg _acf-+bf-+c
2 = ngyg,l, — yaf 2y bf f S ,wfﬁaﬁng 848 frbftes

2 2 2
Z4 = af‘Baf+g,Yl+acf+bf+cgyﬂ_C{g+bgf+cg xgcf +adf+bf +cgf+dg.

Theorem 1. Assume that a,b,c,d,f,g € Z, o, B,7v,x_i,y_i,z—; € C\{0},i € {0,1}. Then, system (3)
is solvable.

Proof of Theorem 1. From (3) and since «, 8,7 € C\ {0} and x_;,y_;,z ; € C\ {0},i € {0,1},
it easily follows that x,y,z, # 0 for every n > —1.

We have
Xnp1 = ayhzy g = a(Bzy X0 _5)"2h = afzpxil, ®)
= B ]y ) = T ©
Yni1 = Prxn g = ﬂ(’Yxf; 1yn 2)° gy = p7° x;ftdyfzg 2 )
= B (e ozh_3) STy, = Byl Hy T TS e, ®)
Zus1 = 1Yy = v(ayh 12 z)f iy =l yﬁf Ei )
= yaf (Bz5_,x?_ )af+gz bf ,mfﬁaf+gzch;rcg+bfxzzij3+dg, (10)
forn > 2.

From Equations (5), (7) and (9), we get, respectively,

ac+b . Xn+l
T o
cf+d Yn+1
(S Yl (12)
By,
af+ Zn+1
v = lx;zbf ’ (13)

forn € N.
Taking Equation (10) to the ac + b-th power and using (11),

acf+cg+b
_Xn+3 — (,),Dcfﬁuf—i-g)ac-&-b _ Xn fres fx(adf+dg)(ac+b)
apxad apixi n=3 ’
is obtained, that is,
Xupg = 1S USTaqacHb T HRI AT Sy > g (14)
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Taking Equation (6) to the cf + d-th power and using (12),

+bf+ad
Ynt3 (ap" ac+b)cf+d Yn acfrbfta (acg+bg)(cf+d)
BryE BY Y, 5 In=s
e
is obtained, that is,
Ynisz = Ixcf-&-dﬁl—bf,ybd+cylrllcf+bf+ud+cgyid_g3, n>2.

Taking Equation (8) to the af + g-th power and using (13) is obtained

acf+ad+c
Zn4+3 (,3 c“cf-&-d)uf-&-g Zn / gz(bc +bd)(af+g)
¥ bf Y I bf n—3 4
Yo 2y Tz, 3
that is,
Znis = “dg+f18af+g,yl7adZZCf+bf+ad+fgzZ‘ig3, n>2.

Letdy := alfcg’gbgjtu,yacﬂa/ 5y 1= acf+dﬁ17bf,ybd+c/ 03 1= angrfﬁaerg,),lfad’
a) —acf+bf+ad+cg, B =bdg, ulY =1
1 & 0 8 ,

fori = —1,0,1. Then, Equations (14)-(16) can be written in the form

ORI B
Jp— 5 1 x 1 X 1 .
Xam+i = 01 X3(—1)+i¥3(m—2)+i’
g )
Yam+i = 92" Y3(m-1)+i¥Y3(m—2)+i"
a0 )
Z3m+i = 03" Z3(3—1)+i%3(m—2)+i’

form>2andi= —1,0,1.
By using Equation (18) with m — m — 1, into Equation (18), we have

M) L0 o)

R L R 1
Xamti = 01 N30 1)4iX3(m—2)+i
(0 (i (0 W B
_ st A by at) b
=01 (O1%50—2) 4 %3 (m—3)+i)" ¥a(m—2)+i

ugi)+u§i) agi)ugi)_"_b;i) b;i)agi)

=0 Y3(m—2)+i X3(m—3)+i
g0
71 B(m—2)+i"3(m—3)+i’

form >3 andi = —1,0,1, where

A Y R RN OB (S ()

Assume that, for some k > 2, we have proved that

M) L0 50

C— st L k
X3mti = 01" X3y k)43 (k1)

form >k+1andi= —1,0,1, where

N (R DML

40f18

(15)

(16)

(17)

(18)

(19)

(20)

(21)

(22)

(23)

(24)
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Then, by using Equation (18) with m — m — k into Equation (23), we get

uf) ) ) 20 b
Xam+i = 0y (‘51x3(m k—1)+i 3( —k-2)+ )% X3(m—k—1)+i
(5%({)“(:') a0 b( (0
(mfkfl) 3( k 2)+i
”121 IEIJ)rl bl(ciil 7
=90, X3 (m—k—1)+i¥3(m—k—2)+i (25)
form>k+2andi=—1,0,1, where
”1@1 = agi)a,((i) + blgi), b,({J)rl bl )a]((), u,({ill = u]((i) + a,((i). (26)

Relations (21), (22), (25), (26) along with the induction show that (23) and (24) hold for every
kand msuchthat2 <k <m —1and eachi = —1,0,1.
From the first two equations in (26), it follows that

a\) | — (acf +bf +ad + cg)a\’ — bdgal), =0, k>2. 27)

The third equalities in (17) and (24) imply

. k-1 .
w! =1+ D a](-l), (28)
j=1
forke Nandi= —1,0,1.
Similarly is obtained
uf o) o)
y3m+l - 2 y ( k)+ly3(m k— 1) iy (29)
ufd ol b0
Zamsi = 05" 23 3m—k) 123 (k1) 4+ (30)

form>k+1landi= -1,0,1.

By taking k = m — 1 in Equations (23), (29) and (30), using the second relation in (24), and the

fact that due to (17) and (24), sequences (a,(c ))keN/ as well as (b,({ ))keN and (u,({ ))keN/ are the same for

i € {—1,0,1}, and denoting them by ay, by, uy, we get

b
X3mpi = éum 1xngnﬂlxll‘1m 2, (31)
_ 1, Am—1 b1am—2
Yamsi = 6" yan iy, (32)
b
ZBWH—I — 5”;71 1Zg:z_llzi1ﬂm 2, (33)

form>3andi=-1,0,1.
Employing (4) and (24), in (31)—-(33), we have

Um—1 ﬂm 1 blﬂm 2 1 cg bg+a ac+byu a..ad ac+b A1 D18m-2
X3m— l—(S Xy ) —( ,B )”’1(ﬁx )”’1x 1"1
—CQUy 1 pbQUy, 1 +au ac+b)uy,_q 40y 1+bdgay > (ﬂ5+b)am71
a”m C8Um 1!3 8Um—1 ml)/( ) m—1x 1 m ZO , (34)
b
X3 S”m 1 gm 1 Olam 2

7( 1— cg‘Bngru ac+b)um 1(D¢‘Bu ac+byﬂ08+bg “Cf+ﬂd+bf)am_1x81“m—2

= “um—cgum,l ﬁbgunt—1+au;n r),(ac"l‘h)umy(ﬂi-i_h)gamfl xgm Cgamfl[ (35)
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X3m+1

X (

_ sUme1 Ame1 a2
=0" "

_ b(am— _ bga,,
= gHm+1 Cg”m‘Bbg”m—1Jrﬂum,),(achb)umZJ?Vn 8y 1)yg“m+ 8am 1,

Um—1, Am—1
Yam—1=0,"" ¥,y

— a(Cfde)”m—lﬁum*bf”m—l :),bd”nr—1+cum

Y3m =

_ (achrdﬁlfbf,)/derC)um,] (‘B,Ycachrde_C{+bdy(ﬂJCf+Cg+ad)gm71

biay 2 _
-1 =

U1, Am—1, b14m—2
%" Y3 Yo

€9y —1+bdgay_o (fc+d)
¥

d pl—bf, bd — +d
(/T BB byt (B S xf

X0

y

_ a(cf""d)“mlgum—bf”m—l,),bd“m—l‘*'cumzli(;f""d)“m*lygm_bf‘lmfl,

Y3m+1 =

2 2 2
_ (acf+d‘31+acf+cg+ad,ycx'ifiif'*‘Cdg'i‘“d ZSC f+bef+c g+acd+bd)am71

— “(Cf+d)un1‘3um+1—bfum ,ybdum,l-i-cum xi(fm—bf“mfl)zgﬂm-i-hdamfl

Z3m—1

_ D‘dgu,,,,l—i-fumIB(uf—i-g)um,l,yum—udum,lZbiflamfl+hdg‘1mfzy(()‘1f+g)ﬂm71,

Z3m

_ (adg+f13af+g,ylfad)um_1 (’Yﬂéfﬁaf+gxtﬁi{+dgzgcf+bf+Cg)a"’—lzglum’Z

_ lxdgum,l +fum ﬁ(af-i-g)um v

Z3m+1

for m > 3.

U1 Am—1, b18m—2
%" YT

> (Dccf—i—d'sl—bf,)/bd—i-C)um,l (ﬁzsxil)blam,z

2 2 2
( of IBuerg,),l+acf+bf+cgyﬂ_flf8+h8f+C8 ngf +adf+bf +cgf+dg)am,1

_ sUm—-1_9m-1 blam72
=0" )"z

_ sUm—1, 0m—1 b1ay—»
=03" 73"z

-1

g1 _Am—1 b1ay—»
=03" 2" 7

U —adil,, 1 xd(af+g)umflzgm*ﬂdamfl

4

7

« (adg+fﬁaf+g,)/1—ad)um,1 (,yxgyéil)blum,z

[xdgum—lJFfumﬁ(aerg)“m r),llm+1 *ﬂdumyg_(fm7”d”mfl)x£”m+dg“mfl

Case b = 0. In this case, we have

a1 = (acf +ad +cg)ay,

from which along with (17) and (24), it follows that

forn € N.

n>2,

an = (acf +ad + cg)",

From (28) and (43), it follows that

and consequently

n

n—1

Uy = E(acf+ad+cg)7, neN,

j=0

_ (acf+ad+cg)" —1

acf +ad+cg—1

neN,

_ (alfcgﬁthra,yachb)um,l (Dcygzlil )blum,z

al+acf+ad+bfﬁa,)/ac+bZ”_blffJF“bd+bzfyngf+“C8+”2d+”bf+hg)am,l

Apy—1,,018m—2
)m 1]/ 1”’

Am—1
7

biam—2
0

— b + bray,_
_ (adg+f‘3uf+g,yl “d)””"l(’)’txfz_flygf 8)%,-12_1;1 2

7

6 of 18

(36)

(37)

(38)

(39)

(40)

(41)

(42)

(43)

(44)
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when acf +ad + cg # 1, while
u,=n, neN, (45)

when acf +ad +cg = 1.
On the other hand, from (34)-(42), we get

Xam_1 = lxum*Cg””’—lﬁ““m'),aC”m—l xtﬁilam,lzgcum,l, (46)
Xy = ot C8lm—1 gtn ,yacumyﬂ_cigﬂmqxgmfcgum_ll “7)
X3m4+1 = [x”m+1*Cgumﬁaum,),acumygam’ (48)
Yam—1 = ,X(Cf—i-d)umq ,B"’” ,Ycumyclgfm71x(()fc+d)am,1, )
Yam = a(Cerd)um[;um,),cumygml (50)
Yam+1 = a(cf—i—d)um‘gumﬂ 'Ycum x‘ialngamr 51)
Z3m—1 = txdg”mf1+f“mﬁ(ﬂf+g)um71 ,yumfadum,ly((]afvtg)um,l, 52)
Zam = D‘dgumfl+fumﬁ(af+g)um,)/um7adum,1xti({lerg)am_lngfadam_l’ (53)
Zamaq = ai8Hm-1 +fum‘B(af+g)“m,Yum+1_11d”my§(fm_adamfl)xgam"‘dgam—l, (54)

for m > 3.
Subcase acf + ad + cg # 1. Employing (43) and (44) in (46)—(54),

a(cf+d) (acf+ad+cg)™ 1 4cg—1 (acf+ad+cg)™ -1 (acf+ad+cg)m 11
acf+ad+cg—1 ‘Bu acf+ad+cg—1 r)/llC acf+ad+cg—1

X3p—1 = &

ad(acf+ad-+cg)™ ! Zac(acf+ad+cg)"’*l
-1 0

X X , (55)

a(cf+d)(acf+ad+cg)m_1+cg71 (acf+ad+cg)™ -1 (acf+ad+cg)™ -1
X3m = & acf+ad+cg—1 ﬁa acftad+cg—1 ’)/HC acf+ad+cg—1

y y,icig(ucf-i—ad—i-cg)m*l xg(cf+d) (acf+ad-+cg)™ ! , (56)

a(cf+d)(acf+ad+cg)™ +cg—1 a(acf+ad+cg)m—1 a (acf+ad+cg)™—1

X341 = & acf+ad+cg—1 ‘B acf+ad+cg—1 0% acf+ad+cg—1

% yg(acf+ud+cg)”’, (57)

(cf+d) (acf+ad+cg)"~1—1  (acf+ad+cg)" -1 (acf+ad+cg)"—1
14

Yam—1 = acf+ad+cg—1 ﬁ acf+ad+cg—1 /)/C acf+ad+cg—1

yc;gl(acf+ad+cg)"’*1 x(()fC+d) (acf+ad+cg)" ) (58)

(acf+ad+cg)™ 1 (acf+ad+cg)™~1 (acf+ad+cg)™ —1
Yam = o) “Geftadis T B G y eef a1 yéaCf+ad+cg)"‘, (59)

(cf+d) (acf+ad+cg)™ -1 (acf+ad+cg)"T1-1 (acf+ad+cg)™—1
1

Yam+1 = acf+ad+cg—1 ‘B acf+ad+cg—1 rYC acf+ad+cg—1

xci(luc f+ad+cg)" zg<“f +ad-+eg)" (60)

(dg+acf?+adf+cgf)(acf+ad+cg)"™ 1 —dg—f (af+g) (acf+ad+cg)™1-1
acf+ad+cg—1 ‘B g acf+ad+cg—1

Z3m—1 = &

c(af+8)(acf+ad+cg)" 1 +ad—1 o
X 7y acfFad+eg—1 y(()uf+g)(ucf+ud+cg) ’ )
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(dg+tlcf2+adf+cgf)(acf+ad+cg)m’1—dg—f (ﬂf+g) (acf+ad+cg)™—1

Z3m = & acf+ad+cg—1 acf4ad+cg—1
d+cg)™ 1 yad—1 _
LD ) cfratcg
m—1
% Zg(af+g)(acf+ad+cg) ) (62)
(dg+acf?+adf+cgf)(acf+ad+cg)" 1 —dg—f (af+g) (acf+ad+cg)"™ -1
Z3m+] EY acf+ad+cg—1 ‘B acf+ad+cg—1
d myad—1 _
o R xlaf v acf vaeg)™ !
% x(()acf2+udf+cgf+dg)(acf+ad+cg)’”*1, (63)

is obtained for m > 3.
Subcase acf + ad + cg = 1. Employing (43) and (45) in (46)-(54),

Xamp_ = a1=C8)m-reg gamyac(m—1) yad nc ”
s = O @
Xapyr = allme8ImHL gmaenyg (66)
Yam_1 = a(cf+d)(m—1)ﬁm,ycmyc_glxgcml 67)
Yam = ST Iy, (68)
A e ) (69)
Z3m-1 = a(dg+f)m—d8[3(ﬂf+g)(m—l),y(l—ud)m+udygf+g, 70)
Za = @8 Im—dg glaftg)mn (1—ad)mtad (A(1f+8) 1 -ad 1)
31 = a(dg+f)m*dg/g(uf+g)m7(lfad)mHyS_(ll*ﬂd)xé‘ﬂlg/ (72)

is obtained for m > 3.
Case d = 0. In this case, we have

ayi1 = (acf +bf +cg)an, n>2,

from which, along with (17) and (24), it follows that

ap = (acf +bf +cg)", (73)
forn e N.
From (28) and (73), it follows that
n—1 .
up =Y (acf +bf +cg), neN,
j=0

and consequently

_ (acf+bf +cg)" -1
n = acf +bf+cg—1 "~ nen, (74)

when acf +bf +cg # 1, while
u,=n, neN, (75)

whenacf +bf +cg=1.
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On the other hand, from (34)-(42), we get

Xgm_1 = aumfcgum_llegum_1+aum,Y(ac+b)um_1Z(()uc-&-b)am,l’ (76)
X3y = & O8I ﬁbgum,l +uum,y(uc+b)umy(7a;+b)gum,1 xgm_cgamfl, 77)
Xamil = aumﬂfcgumﬁbgum,l +aum,y(ac+b)umzb_(ilmfcgam,1)ygaerbgam,l, (78)
Va1 = Tt b1y S )
Yam = o Sf thm ﬁum*bf”mfl ,Ycumzb_cfﬂm—lygm*bfﬂm—ll (80)
Yamg1 = acfum ﬁumﬂ 7bfum,),cumZ(c]am/ 81)
Z3m—1 = af”m‘[}(“erg)”mfl ,Yumzb_flﬂm—ly(()ﬂf+g)ﬂm—1/ (82)
Z3m = af”m'[%(“f‘lrg)um,yungm, 63)
Zamal = afum‘B(aerg)um,YumHyg_almxgaml &

for m > 3.
We have to consider two subcases.
Subcase acf +bf + cg # 1. Employing (73) and (74) in (76)-(84),

(ac+b)f(acf+bf+cg)™ 1 4cg—1 (a26f+abf+acg+bg)(ﬂcf+bf+cg)m’1 —a—bg
acf+bf+cg—1 ﬁ acf+bf+cg—1

X3p—1 = &

(lZC-H?)MZ(()&H»h)(uchLbercg)m_l

X acfrbfteg—1 , (85)

(ac+b) flacf+bf+cg)™Lpeg—1  (aPcf+abf+acg+bg)(acf+bf+cg)™1—a—bg
X3 = & acf+bf+cg—1 ﬁ acf+bf+cg—1

m_
(ac+D) %y(a?%)g(ncﬁrbﬂrcg)m*l

% x(()ac-&-b)f(ucf—&-bf—i—cg)m*l, (86)

Xy

(ac+b)flacf+bf+cg)"+cg—1  (a®cf+abf+acg+bg)(acf+bf+cg)™ L —a—bg

Xame1 = & acf+bf+cg—1 ‘B acf+bf+cg—1

(ac+b) %be(ac+b)(acf+bf+cg)m*1
1

Xy

% y':()a2cf+ubf+acg+bg)(gcf+bf+cg)m71, -

(acf+bf+eg)™ 11 claf+g)(acf+bf+cg)™14bf—1 (acf+bf+cg)™ -1
cf acf+bf+cg—1 IB acf+bf+cg—1 r)/c acf+bf+cg—T

ycg(acf+bf+cg)"’_1 xgc(achrbeng)m_l, (88)

Yam—1 =&

(acf+bf+eg)™ 1 claf+g)(acf+bf+cg)™ 1 4bf-1  (acftbftcg)™ 1
cf acf+bf+cg—1 ‘B acf+bf+cg—1 /}/C acf+bf+cg—1

Yam =«

bef(acf+bf+cg)" 1 claf4+g)(acf+bf+cg)m 1

><Z7lf( f+bf+eg) yo(f g)(acf+bf+eg)"™" (89)
(acf+bf+cg)™ -1 c(af+g)(acf+bf+cg)™+bf—1 (acf+bf+cg)" -1

of ST res1 B acf1bffeg—1 ’YC acfTbffeg—1

Yamy1 = &

% Z(c)(uchrbercg)m, (90)

f(urf+bf+cg)m—l (af+g) (acf+bf+cg)™ 11 (acf+bf+cg)™ -1
Z3m—1 = & acf4+bf+cg—1 'B acf+bf+cg—1 0% acf+bf+cg—1

x A Hfree)" (af ) aef +bf+eg)" ! o)

— ) acf+bftcg—1 acf+bf+cg—1 0% acf+bf+cg—1

f(acf+bf+cg)m71 (af+g) (acf+bf+cg)™ =1  (acf+bf+cg)™ -1
Z3m ,B

% Z(()acf+bf+cg)m’ (92)
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f(acf+bf+cg)"’71 (af+ )(ﬂcf+bf+rg)m—1 (acf+bf+cg)™t1-1
Z3mil = X acf+bf+cg—1 ﬁ 8 acf+bf+cg—1 0% acf+bf+cg—1

% yg_({ch+bf+cg)”’xg(ucf+bf+cg)m, (93)

is obtained for m > 3.
Subcase acf +bf + cg = 1. Employing (73) and (75) in (76)—(84),

Xam_1 = (18 meg gog Ha)m—bg. (ac+6)(n—1) e+ 1)
Xy = [X(1fcg)ercg'g(ngra)mfbgry(uwb)my(_ﬂ;%)gxéﬂ, (95)
Xami1 = a(l—cg)m—l—l’B(bg+u)m—hg,)/(ac+b)mzliq—Cg)y(u)-i—bg, (96)
Va1 = S (=D gD mbf emy <8 o ¢ 97)
Yam = acfmpU LM b qem ey (98)
Yamg1 = /M pULA ML pemz (99)
Zamo1 = “fmﬁ(uerg)(m—l),szfiflygﬂg, (100)
Zam = afmlg(ﬂf+8)m7m20, (101)
Zams1 = a/MBESHOMELE L (102)

is obtained for m > 3.
Case g = 0. In this case, we have

apy1 = (acf +ad +bf)a,, n>2,
from which along with (17) and (24), it follows that
ap = (acf +ad+bf)", neN. (103)

From (28) and (103), it follows that

n—1 )
uy =Y (acf +ad+bf), neN,
j=0

d tl
and consequently p lacfrad by -1 (104)
" acfvad+bf -1 '

when acf +ad + bf # 1, while
u, =n, neN, (105)

whenacf +ad+bf =1.
On the other hand, from (34)-(42), we get

Xap_1 = ‘xum ﬁllunz,)/(llc+h)lln,,1 x‘idfm—lz(()ac+b)um71, (106)
Xam = alim ‘Buum,y(achb)umxSm, (107)

x3m+1 — auer] ﬁaum,y(ﬂC+b)uleﬁZ{ny8ﬂml (108)



Symmetry 2017, 9, 195

Yam—1 =

Yam = &

Yama1 = “(Cf+d)un1‘8unl+1—bfl[;n ,ybdu,,,,1+cum x‘i(fm—hfamfl)zgﬂnﬁbdamfl,

_ D‘f”mﬁaf”m—l ,)/um7adum_1zbf1’1m—1ygf“m—ll

Z3m—1
Z3m

Z3m+1

for m > 3.

D‘(Cerd)“mf] ﬁ”m*hf”m—l /deunz—1+cunl x(()fCer)”m—l

7

Dcfumﬁafum,yumfadum,l xﬂdlfﬂmflzgm*”dﬂm—l ,

D(f”m ﬁafum f},um+1 —adupy, xgﬂm,

(cf+d)um‘3um7bfum_1 ,deu,,,_lJrcumZb(;f“"d)“m—lygm—bfﬂm—ll

Subcase acf +ad + bf # 1. Employing (103) and (104) in (106)—(114),

X3m—1

X3m

X3m+1

(acf+ad+bf)™—1

(acf+ad+bf)™—1

n acftad+bf—1 ’Ba ac

X x_4

(acf+ad+bf)™ -1

(acf+ad+bf)™—1

radtbf=T o

n  acftad+bf—1 ‘BH ac

=

Y3m—1 =

Xz

(acf+ad+bf)™
XO ’

(acf+ad+bf)m+1_1

Fradtbf—1

(acf+ad+bf)™

(ac-b) lacfrad+b" 11

ad(acf+ad-+bf)"1 Z(ac+b) (acf-+ad+bf)m-1
0

acf+ad+bf—1

7

(acf+ad+bf)™ -1

(acf+ad+bf)™

1

,y(“H'b)W

-1

acfTad+bf—1 ﬁ“
b(acf+ad+bf)™
1

(acf+ad+bf)m—1_1

acf+ad+bf— 1

(ac+b) acf+ad+bf—

yg(uchruderf) )

a(cf+d)(acf+ad+bf)" 1 ypf—1

“(Cf+d) acf+ad+bf—1

(ac? f+acd-+bef+bd) (acf+ad+bf)" 1 —bd—c

ﬁ acf+ad+bf—1

X ¥ acf+a

Y3m = &

Yam+1 =

Z3m—1

Z3m

Z3m+1

is obtained for m > 3.

(acf+ad+bf)™ -1

dbf—1

a(cf+d)(acf+ad+bf)" 1 ypF—1

(ef+d) crraarbr—

(ac? f+acd+bef+bd)(acf+ad+bf)" 1 —pd—c

'B acf+ad+bf—1

X ¥ acf+a

(acf+ad+bf)™ -1

dF0F—1

% yg(chrd)(achraderf)"’_l,

a(cf+d)(acf+ad+bf)™ +bf—1

a(cf+d) acfHad+bf—1

ac? f+acd+bef+bd)(acf+ad+bf)" 1 —pd—c
(

acf4ad+bf—1

Xy acf+a

Xz

=

14

X X_

=«
% xg(acf-i-ad—}—hf) )

f

f

f

(acf+ad+bf)™—1

d+bf—1

(acf+ad+bf)m—1

(ac® f+acd+bef+bd)(acf+ad+bf)m—1
0

-1

7

fac+b) (acf+ad+bf)" 1 +ad—1

1

(fe+d) (acf+ad+bf)m1
XO ,

b(fe+d)(acf+ad+bf)m1
Z_]

ad(cf+d)(acf+ad+bf)"1

acf+ad+bf—1 ‘B f

(acf+ad+bf)™ -1

acf+ad+bf—1

(acf+ad+bf)™—1

% Zb_ f(acf+ad+bf)m1 yg f(acf+ad+bf)m1

0% acf+ad+bf—1

7

f(ac+b)(tch+ud+bf)m71 +ad—1

acf+ad+bf—1 ‘[3 af

(acf+ad+bf )m-1

acf+ad+bf—1

(acf+ad+bf)™—1

Y

acf+ad+bf—1

adf(acf—i—ud-i—bf)'”’l Zf(ac+b) (acf+ad+bf)m-1

flac+b)(acf+ad+bf)™

+ad—1

acf+ad+bf—1 IB af

acf+ad+bf—1

Y

acf+ad+bf—1

110f18

(109)
(110)
(111)
(112)
(113)
(114)

(115)

(116)

(117)

(118)

(119)

(120)

(121)

(122)

(123)
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Subcase acf +ad + bf = 1. Employing (103) and (105) in (106)—(114),

a1 = amﬁam,y(awrh)(m—l)x[idlzgwrh, (124)
o am‘Bum,Y(uc—l-b)me’ (125)
Xomi1 = ,xm+1[5“mry(”+b)mzb_ly8, (126)
Yam_y = a(SHD=D) g-bAmbf o (b cpm-bd fetd (127)
Yom = a(Cf+d)m’B(l7bf)m+bf,y(bd+c)m7bdzli(;f+d)y(l)—bf, (128)
Yamy1 = S+ gQ=bfm1, (e d1-bF) peta, (129)
2oy = “fmﬁaf(m—l),Y(l—ad)m+adzliflygf, (130)
o = a1k 31
Z3m+1 = "‘fmﬁafm’Y(l_ad)m+1x6' (132)

is obtained for m > 3.
Case bdg # 0. Let A1 » be the roots of the characteristic polynomial

P(A) = A% — (acf 4+ ad + bf + cg)A — bdg,
associated with the equation
Upso — (acf +ad +bf +cg)uyq —bdgu, =0, neN. (133)
It is known that general solution of Equation (133) has the following form
Uy = A} +apAy, neN,

if (acf +ad + bf + cg)? # —4bdg, where

_acf+ad+bf +cg+/(acf +ad+bf + cg)? + 4bdg
— > )

A1

and a1 and a; are arbitrary constants, while in the case (acf + ad + bf + cg)? = —4bdg, the general
solution has the following form

up = (Bin + p2)A{, neN,

where Ay = (acf +ad + bf +cg)/2, and By, B> are arbitrary constants.
Since bdg # 0, from (133), we have

e (acf +ad +bf +cg)uyi1
n — bdg 7

from which it follows that u,, can be calculated also for every n < 0. Hence, it is easily seen that, for a,,
a_1 = 0, ap = 1, (134)
holds, from which it follows that

n+1 _ yn+l
_M AT

=" (135)
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when (acf + ad + bf + cg)? # —4bdg, and consequently

n-l ;u“ - Af“ (Ag = DAL — (A = DAZF 4+ A — Ay

up =1+ Z - (Al—)Lz)(/\l_l)(/\z_l)

By using (135) and (136) in (34)—(42), and after some calculations, we get

(A2=1) (A —cg)AT = (A1 ~1) (A —cg)AT + (A —Ap) (1—cg)
()Ll 7)L2)()L1 71)(/\271)

X3m—-1 = &
(AZ—I)(W\1+bg)AT—(/\1—1)(&/\2+bg))ug’+()\17)\2)(bg+a)
x B (M2 DA 1)
(A=A —(Ap—DAB +A1 —Ag
X’Y(uc+b) (M1-A2)(A —D)(A2-1)
d(Mﬁbgm;”;l:gmﬁbgmg'*l (ac+b) ; 131
% x 1—A2 z 1—A2
—1 0 7
(A =1) (A1 —cg) A" —(A —1) (Ag —cg) A5 +(Ag —Ap) (1—cg)
Xam = @ (A=A (A —D(Ap-1)
(Az—l)(a/\1+bg))\;”—(Alfl)(a/\2+bg)/\§n+()\17)\2)(hg+a)
X B (M =AM —1(Ap—1)
(A=A ()AL -2y
(ac+b) A —22) (A —1)(Ap—T)
AN (A —cg)A T —(Ay —cg) AL
(ac+b)gF—2 ! All—AZZ 2
XY_4 X ,
(A2 =1 (A =M - (4 —1) (A=A T +(4 -2p) (1-cg)
Xama1 = & M)A -D(Ap-1)
(A2—1)(11/\1+bg))t'1"—(Alfl)(a/\erbg)AE”Jr(Al7A2)(bg+tz)
x B (M2 —D(Ap—1)
(-~ tlia -2y b()‘l cg) M —(Ay—cg) ALY
% ,),(“C+b) ) DT . A=K
-1
(n)\1+bg)/\i"7(a}\2+bg)/\5"
% A=A
Yo ,

(Ap=DAY =(A=1)AF +A =2y
Yam1 = IX(Cf+d) T =A) (A =D (A1)

(Ap—1)(Aq —bf)/\i"—(}\l —1)(/\2—bf)/\§”+()\1 —Ap)(1-bf)

x B (—A2) (A -1 (Ap—1)
(A1) (eAg +bA)AT —(Aq 1) (cAp +bd)AY +-(Ag —Ap) (bd-+c)
X (—A2) (A —D(Ap—1)
(eAq+bd) A1 —(cAp+ba) A1 —Ag!
: ! AM—Ay 2 (fe +d) ?‘1 )‘2
XY_q X ,
(A —DAH (g —DABF A -2y
Yam = a(cf"'d) A1 12 (A 1) (Ap—T)
(A =1) (A =B )AT — (A ~1)(Ay )AL +(A ~Ap) (1-Df)
X B (—22) (A —D(Ap—1)
(A =1) (€A +bd)AT — (A 1) (eAg+bd)AB +(Ay —Ag) (bd+0)
X 7y (M—A2) (A -1 (A1)
AL (A —bH)NI—(Ag—bf)AY!
b(cf+d) 1 * f e

Xz 4 Yo ,

13 0f 18

(136)

(137)

(138)

(139)

(140)

(141)
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(A=A (3 —)AZ 140, -2,
(ef+4) =G =0T

Yam+1 = &
(A =1)(Ag =bHATFL— (A ~1)(Ag ~bA)AT L1 (A —25) (1-bf)
X ‘3 A =22) (A —1)(Ap-1)
(Ap—1) (eAq +bd)AJ! — (A —1) (cAp +bd)AJ +(Ag —Ap) (bd-+c)
X 7y (A =A2) (A —1)(Ap—1)
d(Arhf)AqL(Afbf)Agf (A +bd) AT —(cAg+bd)AS!
X x Ml z Mt (142)
,1 0 7
(A =1)(fAy+dg) AT — (A —1) (fAg+dg) AR +(Ag —Ap) (dg+f)
Z3m_1 = (M —A2) (A —1) (A1)

(M —DAY =(A —1)AF +A =)y
% ‘B(uf+g) ) DA T)

(A1) (A —ad) A — (A ~1) (Ag —ad)AJ + (A —Ag) (1—ad)

X (—22) (A —D(Ap-1)

m—1_ m—1 m_\m
h(f/\1+dg)/\1 . 7f\fA2+dg)/\2 (ﬂf+g) /\)\1 7;\\2
Xz_4 b Yo 2, (143)
(Ap=1)(fAq+dg) AT — (A =1) (fAg +dg)AS +(Ay —Ap) (dg+f)
Z3m = & (A1—22) (M -D(A2-1)

(A -DAHI (g —DABFL A -2y
X ‘B(uf+g) (A1=A2)(4 ~D(A2-1)

(A —1)(Aq —ad)A—(Ag ~1) (Ag —ad)ABH+(Ay —Ap) (1-ad)

X 7y M=) (A —D(Ap-1)
MIE_AT (Aq —ad) AT —(Ay —ad) AL
d(af+g) Aerg /\11*/\2 2

XX Zo ’ (144)

(A= D)(fA1 +dg) AT — (A —1)(fAp +dg)AT! +(A1 —Ap) (dg+f)
(M A —D(Ap—1)

Z3m4+1 = &

) (A=A ()AL -4y
A1) (A —1)(Ap=1)

% ﬁ(aerg

(A1) (A —ad) AT+ (4 —1) (A —ad) AL (A —Ay) (1—ad)

X 7y (A =22) (A -1)(A2-1)

(Ag—ad) AT —(Ap—ad)ABL  (fAq+dg) AT —(fAp+dg) AR
xy , P X, M , (145)

for m € Nj.

If (acf +ad + bf + cg)? = —4bdg, then

A=Ay = acf—o—ad—i—bf—i—cg.
2
Then, from (134), it follows that
ap = (n+1)A7, (146)
from which it follows that
n-1 o 1= (n+ DAY 4+ At
up =1+ Y (j+ 1A, = 1 1 (147)
! ]; ! ! (1-2y)
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By using (146) and (147) in (34)—(42), and, after some calculations, we get

1—£g+cgm/\§"71 —(m(l+£g)+1—cg)AT +mAq"+1
(1-11)?

X3m—1 = &

a+hg—bgm)\;”’1+(m(bg—a)—bg—a)A{”+amA§"+1 (ac-+b) 1—m)q”71+(m—1)/\1”

x B (1-A1)2 ¥ (1-71)2 (148)
d((ary+bg)m—bg)AT 2 (ac+b)ymAr 1

X V4

-1 0 7

1—Eg+cgm/\§"71—(m(l+£g)+1—cg))x{”+mAq"+1

X3m = & (1-21)2

a+hg—bgm)\;”’1+(m(bg—a)—bg—a)AT+amAq"+1
X ‘B (1-29)2
-1 m—1
g(ac+b)ymAl =" (m(A1—cg)+A1)A
Xy box, L

1-cg+eg(m+1)A7" —(m(1+cg)+2))1;”+1+(nz+1)/\¥’+2
(1-11)?

1= (m+ AT AL

(a2 (149)

(ac+Db)

X3m+1 = &

a+hg—bgm)x;”’1 +(m(bg—a)—bg—a)AY" +amA§"+1 (ac-+b) 1= (m+1)A7 +mA{”+1
ac
X B (1-11)2 0% (1-11)?

s 2= HADAT (@ +bgmrad) A (150)

1—mA" =Ly (m—1)Amm
— (cf+d) ](1—?‘1)2 .
Yam—1 =&

1=bf+bfmA™ L~ (m(14+bf)+1-b )N +mAT+1
X [3 (1-71)2

c+bd—bdmAT L4 (m(bd—c) ~bd—) AT +-emA L
X (1-21)2

_ m—2 m—1
Xyg_(l(cAlerd)m bd)A] x((]chrd)m)\1 ) (151)

1= (mA 1AM A+
(ef+a)
ysm = X 1
1=bf+bfmAT =L~ (m(14bf)+1-bf) A +mAT +1

X ‘B (1-71)2
c+bd—bdm/\£"71+(m(hd—c)—bd—c)A’1”+cm)\{”+1

X 7y (1-21)2

m—1 _ m—1
th_(i'erd)m/\l y(()(/\l bf)ym+Aq)A] ) (152)

1= (mt AT gmAl+1
(Cf_i_d)%
Yam1 =& (1=11)
1=bf+bf (m+ 1) — (m(1+bf)+2)AT L4 (m+1) A2
X ‘B (1-71)2
c+bd—bdm/\i"71+(m(bd—c)—bd—c)A{”+cm)\i”+1
X v (1-21)2

y xbi(l()xl7bf)m+/\1)/\5”’1Z(()(c)\1+bd)m+cx\1)/\’1"’1/ (153)

f+dg—dgm)\¥’71+(m(dg—f)—dg—f)/\{” +fmA’1"+1
(1-11)?

Z3m—1 = &

(af+ )l—mA'{”1+(m—1)A{” 1—ad+udmAi"’1—(m(1+ad)+l—ad))ni”-%—m)%’”l
a
g (1-21)2 v (1-49)?

x B
m—2 m—1
« Zh_(l(fMerg)mfdg)Al y(()ﬂf +g)mA] ) (154)
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f+dg—dgm)\1”’1+(m(dg—f)—dg—f)/\g" +fm/\;"+l

Z3m = & (=202
§ IB(”f+8) 17(m+<11)/\/1’:ll+);m{"+1 lfad+udrn/\;"_l—(n(zl(lt\iﬂ;);rl—ad)/\i”+m)x’1”+1
Z vy Z
d(af+g)mA" 1 (Aj—ad)m+Ay)An1
% x,(ff g)m 1 Z((]( 1—4a )m l) 1 , (155)
f+dg—dgm/\;”’1+(m(dg—f)—dg—f)/\g”+fm/\;"+l
Z3my1 = & (=202
) IB(”f+8) 17(m+<11)/\/1’:ll+);m1m+1 lfad+ud(m+l)/\;”—(m((11+;zlzli));rZ))\;”+1+(m+1)/\£"+2
- y Z
g((M—ad)m+A)AT ™! ((FAr-+dg)m+fA) AT !
Xy ox, r, (156)

for m € Np.
It is time-consuming, but not difficult to see, that all formulas above really present closed-form

formulas for solutions to system (3) in the corresponding cases, which was checked by the author
by hand. O

Corollary 1. Assume that a,b,c,d, f,g € Z, a,B,v € C\ {0}, and x_;,y_;,z_;,€ C\ {0}, i € {0,1}.
Then, the following statements are true:

(@) Ifb=0andacf+ ad+ cg # 1, then the general solution to system (3) is given by (55)—(63).

(b)  Ifb=0andacf +ad+ cg =1, then the general solution to system (3) is given by (64)—~(72).

(c) Ifd=0andacf+bf +cg # 1, then the general solution to system (3) is given by (85)—(93).

(d) Ifd=0andacf+bf +cg =1, then the general solution to system (3) is given by (94)—(102).

(e) Ifg=0andacf+ad+bf # 1, then the general solution to system (3) is given by (115)—(123).

(fh Ifg=0andacf+ad+bf =1, then the general solution to system (3) is given by (124)—(132).

(¢) Ifbdg # 0and (acf +ad + bf + cg)? # —4bdg, then the general solution to system (3) is given
by (137)—(145).

(h) Ifbdg # 0and (acf +ad + bf + cg)? = —4bdg, then the general solution to system (3) is given
by (148)—(156).

Remark. Bearing in mind that system (3) is obtained from the one in [24] by adding some
mulitipliers only, it is a natural question if (3) is its real generalization, that is, whether there are
cases when the systems are not equivalent. If these two systems are equivalent, it is highly expected
that the equivalence can be obtained by using scaling of dependent variables, that is, by using
the transformation

(xt’l/yl’l/zn) = (Aljc\?’l//\ZJ//\i’ll /\3/2\11)/ ne NO/ (157)

where A}, j = 1,3, are some nonzero numbers.
If we use (157) in (3), we get

- boagh o~ doc od = of =
M1 = aMyAYZ, 1, AdYut1 = BASMZRXy 1, AsZni1 = 7/\{/\§x£y§,1,

from which it follows that, for the equivalence of the systems, it must hold

MATATY = a, ATTRAT =B, ATTASAs = (158)
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However, the nonlinear system (158) need not have solutions if the determinant

1 —-a -b

-f —g 1

is equal to zero (if /\]- >0, = 1,3, and «, B,v € R,, the statement is immediately obtained
by transforming system (158) to a linear one, by taking the logarithm; the case when some of these
parameters are complex is dealt with in another way). It is easy to see that the equation A = 0 has
many solutions in the set Z°. Hence, the systems, in general cases, are not equivalent.
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