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Abstract: Predicting the game score is a well-explored duty, using mathematical/statistical models.
Nonetheless, by adopting a Bayesian methodology, this study aimed to estimate probabilistically the
Chilean Premier League teams’ position, considering them a hierarchical structure. This approach
enabled the evaluation of the main Chilean championship that provides the major soccer players
for the national team. Thus, a countable (Poisson) regression structure was considered to explain
each match as a combination of home advantage, added to the power of attack and defense of each
team and considering their performance in the championship as an independent game. We were
able to quantify the relationship across the defense and attack of each team and, in addition, were
able to group/verify the performance of the entirety of the 2020 Chilean Premier League. For the
model validation, we saved the last five games for the model prediction and we found that, in this
league, the teams presented a statistical significance in the attack factors, which influences the scores
(goals); however, all the teams showed low defense power and we have also found that playing at
home or away did not present a game advantage. Our model was able to predict the Chilean league
position table, with precision on the top five positions, and from the 6–11 positions there was a small
shift (close performance in the championship) caused by the similarity of the expected number of
goals, which implied the same position on the rank. This type of model has been shown to be very
competitive for the soccer championship prediction.

Keywords: Hierarchical Bayesian model; Poisson regression; soccer game prediction; Chilean Premier
League

1. Introduction

The mathematical systematization of sports performance and talent search as a crucial
mechanism for obtaining good players for large professional teams is known in both
sports science and in the literature on sports management [1]. In European and American
contexts, the sports industry has a longer tradition in collecting statistical data, such as
for baseball, soccer and basketball [2,3]. In recent years, digital economy has brought new
technologies (player analysis) that have offered additional advantages, such as predicting
player pairings or an athlete’s performance under specific conditions, all these based on
classical statistical tools.

However, several sports organizations traditionally rely almost exclusively on the
human experience for the talent process, even though in the past decades statistical
computations were more heavily used [4]. In soccer, it is still believed that experts in
the field, such as coaches, managers and talent scouts, can effectively convert collected
data into usable knowledge. For example, Louzada et al. [5] proposed the creation of
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performance indicators based on multivariate statistical analysis. From this tool, one can
quantify the performance of young players and take into account expert opinion for talent
search or personalized training.

In this direction, Bayesian methods make it possible to combine the information
contained in the observed data and the subjectivity of different experts in sports [6].
The knowledge acquired from the experts will be added as a prior probabilistic distribution
as, for example, these elements may consider aspects such as the expected recruitment of a
player (to a certain team) or his/her physical performance.

The soccer national leagues, seen from a global perspective, generates results on a
daily basis, which makes the amount of data that can be studied increase [7]. That passion,
which has various economic and social implications, is of great interest in order to see
the linking of probabilistic models for the quantification of their results (and performance
measurement). In this sense, statistical modeling applied to sports is a popular tool that
has promoted various investigations [8–10]. Two of the main aspects to investigate in the
world of soccer are who will be the winner of the match? Or what will the number of
goals scored by each team be? There have been various methodologies and probabilistic
distributions used to carry this goal out, for example, in different studies the Binomial,
Negative Binomial and Poisson distributions have been used, in addition to using both the
classical and Bayesian inference perspectives.

Moreover, the Poisson distribution has been widely accepted as a suitable model for
this kind of prediction; in particular, this model is often used because independence is
assumed between the goals scored by the home team and the visitor (given its simplicity,
which demands the estimation of a single parameter). For example, a soccer match can be
seen as two models (Y1, Y2), in which Y1 is the number of goals scored by the home team
and Y2 is the number of goals scored by the visitor, though adopting the independence of
the bivariate Poisson in which the relevant parameters are constructed as the combination
of the attack and the defense of the teams.

For instance, Santana et al. [11] adopted the Poisson distribution to estimate the prob-
ability of the vector (victory, tie, defeat) of each team on a given match. They demonstrated
the effectiveness of this proposed model whereas a modified model (Poisson autoregres-
sive model with exogenous covariates) was used to estimate the result of a given match,
compared to previously adopted multinomial logistic regression and support vector ma-
chines models, which do not inform the score of the match (and the discrete probability
model does).

In statistical methodology, Bayesian methods allow the inclusion of information
from an investigator’s preliminary tests, allowing combination with the observed data.
For instance, linear models can be understood as a combination of observed variables
and latent effects, which can show hidden patterns, and can be adopted as a hierarchical
Bayesian model to enable the estimation of individual effects in groups.

The present study proposed to develop a hierarchical Bayesian model to estimate
the positions of the teams in the general table of the Chilean League 2020, saving the last
five rounds as a prediction. The adopted model was based on the number of goals of each
team to measure the attack power and defense both at home and away, and also the effect
of home advantage. Hierarchical models are widely used as they are a natural way of
taking into account the relationships between variables, assuming a common distribution
for a set of relevant parameters that are believed to be related to one another.

The structure of this article is as follows: Section 2 provides the basis for the model
proposal, Section 3 describes the proposed model and how the data were manipulated,
Section 4 describes the results in terms of parameter estimation and prediction of a new
outcome, and finally Section 5 highlights the respective conclusions and possible improve-
ments to be made to following investigations.
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2. Theoretical Framework

The sports world has always been interested in having a certainty of winning, since
private teams invest large amounts of money to achieve good results. There are many
aspects that are covered in the context of sports, such as the physical condition of the
athletes, the maintenance of the place where the sport is developed, as well as having the
best technical staff. This investment should ensure that it returns monetary gains.

A particular case is soccer tournaments, in which it seems difficult to predict the
outcome of a game or who will be the winner in a certain championship, because there
are many factors involved, such as those previously exposed (athletes, fields and technical
personnel) as well as the presence of the public on the fields, injuries of the players,
among others. Various studies have been able to predict winners of tournaments and
matches, with different statistical models [10,12,13]. An example of this is the large betting
houses that, despite their work being based on “chance”, use models to benefit themselves
and not the user.

Since the beginning of the 20th century, much data have been collected and, cur-
rently, the amount of data that can be collected is much higher, due to current technology.
There have been several investigations into whether the result of soccer is luck or can be
predicted [7].

In this sense, seeking to model a soccer game, a game can be represented with the
number of goals of the gth team as a combination of the home versus away teams as Yg1
and Yg2, respectively, in which the observed elements (the amount of goals) are bivariate
variables Y = (Yg1, Yg2) that can be modeled as independent events. Moreover, in a
championship, the league is structured in such a way that every team will confront each
other twice, once as the home team and another as the away team. In this case, the random
variable that counts the number of goals is discrete, therefore the Poisson distribution
would naturally be adopted as:

Ygj | θgj ∼ Poisson(θgj), (1)

conditioned to the parameters θ = (θgi, θgj), which represent the play intensity of the home
team (i) and visitor team (j), respectively.

For instance, let us consider a univariate discrete random variable Y that follows a
Poisson distribution [14] with parameter θ, represented by Y ∼ Poisson(θ), with probability
mass function given by:

P(Y = y | θ) =
e−θθy

y!
, for y = 0, 1, 2, . . . , (2)

which has the property that the expectation and the variance are equal, that is,E[Y] = Var[Y] = θ.
Extending this univariate parameterization as a regression structure that associates

explanatory factors to the composition of the parameter θ, taking X ∈ Rn a vector of inde-
pendent variables, we have that a regression model could be written as log(E[Y|X]) = βX,
in which β ∈ Rk denotes a vector of regression coefficients. Thus, the extension of this sta-
tistical model, incorporating an explanatory vector structure (X) to estimate the parameter
θ, is:

θ := E[Y | X] = eβX . (3)

Then,

P(Y = y | X, β) =
eyβX e−eβX

y!
. (4)

If a bivariate discrete variable is considered, (Y1, Y2), with independence, then each
of the variables following a Poisson distribution are seen as P(Y1, Y2) = P(Y1)P(Y2).
Additionally, if a Bayesian approach is adopted, the parameters are random variables,
and one can estimate this regression model parameters, (θgi, θgj), as random variables
effect (of each gth team) and assuming a log-linear as the (canonical) link function as:
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MODEL 1 (NON-HIERARCHICAL):

log(θg1) = βhome + β1(g)atthome(g) + β2(g)defaway(g), (5)

log(θg2) = β3(g)attaway(g) + β4(g)defhome(g). (6)

The parameter βhome represents the home advantage for the game taking place at
home, which is assumed as constant for each team and match. The parameters β1 and
β3 represent the ability to attack, and β2 and β4 the defense of each team. The elements
considered {(home(g), away(g)), ∀g = 1, . . . , n} indicate the n teams which are playing in
the league.

Thus, for each of the parameters (β1(g), β2(g), β3(g), β4(g)) indicated in the first mod-
eling approach, which will enable us to estimate a common attack and defense structure
among the teams in a championship, varying the scale parameters, however, also represent
the league’s characteristics [15]. Nevertheless, a second modeling approach is to consider
the common shared structure added by a hierarchical level, which can design the attack
strength of each team (regardless of playing at home or away), as well as the defense
strength. Moreover, in the second model, the parameters (β1(g) = β3(g) and β2(g) = β4(g))
are centered though carrying hierarchical levels per team. For instance, the attack of each
gth team, atthome(g) and attaway(g), can be seen as a random variable distributed with mean
µatt and precision τatt.

MODEL 2 (HIERARCHICAL-Two levels):

log(θg1) = βhome + βatt(g1)att(g1) + βdef(g2)def(g2), (7)

log(θg2) = βatt(g2)att(g2) + βdef(g1)def(g1). (8)

The Bayesian modeling technique naturally adopts a hierarchical structure, enabling
us to add levels to the structure that estimate each group’s influence (marginal) and
their combination (global), that is, it also enables us to explain the common structure
among those groups. These hierarchical models make it possible, in a natural way, to treat
the levels’ data, avoid overfitting, and easily combine with custom decision analysis
tools [16]. Figure 1 summarizes the relationships between these parameters, and the
statistical structure adopted to estimate the expected number of goals for each match.

Figure 1. Visualization of the hierarchical model adopted to explain a league performance.

The term hierarchical model is addressed by models with two or more levels in their
random variable (as a single contribution). Additionally, it also assumes that all abilities
(attacks and defenses) are derived from a common structure (league), or are mostly very
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similar. Through the Bayesian approach, the experts’ understandings are used as a priori
information (although not a trivial task).

Hamiltonian Monte Carlo (Hmc) with Rstan

Under the Bayesian paradigm, statistical models can be calculated analytically from
their posterior distributions, with reference to their parameters. However, deterministic
integration methods are usually used to approximate these posterior distributions, which
present a high complexity, especially under the presence of high dimensions.

Any unknown parameter (θ) is associated with a probability function (π(.)), which
can be determined by Bayes’ theorem:

π(θ | Data) =
π(θ)π(Data | θ)

π(Data)
=

π(θ)π(Data | θ)∫
π(θ)π(Data | θ)dθ

. (9)

The first study that proposed a numerical approach for the posterior distribution
π(θ|Data) relating this integration problem and using the simulation based on states of
molecule systems as a solution, was proposed by Metropolis [17] and its updates are
made via random walk. This technique is known as Markov chain Monte Carlo (MCMC).
Consider a large independent and identically distributed sample (T1, ..., Tn), in which
Ti ∼ π(t|Data), the posterior distribution will be the result of any function g, via the law
of large numbers:

E[g(Ti)] =
∫

g(t)π(t | Data)dt =
∫

g(θ)π(θ | Data)dθ = E[g(θ) | Data]. (10)

Later, combining the idea of numerical approximation of the posterior distribution via
resampling, Alder and Wainwright [18] presented an alternative to the random walk fol-
lowing Newton’s laws of motion as Hamiltonian dynamics, which improved the estimation
of the states, originating the Monte Carlo hybrid method or the Hamiltonian Monte Carlo
(HMC). In order to search for the position of the variables and obtain inferences towards θ,
the method adds an auxiliary variable (ϕ) called “momentum”. Therefore, the parameter
space is explored through partial derivatives of the Hamilton’s equation converging much
faster. For further investigation, please consult Brooks et al. [19].

For Bayesian analysis, we used the integration of the programs R and Stan using the
Shinystan package in R, which offers a variety of graphs and metrics tools, related to
the convergence of the Monte Carlo chains, such as: ηe f f /N, mcse/sd, HMC/NUTS and
autocorrelation of each of the parameters, detailed by chain.

The metric ηe f f /N is composed by the total sample N and the effective sample size
ηe f f , in which the latter is calculated as:

ηe f f =
n

1 + ∑∞
k=1 ρk(θ)

, (11)

with n being the total sample size and ρk(θ) is the lag k autocorrelation of parameters (θ’s)
(for further information, see [19]). The ηe f f /N indicates the proportion of the parameters
whose samples have effective size less than a certain percentage with respect to the total
sample (regardless some significance level, α). It is also analyzed as each percentage of
effective size impacting in each parameter.

We can also find the metric mcse/sd, in which mcse is the Monte Carlo standard error,
which is the application of the delta method to the Monte Carlo estimates of the posterior
variance [19], and sd is the standard deviation of the parameter’s posterior. Thus, mcse/sd
indicates the proportion of parameters whose standard errors are greater than a certain
percentage with respect to the Monte Carlo estimates of the posterior variance [20].

Another common metric is the HMC/NUTS, in which HMC represents the Hamiltonian
Monte Carlo, which is an MCMC method that uses the derivatives of the density function
of the sample to generate efficient procedures for the parameter’s posterior [20]; and
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NUTS (No-U-Turn Sampler) automatically selects an n_leap f rog (number of jump steps
performed during Hamiltonian simulation) at each iteration to run posteriorly without
doing unnecessary work. The idea is to avoid the random walk behavior that arises in the
Metropolis or Gibbs samplers when there is correlation in the posterior distribution [20].

From these metrics, the Shinystan package [21] generates a table considering each
chain separately and together, in which, for the HMC/NUTS, it shows the mean, standard
deviation, maximum and minimum of the following properties of the chains:

• accept_stat: For the HMC without NUTS, it is the Metropolis’ standard acceptance
probability. A value closer to one is better (robust);

• stepsize: The integrator used in the Hamiltonian simulation. If the value is large, it will
be imprecise and reject too many proposals; and if it is small, it will take too many
small steps, which will cause long simulation times per interval;

• treedepth: A treedepth = 0 means that the first jump step is immediately rejected and
returns to the initial state;

• n_leapfrog: The number of jump steps performed during the Hamiltonian simula-
tion. If its value is small, the sample will become a random walk; and if it is large,
the algorithm will work more in each iteration;

• divergent: The number of jump transitions with divergent error. This number is the
average of divergence at each iteration;

• energy: The Hamiltonian value in each sample. The energy diagnostic for HMC
quantifies whether the tails of the posterior distribution are heavy or not.

3. Methodology
3.1. Data

This study adopted a hierarchical Bayesian model (presented in the previous theo-
retical section) for data from the 2020 Chilean soccer league, First Division, which had a
record of 314 games. The main objective was to verify the admissibility of this model for
predicting the statistical performance of the 2020 Chilean soccer championship.

The Chilean professional soccer league is organized by the National Professional
Soccer Association from Chile. The league is divided into three categories, which for the
2020 season consisted of: 18 teams in the first division (or Premier League), 15 teams in
the second category called “First B”, and 12 teams in the third category called “Second
Professional Division”. In total, the professional soccer league in Chile is made up of
45 teams.

In the First Division or Premier League, the teams play all against each other, that is,
they confront twice in a way that each team will play once at home and once as a visitor.
For each game, those teams obtain points to position themselves in a table, with the first
place occupied by the one with the most points. The score is as follows: three points for the
winner of the match, or one point for each team in the case of a tie.

The 2020 edition of the Premier league began on 24 January 2020 and ended on
17 February 2021. It should be noted that the 2020 season was affected by the COVID-19
(Coronavirus Disease 2019) pandemic, which caused the season to end on January 2021,
though it would generally end in December of the same year as it started. This pandemic
affected both the organization of the event (its calendar), as well as the possibility for fans
to watch their teams (up close) and to be able to support them within each team’s stadium.

The weights of being a visitor or at home in a game are considered to be very important
in the literature [22], thus the home advantage will be expected given the support of the
team’s fans rather than when it is a visitor team. Hence, the validation of statistical models
previously adopted for prediction should be tested in the Chilean Premier League.

Thus, most of the data collected in soccer matches were from before the pandemic,
when the fans were able to enter the soccer field and support their team. Therefore, this
study intended to make the prediction of the 2020 season and check up the effectiveness of
the public support.
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3.2. Description of the Sports (Hierarchical) Model

The hierarchy adopted in this study was used to estimate the potential of each team
from the 2020 Chilean Premier League, by centering the championship’s power of attack
and defense as a composition (in common) of each team. This approach considered the
performance, taking into account only the number of goals scored in each match as a
performance of a home team versus the visitor team. This stochastic event (number of
goals) was modeled using the countable regression from the generalized linear model
(GLM), which adopts the log link function for a Poisson variable distribution, presented in
Section 2. The adopted priors, in model 1, were non-informative with distributions:

βhome ∼ Normal(0, 0.0001), (12)

β1(g) ∼ Normal(0, 0.0001), (13)

β2(g) ∼ Normal(0, 0.0001), (14)

β3(g) ∼ Normal(0, 0.0001), (15)

β4(g) ∼ Normal(0, 0.0001). (16)

In our hierarchical model, it is shown as a regression structure in which the parameters
(θg1, θg2) are associated with the attack capacity (att) and defense (def) of each team. More-
over, all teams share a common performance that composes the 2020 Chilean championship.
In addition, the league has an attack (µatt) and defense (µdef) strength. That is, each gth
team is described as:

βhome ∼ Normal(0, 0.0001), (17)

βatt(g) ∼ Normal(µatt, τatt), (18)

βdef(g) ∼ Normal(µdef, τdef). (19)

Therefore, each team will compose the estimation of the four parameters, which
correspond to: two parameters for the attack (attg), observed when the team is visiting or
at home, in the same way as the two parameters associated with the defense (defg).

The total number of attack parameters is 18, related to the total number of teams in
the league. These parameters are distributed around the mean µatt with the dispersion
of τatt. The structure is obtained given the hierarchical model, since it considers the
performance of each individual team, and their behavior composes the Chilean Premier
League additionally as a higher level. Then, the same reasoning was applied for the defense
ability of each team. All the priors adopted were non-informative with distributions:

µatt ∼ Normal(0, 0.0001), (20)

τatt ∼ Gamma(0.1, 0.1), (21)

µdef ∼ Normal(0, 0.0001), (22)

τdef ∼ Gamma(0.1, 0.1). (23)

In the following section, we present the structures of the adopted championship
(2020 Chilean First Division league), and the results obtained from the proposed Bayesian
hierarchical modeling.

4. Results

The 2020 Chilean First Division league is made up of 18 teams, which play against
each other twice in a season (one at home and one away). This study took out the 34 rounds
that occurred from 24 January 2020 to 17 February 2021, and the last five games were saved
for validation. In the last rounds, 314 games were played, and the summarization of the
scored goals through this championship is described, per team, in Figure 2.
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Figure 2. Teams’ performance through the 2020 Chilean Premier Soccer League. Despite the group
being a home player or visitor, most of the teams’ performance was on a single goal (on median,
or 50% of the time). At home, the teams with better performance were PAL, UCA, UCH, DAN,
and AIT. As visitors, better performances were ULC and UCA teams.

Considering the theoretical model of Poisson regression, we take as the response
variable the number of goals scored by each team, explained by a home game factor
added to their attack power and defense. The Shinystan package containing graphical
and numerical summaries of parameters was adopted for the model and convergence
diagnostics, and implemented in the R software for the analysis of the parameters with
the HMC algorithm of strings with the size being 2000 iterations, with warmup = 1000 and
thin = 1, with four independent chains. All statistical analyses of this study consider a
credibility level of 50% (as statistical significance).

Both theoretical models, presented in Section 2, were implemented and adopted the
leave-one-out (LOO) cross-validation with moment matching aiming the model selection.
The loo package was adopted, based on the generated quantities from the STAN codes [23].
Table 1 shows that the loo results across the models are similar, and using the loo model
comparison (function loo_compare), the expected log pointwise predictive density (elpd)
difference between model 1 versus model 2 was −0.1 with a standard error (SE) of 0.6 (not
differing statistically). Therefore, we chose model 2 because it contains fewer parameters.

Table 1. Model selection using leave-one-out cross-validation with moment matching.

Statistic Estimate SE

Model 1 (Non-hierarchical)

elpd_loo −15.4 2.3

p_loo 0.5 0.3

looic 30.7 4.7

Model 2 (Hierarchical)

elpd_loo −15.4 2.1

p_loo 0.2 0.1

looic 30.8 4.1

In Table 2, we see, in detail, the descriptive statistics of the posterior distributions of
the parameters of model 2 (hierarchical), which describe the expected scoring of the teams
resulting in the final positions for the championship of 2020 (in which the last rounds will
serve as a comparison and were not considered in the estimation process). It is possible
to observe that the expected results of the three teams with the greatest attack power,
foreseen by the adopted model, are in the first four positions of the final result table of the
championship. Due to the model adopted, they are in the first four positions of the final
result table of the championship. It should be noted that it was expected by the model that
the other team in the top four is the Universidad de Chile (UCH), which we can place as
having the fourth best attacking position in the graph of Figure 3.
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Table 2. Betas Maximum a Posteriori (MAPs) summary estimation for theoretical model 2.

Posterior Mean Posterior Quantile 25% Posterior Quantile 75%

HOME 1.37× 108 −5.96× 109 6.45× 109

UCA_att 0.4999 0.4071 0.5947
ULC_att 0.4185 0.3278 0.5124
UES_att 0.3616 0.2715 0.4532
UCH_att 0.2636 0.1724 0.3557
PAL_att 0.2535 0.1608 0.3487
AIT_att 0.2208 0.1292 0.3168
COB_att 0.1965 0.1087 0.2902
HUA_att 0.183 0.0868 0.2799
DAN_att 0.1583 0.0623 0.2573
SWA_att 0.142 0.0482 0.2429
OHI_att 0.1107 0.0162 0.2067
CUN_att 0.1061 0.0184 0.1972
DIQ_att 0.0711 −0.0231 0.1681
UCO_att 0.0687 −0.024 0.1657
EVE_att 0.0519 −0.0445 0.1513
DLS_att 0.0082 −0.0872 0.1085
CCO_att −0.0311 −0.1284 0.071
COU_att −0.059 −0.1584 0.0434
UCO_def −0.0105 −0.0136 0.0055
ULC_def −0.0042 −0.0091 0.0066
COU_def −0.0097 −0.0134 0.0051
COB_def −0.0013 −0.0086 0.0085
UCA_def 0.0084 −0.0051 0.0134
UCH_def 0.0104 −0.0042 0.0137
DIQ_def −0.0114 −0.0143 0.0044
DLS_def −0.0002 −0.0085 0.0085
PAL_def −0.008 −0.0121 0.0059
UES_def −0.0254 −0.0249 0.0022
SWA_def −0.0249 −0.0242 0.0023
HUA_def −0.0077 −0.0117 0.0057
CUN_def −0.0235 −0.0213 0.0025
CCO_def −0.0051 −0.0104 0.0069
OHI_def 0.0014 −0.007 0.0086
EVE_def −0.0058 −0.0096 0.0065
DAN_def −0.0044 −0.0095 0.0068
AIT_def −0.0219 −0.0202 0.0024

µatt 1.12E× 108 −6.56× 108 6.71× 1009
τatt 0.2729 0.2288 0.311
µdef 1.08× 108 −6.68× 109 6.84× 109

τdef 0.0343 0.0047 0.0452

In Figure 3, we are able to see the prediction of attack and defense of the 18 teams in
the league, in which we can observe that the level of the defense for each team individually
was statistically equal to zero, which means that there is no significant result in the defense
among the teams. However, if it was obtained that the attack of the teams, such as the
Universidad Católica (UCA), Unión La Calera (ULC) and Unión Española (UES), have
greater attack power according to the model. In addition, the prediction error of the model
is displayed, with regards to the attack prediction of the teams, that is, due to the size of
the attack it is possible to present the championship positions, according to the adjusted
Poisson regression model.
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Figure 3. Prediction of the Chile 2020 championship, according to the adjusted model, saving the last
5 rounds of 2020 games. The points in red are the teams that had statistical significance, being only
their attacking power significant.

Additionally, from observation of Figure 4, it is possible to notice the attack average
of each team, and we can see that the first five teams with the highest attacking average
are the same first five teams who have been better ranked at the end of the season, and
positions 5 to 11 are also the same teams although not in the same position.

In Table 2, in addition to the 11 teams that have a significant statistic, there is also
the Audax Italiano, which has a significant value and is in position 6 of the prediction
table, whereas it is in position 14 of the final table of the 2020 championship. However, its
defense is one of the lowest, thus we can interpret this as an outlier.

Although most of the teams are between positions 11 and 18 of the final table of the
championship, their attack and defense prediction errors are high compared to the other
11, which may lead to thinking that this is a factor that alters the program.

On the other hand, we can see in Figure 5 how the Home parameter is distributed,
which represents the attack and defense of each team at home, and looks symmetrically
distributed. In this way, we can say that the Home parameter did not intervene in the
definition of a match in the 2020 Chilean Premier League.

Figure 6 shows four HMC chains of the Home parameter, in which in order to determine
convergence it is convenient to observe that the four chains are consistent and to check that
the chains are not stuck in unusual regions. Therefore, we can say that the chains converge.

We can also observe the deviation represented by τdef and τatt. For the case of defense,
we have an asymmetry that is close to zero. On the other hand, for attack, we have an
average of the dispersion between 0.2 and 0.3.

The use of the Shinystan package facilitates the analysis of the results due to the
intuitive and easy interaction of this package, and by adopting the launch_shinystan
function, a parsing interface related to the strings from HMC, you will be able to view
various graphs and parameter estimates in more detail.



Axioms 2021, 10, 276 11 of 17

Figure 4. Betas Maximum a Posteriori (MAPs) probability estimates and 50% credibility intervals
(50% CIs) for the attack parameters on the left, and the defense parameters on the right for each team.

Figure 5. A posteriori distribution of the Home parameter for the hierarchical model.

Figure 6. HMC chains of the Home parameter.
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Figure 7. R statistics of the HMC chains of the Home parameter.

Figure 8. Distribution of defense and attack parameters in general in the Chilean league (µ and τ).
The main diagonal shows the histograms of the posterior distributions of the offense and defense of
the 2020 Chilean First Division league. The upper triangular part shows evidence of independence,
from the HMC, among the parameter estimates. The lower triangular part shows results associated
with the bivariate distributions of the predicted posteriors.

One of the first visualizations would be the HMC chains adopted from the model, also
allowing a separate or simultaneous display on the same graph. The HMC strings, approx-
imated by the NUTS algorithm, are computationally more expensive than Metropolis or
Gibbs. However, they are more efficient, and therefore the samples can be small [24].

The convergence of the chains is intuitively represented when targeting the same
region, that is, there is a behavior similar to a convergence point (value), and the vari-
ance between the chains is approximately equal to the mean variance within the chains
(homoscedastic), also quantified by the estimated R_hat (R̂) statistic, which is close to
1 [24]. As an example of convergence of the Home parameter, Figure 6 demonstrates the



Axioms 2021, 10, 276 13 of 17

obtained strings in which each color refers to different strings, and the beginning of each
chain was randomly selected from the Normal (0, 0.01) distribution. In addition, the chains
look visually stationary achieving the convergence measure, showing just a random noise
around the mode of the posterior for the Home parameter, confirmed by the statistics of the
R̂ value concentrated at 1 (less than the threshold 1.01), as shown by Figure 7.

Shinystan also makes it possible to view all the posteriors of the parameters adopted
by the statistical model, enabling a better understanding of what is being analyzed and,
in the case of seeing any anomaly, to be able to correct it or to do some other test. For each
parameter that intervenes in the model, a graph of the posterior distribution is generated,
and, as shown in Figure 8, the posterior distributions for the µdef, τdef, µatt and τatt pa-
rameters obtained by the HMC strings. From these graphs, we could see that the Home
parameter is distributed in a symmetric way (in Figure 5), and that the µdef and µatt param-
eters have slight skewness (in Figure 8). The precision parameters τdef and τatt are involved
with attack parameter dispersion and suggest a significance, compared to defense, since
the distribution of τdef is around zero.

In view of their empirical distributions, Figure 8 shows that, in the upper triangle,
there is no trend in the posterior parameters, which makes them look unrelated (µatt, τatt,
µdef and τdef). It is also important to highlight that the parameter (µatt) can approximate
a discussion related to the attacking average of the Chilean league (µdef) and the defense
average in a way that represents the championship as the main one in Chile. Observing the
figure, it is in accordance with the previous one since the defense average is zero, that is, it
does not contribute to the prediction. However, the attack average is non-zero (specifically
for some teams being statistically significant).

In the lower triangular part of Figure 8, we see the predictive posterior of the parame-
ters involved, from which we see that it adjusts to the expected values.

It can also be obtained individually, that is, per team, associated with the posterior
distributions of defense and attack. This is an important aspect if you want to observe the
performance of only one computer (obtained by adopting the hierarchical model).

Some of the metrics that were extracted from the Shinystan interface are presented in
Table 3, in which the accept_stat metric validates the convergence of each of the strings in a
general way, since there are values close to one.

Table 3. Metrics provided by the Shinystan parameter on chain convergence for the hierarchical model.

Chain Accept_stat Stepsize Treedepth N_deapfrog Divergent Energy

All chains 0.7922 0.0265 7.0215 158.1773 0.0158 494.9190
Chain 1 0.7909 0.0224 7.4130 218.1270 0.0060 498.7200
Chain 2 0.7583 0.0276 6.9330 125.8300 0.0050 494.4215
Chain 3 0.7272 0.0260 6.6970 145.0860 0.0510 463.3970
Chain 4 0.8924 0.0297 7.0430 143.6660 0.0010 523.1376

The stepsize values are small. Therefore, the program performed long simulation
times for the interval. In the case of treedepth, the values are different from zero and it does
not hit the maximum value, which is shown to be an efficient No-U-Turn-Sampler.

The metrics of ne f f /N and mcse/sd were also extracted, indicating that the following
parameters: def1, def6, def7, def10, def11, def13, def18, τdef, log-posterior, have an effective
sample size less than 10% of the total sample size; and that the following parameters: def10,
def11, def13, def18, τdef, have a Monte Carlo standard error greater than 10% of the posterior
standard deviation. Finally, for the development of this research, the autocorrelation metric
was necessary, which shows the relationship of the parameters in each of the strings, and
after their analysis, all chains presented signals of convergence.

Our models predicted correctly most of the Chilean final ranking positions, using the
last five matches for prediction. Table 4 shows the median prediction, generated from the
adjusted Poisson derived from the four independent chains which generated quantities
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blocks, based on both adopted models (hierarchical and non-hierarchical) which presented
quite similar results.

Table 4. Median predicted goals, from the 4 chains, adopting the last 5 games of the 2020
Chilean championship.

MATCH HOME AWAY

HOME × AWAY GOAL MODEL 1 MODEL 2 GOAL MODEL 1 MODEL 2

DLS × AIT 0 1 1 2 1 1
UCO × UCA 1 1 1 2 2 1
PAL × COU 2 1 1 2 1 1
EVE × HUA 1 1 1 0 1 1
OHI × CCO 1 1 1 1 1 1

For example, the first five positions predicted by the model are: Universidad Católica
(UCA), Unión La Calera (ULC), Unión Española (UES), Universidad de Chile (UCH)
and Palestino (PAL), in an order based on a calculated attack, whereas the general table
remained: Universidad Católica (UCA), Unión La Calera (ULC), Universidad de Chile
(UCH), Unión Española (UES) and Palestino (PAL), which, in the final table, is affected
by the league rules that indicate that, at the time of equalizing the points, the position is
defined by the goal difference, and since our model is based on the goals scored, it will
show the one that scores more goals at the top of the table. The highest one in the table
is the one that scores more goals. Therefore, by organising the attack value of the teams
in decreasing order, and comparing with the final table of the league (Table 5), our model
manages to predict most of the positions exactly when it comes to the highlighted teams.

On the other hand, positions 7 to 12 of Table 2, according to the estimates of the
Poisson model, correspond to positions 6 to 11 of the final table of positions for the Chilean
league (Table 5). It happens that, since the difference between one position and the other is
one point, then the positions predicted by model 2 were not equivalent to the final result.

Table 5. Final standings of the 2020 Chilean Premier League. The positions highlighted, in bold style,
were predicted correctly by the adjusted Bayesian hierarchical model.

Position Team Name Points

1 Universidad Católica (UCA) 65
2 Unión La Calera (ULC) 57
3 Universidad de Chile (UCH) 52
4 Unión Española (UES) 52
5 Palestino (PAL) 51
6 Deportes Antofagasta (DAN) 48
7 Cobresal (COB) 47
8 Huachipato (HUA) 46
9 Curicó Unido (CUN) 46
10 O´Higgins (OHI) 45
11 Santiago Wanderers (SWA) 44
12 Everton (EVE) 43

13 Universidad de Concepción
(UCO) 41

14 Audax Italiano (AIT) 41
15 Deportes La Serena (DLS) 39
16 Colo Colo (CCO) 39
17 Deportes Iquique (DIQ) 38
18 Coquimbo Unido (COU) 35

5. Conclusions

The Bayesian hierarchical structure modeling adopted in this study was shown to be
adequate for describing the Chilean Premier League, with the attack and defense power
of each team, but enabled the analyses of the entire Chilean Premier League (attack and
defense power). In the 2020 Chilean Premier League, the definition of the championship,
based on the model 2, depends on the power of the team to attack (βatt) rather than its
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defense (βdef), statistically. This attribute has been estimated considering both individ-
ual and group characteristics, allowed by the hierarchical modeling. Despite the home
advantage debated in the literature [22], this study did not find any statistical significance
of this parameter.

In this sense, our adopted model attended the goals of each team for determining its
defense and attack potential, and enabled the determination of 11 of the 18 positions of
the final Chilean premier championship ranking. Moreover, this study took into account
a simple regression structure model. Thus, many other aspects were not considered
(and could also be tested), such as the geographical region where the game is played,
the performance of players, and their nationalities. Further works may consider three
levels of hierarchy by adding the players’ layer. This type of model has proved to be very
competitive for the prediction of results in championships, in which all teams play against
each other in a tournament, with no need to predict the uncertainty on the elimination due
to each phase. Another possibility is to adopt the championship as a dynamic process
and, through time-varying parameters, accommodate the league’s evolution round-by-
round [25].

For instance, such modeling can be used to assess the decision-making for the team’s
strategic office and coach, unraveling their weaknesses and strengths, thus supporting,
through quantified inferences, the targeting of improved technical skills. This modeling
can also be designed for betting on the winning team (expected score).
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Abbreviations
The following abbreviations are used in this manuscript:

HMC Hamiltonian Monte Carlo
MCMC Markov chain Monte Carlo
NUTS No-U-Turn Sampler
MAP Maximum a Posteriori
CIs Credibility Intervals
GLM Generalized Linear Model
LOO leave-one-out
elpd_loo LOO expected log pointwise predictive density
p_loo LOO effective number of parameters
looic LOO Information Criterion
SE Standard Error
att attack capacity
def defense capacity
θ Poisson parameter related to the expected number of events of each team
βhome Home advantage parameter for the team playing at home
β1 and β3 MODEL 1—Attack ability parameters from home and away
β2 and β4 MODEL 1—Defense ability parameters from home and away
βatt MODEL 2—Attack ability parameter (for each team)
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βdef MODEL 2—Defense ability parameter (for each team)
µatt MODEL 2—2020 Chilean Premier attack (mean) location parameter
µdef MODEL 2—2020 Chilean Premier defense (mean) location parameter
τatt MODEL 2—2020 Chilean Premier attack variability parameter
τdef MODEL 2—2020 Chilean Premier defense variability parameter
UCA Universidad Católica team
ULC Unión La Calera team
UCH Universidad de Chile team
UES Unión Española team
PAL Palestino team
DAN Deportes Antofagasta team
COB Cobresal team
HUA Huachipato team
CUN Curicó Unido team
OHI O´Higgins team
SWA Santiago Wanderers team
EVE Everton team
UCO Universidad de Concepción team
AIT Audax Italiano team
DLS Deportes La Serena team
CCO Colo Colo team
DIQ Deportes Iquique team
COU Coquimbo Unido team
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