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Abstract: We consider a finite horizon multi-model linear-quadratic optimal control problem. For
this problem, we treat the case where the problem’s functional does not contain a control function.
The latter means that the problem under consideration is a singular optimal control problem. To
solve this problem, we associate it with a new optimal control problem for the same multi-model
system. The functional in this new problem is the sum of the original functional and an integral
of the square of the Euclidean norm of the vector-valued control with a small positive weighting
coefficient. Thus, the new problem is regular. Moreover, it is a multi-model cheap control problem.
Using the solvability conditions (Robust Maximum Principle), the solution of this cheap control
problem is reduced to the solution of the following three problems: (i) a terminal-value problem for an
extended matrix Riccati type differential equation; (ii) an initial-value problem for an extended vector
linear differential equation; (iii) a nonlinear optimization (mathematical programming) problem. We
analyze an asymptotic behavior of these problems. Using this asymptotic analysis, we design the
minimizing sequence of state-feedback controls for the original multi-model singular optimal control
problem, and obtain the infimum of the functional of this problem. We illustrate the theoretical results
with an academic example.

Keywords: multi-model optimal control problem; singular optimal control problem; regularization;
cheap control problem; optimization (mathematical programming) problem; minimizing state-feedback
control sequence

MSC: 49K35; 49N10; 49N35; 93B52; 93C70

1. Introduction

Multi-model systems represent the class of uncertain systems depending on an un-
known numerical parameter, which belongs to some given set. This set can be either finite
or infinite and compact. Thus, a multi-model system represents a set of single-model sys-
tems, each of which is associated with one of the aforementioned parameters. The optimal
control problem of a multi-model system is a Min-Max type optimization problem. In such
an optimal control problem, the functional is maximized with respect to the parameter
and minimized with respect to the control. For multi-model optimal control problems,
the first-order optimality condition (Robust Maximum Principle) was recently developed in
the book [1] (see also the book [2]). Among other topics, where other (as in [1,2]) versions
of multi-model systems and their analysis are considered, we can mention, for instance,
the following: robust optimization in spline regression for multi-model regulatory net-
works (see, e.g., [3] and references therein), multi-regimes stochastic differential games
with jumps (see, e.g., [4] and references therein), games with fuzzy uncertainty (see, e.g., [5]
and references therein), and robust portfolio optimization under parallelepiped uncertainty
(see, e.g., [6] and references therein).

The singular optimal control problem is such that the first-order optimality conditions
Maximum Principle ([7]), Robust Maximum Principle ([1]), and Hamilton–Jacobi-Bellman
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Equation ([8]) are not applicable for obtaining its solution. Single-model singular optimal
control problems are extensively studied in the literature. Several approaches to the analysis
and solution of such problems are widely used. Thus, higher order necessary/sufficient
control optimality conditions can be useful in solving the singular optimal control problems
(see, e.g., [9–13] and references therein). However, the higher order optimality conditions
fail to yield a candidate optimal control/optimal control for the problem, which does
not have an optimal control in the class of regular (non-generalized) functions, even
if the problem’s functional has a finite infimum/supremum in this class of functions.
The second approach is based on the design of a singular optimal control as a minimizing
sequence of regular open-loop controls. This minimizing sequence is a sequence of regular
control functions of time, along which the functional tends to its infimum/supremum (see,
e.g., [12,14,15] and references therein). A generalization of this approach is the extension
approach (see [16–18]). The third approach combines geometric and analytic methods.
Namely, this approach is based on a decomposition of the state space into the “singular” and
“regular” subspaces, and a design of an optimal open loop control as a sum of impulsive (in
the singular subspace) and regular (in the regular subspace) functions (see, e.g., [19–22]
and references therein). The fourth approach proposes to look for a solution to a singular
optimal control problem in a properly defined class of generalized functions (see, e.g., [23]).
Finally, the fifth approach is based on regularization of the original singular problem by
a “small” correction of its “singular” functional (see e.g., [24–26] and references therein).
Such a regularization is a kind of Tikhonov’s regularization of ill-posed problems [27]. This
approach yields the solution to the original problem in the form of a minimizing sequence
of state feedback controls.

However, to the best of our knowledge, multi-model singular optimal control prob-
lems were not considered in the literature. In this paper, we consider the finite horizon
multi-model singular linear-quadratic optimal control problem. We solve this problem by
application of the regularization approach, which yields a new regular optimal control
problem. The latter problem is a multi-model cheap control problem. To the best of our
knowledge, multi-model cheap control problems also were not considered in the literature.
Asymptotic analysis of the multi-model cheap control problem, obtained in this paper,
is carried out. Based on this analysis, a minimizing sequence of state-feedback controls
in the original multi-model singular control problem is designed and the infimum of the
functional of this problem is derived.

It should be noted that the present paper is rather theoretical. Its motivation is to extend the
regularization approach to analysis and solution of multi-model singular optimal control problems.
Since the Robust Maximum Principle, applied to multi-model optimal control problems, differs
considerably from the Maximum Principle, applied to single-model optimal control problems,
the aforementioned extension is not trivial. It requires obtaining significantly new results in the
asymptotic analysis of singularly perturbed problems, as well as significantly new results in the
asymptotic analysis of optimization (mathematical programming) problems.

We organize the paper as follows. In the next section (Section 2), we present the
rigorous formulation of the considered problem. Also, we present the main definitions.
In Section 3, we regularize the original singular problem. This regularization yields a
new problem—the multi-model cheap control problem. Using the Robust Maximum
Principle, we present the solvability conditions of this new problem. In Section 4, we
analyze asymptotically, these solvability conditions. Based on this analysis, in Section 5,
we design the minimizing sequence of state-feedback controls for the original multi-model
singular optimal control problem and obtain the infimum of the functional of this problem.
In Section 6, we present, an illustrative academic example. We devote Section 7 to the
concluding remarks and outlook.

The following main notations are applied in the paper.

1. En denotes the n-dimensional real Euclidean space.
2. ‖ · ‖ denotes the Euclidean norm either of a vector or of a matrix.
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3. The superscript “T” denotes the transposition of a matrix A (AT), or of a vector
x, (xT).

4. L[a, b; En] denotes the linear space of n-dimensional vector-valued real functions,
square-integrable in the finite interval [a, b].

5. On1×n2 is used for the zero matrix of the dimension n1 × n2, except in the cases where
the dimension of the zero matrix is obvious. In such cases, the notation 0 is used for
the zero matrix.

6. In is the n-dimensional identity matrix.
7. col(x, y), where x ∈ En, y ∈ Em, denotes the column block-vector of the dimension

n + m with the upper block x and the lower block y.
8. The inequality A ≤ B, where A and B are quadratic symmetric matrices of the same

dimensions, means that the matrix B− A is positive semi-definite.

2. Problem Formulation and Main Definitions

Consider the following multi-model system:

dwk(t)
dt

= Ak(t)wk(t) + Bk(t)u(t), wk(0) = w̃0, t ∈ [0, t f ], k ∈ {1, 2, . . . , K}, K > 1, (1)

where wk(t), (k ∈ {1, 2, . . . , K}) is a state in the multi-model system and wk(t) ∈ En,
(k = 1, 2, . . . , K); u(t) is a control in the multi-model system and u(t) ∈ Er, (r ≤ n); t f > 0
is a given time instant; Ak(t) and Bk(t), t ∈ [0, t f ], (k = 1, 2, . . . , K) are given matrix-valued
continuous functions of corresponding dimensions; w̃0 ∈ En is a given vector.

Let us consider the following functional:

F (u, k)
4
= wT

k (t f )H̃wk(t f ) +
∫ t f

0
wT

k (t)D̃(t)wk(t)dt, k ∈ {1, 2, . . . , K}, (2)

where H̃ is a constant symmetric positive semi-definite n× n-matrix; for any t ∈ [0, t f ],
D̃(t) is a symmetric positive semi-definite n× n-matrix.

Based on the functional F (u, k), we construct the performance index evaluating the
control process of the multi-model system (1)

J (u)
4
= max

k∈{1,2,...,K}
F (u, k)→ inf

u
. (3)

Remark 1. Since the control u(·) is not present explicitly in the functional F (u, k) (and, therefore,
in the functional J (u)), the first-order optimality conditions (see [1]) fail to yield an optimal control
to the problem (1), (3). Thus, this problem is a singular optimal control problem.

Let us introduce the vectors

w
4
= col(w1, w2, . . . , wK) ∈ EKn w0 4= col(w̃0, w̃0, . . . , w̃0) ∈ EKn (4)

and the set U of all functions u = u(w, t) : EKn × [0, t f ]→ Er, which are measurable with
respect to t ∈ [0, t f ] for any fixed w ∈ EKn and satisfy the local Lipschitz condition with
respect to w ∈ EKn uniformly in t ∈ [0, t f ].

Definition 1. By U, we denote the subset of the set U , such that the following conditions are valid:

(i) for any u(w, t) ∈ U and any w0 ∈ EKn of the form in (4), the initial-value problem (1)
with k = 1, 2, . . . , K and u(t) = u(w, t) has the unique absolutely continuous solution

wu(t; w0)
4
= col

(
w1,u(t; w0), w2,u(t; w0), . . . , wK,u(t; w0)

)
in the entire interval [0, t f ];

(ii) u
(
wu(t; w0), t

)
∈ L2[0, t f ; Er].

Such a defined set U is called the set of all admissible state-feedback controls in the problem (1) and (3).
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Remark 2. Since for any k ∈ {1, 2, . . . , K}, any u(w, t) ∈ U and any w0 ∈ EKn of the form
in (4), the value of the functional F (u, k) with u(t) = u(w, t) is non-negative, then for any
aforementioned w0 ∈ EKn, there exists a finite infimum J ∗(w0) of the functional J (u) with
respect to u(t) = u(w, t) ∈ U in the problem (1) and (3).

Consider a sequence of the functions u∗q(w, t) ∈ U, (q = 1, 2, . . .).

Definition 2. The sequence
{

u∗q(w, t)
}+∞

q=1 is called a minimizing robust control sequence (or

briefly, a minimizing sequence) of the optimal control problem (1) and (3) if for any w0 ∈ EKn of the
form in (4):

(a) there exist limq→+∞ J
(
u∗q(w, t)

)
;

(b) the following equality is valid:

lim
q→+∞

J
(
u∗q(w, t)

)
= J ∗(w0).

In this case, the value J ∗(w0) is called an optimal value of the functional in the problem (1) and (3).

The objective of the paper is to design the minimizing sequence of the optimal control
problem (1) and (3) and to derive the expression for the optimal value of the functional in
this problem.

3. Regularization of the Optimal Control Problem (1) and (3)
3.1. Multi-Model Cheap Control Problem

To design the minimizing sequence of the problem (1) and (3), first, we are going to
regularize it. Namely, we replace (approximately) the singular problem (1) and (3) with a
parameter-dependent regular optimal control problem. This new problem has the same
multi-model dynamics (1) as the original singular problem has. However, the functional
in the new problem, having the regular form, differs from the original functional J (u).
Namely, the functional in the new problem has the form

Jε(u) = max
k∈{1,2,...,K}

Fε(u, k), (5)

where

Fε(u, k)
4
= wT

k (t f )H̃wk(t f ) +
∫ t f

0

[
wT

k (t)D̃(t)wk(t) + ε2uT(t)u(t)]dt, k ∈ {1, 2, . . . , K}, (6)

ε > 0 is a small parameter.

Remark 3. Like in the original optimal control problem (1) and (3) the objective of the control
u in the new problem (1), (5) and (6) is the minimization of its functional by a proper choice of
u = u(w, t) ∈ U.

Remark 4. Since the parameter ε > 0 is small, the problem (1), (5) and (6) is a cheap control
problem, i.e., an optimal control problem with a control cost much smaller than a state cost in the
functional. Single-model cheap control problems have been studied extensively in the literature (see
e.g., [24–26,28–46] and references therein). However, to the best of our knowledge, multi-model
cheap control problems have not yet been studied in the literature. It is important to note that, due
to the smallness of the control cost, a cheap control problem can be transformed to an optimal control
problem for a singularly perturbed system. Various results in the topic of optimal control problems
for singularly perturbed single-model systems can be found, for instance, in [36,39,40,47–61] and
references therein. However, to the best of our knowledge, optimal control problems for singularly
perturbed multi-model systems have not yet been studied in the literature.
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3.2. Solvability Conditions of the Optimal Control Problem (1), (5) and (6)

Based on the results of the book [1] (Section 9.4), let us introduce for consideration the
following block-diagonal Kn× Kn-matrices:

A(t) 4=


A1(t) On×n . . . On×n
On×n A2(t) . . . On×n
......... ......... . . . .........
On×n On×n . . . AK(t)

, H 4=


H̃ On×n . . . On×n

On×n H̃ . . . On×n
......... ......... . . . .........
On×n On×n . . . H̃

,

D(t) 4=


D̃(t) On×n . . . On×n

On×n D̃(t) . . . On×n
......... ......... . . . .........
On×n On×n . . . D̃(t)

, Λ
4
=


λ1 In On×n . . . On×n
On×n λ2 In . . . On×n
......... ......... . . . .........
On×n On×n . . . λK In

, (7)

where λk, (k = 1, 2, . . . , K) are scalar nonnegative parameters satisfying the condition

∑K
k=1 λk = 1, i.e., the vector λ

4
= col(λ1, λ2, . . . , λK) belongs to the set

Ωλ
4
=

{
λ = col(λ1, λ2, . . . , λK) ∈ EK : λ1 ≥ 0, λ2 ≥ 0, . . . , λK ≥ 0,

K

∑
k=1

λk = 1

}
.

Along with the above-introduced block-diagonal matrices, let us introduce for consid-
eration the following block-form matrix:

B(t) 4=


B1(t)
B2(t)

. . .
BK(t)

. (8)

Based on the matrices in (7) and (8), we consider the following terminal-value problem
for the matrix Riccati differential equation:

dP(t)
dt

= −P(t)A(t)−AT(t)P(t) + P(t)S(t, ε)P(t)−ΛD(t), t ∈ [0, t f ], P(t f ) = ΛH, (9)

where

S(t, ε) =
1
ε2B(t)B

T(t). (10)

Remark 5. For any λ ∈ Ωλ and any ε > 0, the terminal-value problem (9) has the unique solution
P(t) = P(t, λ, ε) in the entire interval [0, t f ], and PT(t, λ, ε) = P(t, λ, ε).

Let us introduce the vector κ ∈ EK, the set

Ωκ
4
=

{
κ = col(κ1, κ2, . . . , κK) ∈ EK : κ1 ≥ 0, κ2 ≥ 0, . . . , κK ≥ 0,

K

∑
k=1

κk = 1

}
, (11)

and the matrices

Hκ
4
=


κ1H̃ On×n . . . On×n

On×n κ2H̃ . . . On×n
......... ......... . . . .........
On×n On×n . . . κKH̃

, Dκ(t)
4
=


κ1D̃(t) On×n . . . On×n

On×n κ2D̃(t) . . . On×n
......... ......... . . . .........
On×n On×n . . . κKD̃(t)

. (12)
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Proposition 1. For a given ε > 0, the robust optimal state-feedback control u = u∗ε (w, t, λ∗) of
the multi-model cheap control problem (1), (5) and (6) has the form

u∗ε (w, t, λ∗) = − 1
ε2B

T(t)P(t, λ∗, ε)w, w ∈ EKn, t ∈ [0, t f ], (13)

where

λ∗ = λ∗(ε) = argminλ∈Ωλ
I(λ, ε), (14)

I(λ, ε) = (w0)TP(0, λ, ε)w0 − wT(t f )ΛHw(t f )−
∫ t f

0
wT(t)ΛD(t)w(t)dt

+ max
κ∈Ωκ

[ ∫ t f

0
wT(t)Dκ(t)w(t)dt + wT(t f )Hκw(t f )

]
; (15)

the vector w0 ∈ EKn is of the form in (4) and w(t) = w(t, λ, ε) is the solution of the initial-value
problem

dw(t)
dt

=
[
A(t)− S(t, ε)P(t, λ, ε)

]
w(t), w(0) = w0, t ∈ [0, t f ]. (16)

The optimal value I∗ε of the functional in the problem (1), (5) and (6) is

I∗ε = I
(
λ∗(ε), ε

)
.

Proof. The statements of the proposition are direct consequences of the results of [1]
(Section 9.4).

4. Asymptotic Analysis of the Solvability Conditions to the Problem (1), (5) and (6)
4.1. Transformation of the Terminal-Value Problem (9), the Initial-Value Problem (16) and the
Optimization Problem (14) and (15)

In what follows, we assume that:

AI. For any k ∈ {1, 2, . . . , K} and any t ∈ [0, t f ], the matrix Bk(t) has the column rank r.

AII. For any k ∈ {1, 2, . . . , K} and any t ∈ [0, t f ], det
(
BT

k (t)D̃(t)Bk(t)
)
6= 0.

AIII. For any k ∈ {1, 2, . . . , K}, H̃Bk(t f ) = 0.
AIV. The matrix-valued functions Ak(t), (k = 1, 2, . . . , K) are continuously differentiable

in the interval [0, t f ].
AV. The matrix-valued functions Bk(t), (k = 1, 2, . . . , K) and D̃(t) are twice continuously

differentiable in the interval [0, t f ].

Let, for any t ∈ [0, t f ], Bc(t) be a complement matrix to the matrix B(t) defined
in (8). Thus, the dimension of the matrix Bc(t) is Kn× (Kn− r), and the block-form matrix(
Bc(t),B(t)

)
is invertible for all t ∈ [0, t f ]. Due to the definition of the matrix-valued

function B(t), as well as the assumption AV and the results of the book [62] (Section 3.3),
the matrix-valued function Bc(t) can be chosen twice continuously differentiable in the
interval [0, t f ].

Lemma 1. Let the assumptions AII and AV be satisfied. Then, there exist numbers 0 < νmin ≤
νmax such that, for all t ∈ [0, t f ] and all λ ∈ Ωλ, the following relation is valid:

νmin Ir ≤ BT(t)ΛD(t)B(t) ≤ νmax Ir. (17)

Thus, for all t ∈ [0, t f ] and all λ ∈ Ωλ, the matrix BT(t)ΛD(t)B(t) is invertible and

1
νmax

Ir ≤
(
BT(t)ΛD(t)B(t)

)−1 ≤ 1
νmin

Ir. (18)
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Proof. Using the definitions of the matrices D(t), Λ and B(t) in Equations (7) and (8), we
directly obtain

BT(t)ΛD(t)B(t) =
K

∑
k=1

λkBT
k (t)D̃(t)Bk(t), t ∈ [0, t f ], λ = col(λ1, λ2, . . . , λK) ∈ Ωλ. (19)

Since the matrix D̃(t) is symmetric and positive semi-definite for each t ∈ [0, t f ], then
the matrices BT

k (t)D̃(t)Bk(t), (k = 1, 2, . . . , K) are symmetric and positive definite for each
t ∈ [0, t f ]. Therefore, all the eigenvalues of each of these matrices are real and positive num-
bers for each t ∈ [0, t f ]. Moreover, due to the assumption AV and the results of [63], these
eigenvalues are continuous functions of t ∈ [0, t f ]. Let µk,i(t), (k = 1, 2, . . . K; i = 1, . . . , r),
t ∈ [0, t f ] be all the eigenvalues (including equal ones) of the matrix BT

k (t)D̃(t)Bk(t). Then,
we have

0 < µk,min
4
= min

t∈[0,t f ]
min

i∈{1,...,r}
µk,i(t) ≤ max

t∈[0,t f ]
max

i∈{1,...,r}
µk,i(t)

4
= µk,max, k = 1, 2, . . . , K. (20)

Note that µk,max, (k = 1, 2, . . . , K) are finite values.
Using Equations (19) and (20), we obtain(

K

∑
k=1

λkµk,min

)
Ir ≤ BT(t)ΛD(t)B(t) ≤

(
K

∑
k=1

λkµk,max

)
Ir. (21)

Let us choose the numbers νmin and νmax as:

νmin = min
k∈{1,2,...,K}

µk,min, νmax = max
k∈{1,2,...,K}

µk,max.

Such a choice of νmin and νmax, along with Equation (20), the relation (21) and the inclusion
col(λ1, λ2, . . . , λK) ∈ Ωλ, directly yields the relation (17). The relation (18) is an immediate
consequence of the relation (17). This completes the proof of the lemma.

Consider the following matrix-valued functions of (t, λ) ∈ [0, t f ]×Ωλ:

L(t, λ) = Bc(t)−B(t)
(
BT(t)ΛD(t)B(t)

)−1BT(t)ΛD(t)Bc(t), R(t, λ) =
(
L(t, λ),B(t)

)
. (22)

Remark 6. Due to Lemma 1 and the results of [62] (Section 3.3), the matrixR(t, λ) is invertible
and

∥∥R(t, λ)
∥∥,
∥∥R−1(t, λ)

∥∥ are bounded for all (t, λ) ∈ [0, t f ] ×Ωλ. Moreover, the matrix-
valued functionR(t, λ) is twice continuously differentiable with respect to t ∈ [0, t f ] uniformly in
λ ∈ Ωλ, and this function is continuous with respect to λ ∈ Ωλ uniformly in t ∈ [0, t f ].

Using the aforementioned matrix-valued functionR(t, λ) and its properties, we trans-
form the unknown P(t) in the terminal-value problem (9) as follows:

P(t) =
(
RT(t, λ)

)−1P(t)R−1(t, λ), t ∈ [0, t f ], λ ∈ Ωλ, (23)

where P(t) is a new unknown matrix-valued function.
By virtue of the results of [62] (Section 3.3), as well as Equation (10), Lemma 1 and

Remark 6, we directly have the following assertion.

Proposition 2. Let the assumptions AI-AV be valid. Then, for any ε > 0 and any λ ∈ Ωλ,
the transformation (23) converts the terminal-value problem (9) to the new terminal-value problem

dP(t)
dt

= −A(t, λ)P(t)− P(t)AT(t, λ) + P(t)S(ε)P(t)− D(t, λ), t ∈ [0, t f ],

P(t f ) = H(λ), (24)
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where
A(t, λ) = R−1(t, λ)

[
A(t)R(t, λ)− dR(t, λ)/dt

]
, (25)

B(t) = R−1(t, λ)B(t) =
(

O(Kn−r)×r
Ir

)
4
= B, (26)

S(ε) =
1
ε2 BBT =

(
O(Kn−r)×(Kn−r) O(Kn−r)×r
Or×(Kn−r) (1/ε2)Ir

)
, (27)

D(t, λ) = RT(t, λ)ΛD(t)R(t, λ) =

(
D1(t, λ) O(Kn−r)×r
Or×(Kn−r) D2(t, λ)

)
, (28)

H(λ) = RT(t f , λ)ΛHR(t f , λ) =

(
H1(λ) O(Kn−r)×r
Or×(Kn−r) Or×r

)
, (29)

D1(t, λ) = LT(t, λ)ΛD(t)L(t, λ), D2(t, λ) = BT(t)ΛD(t)B(t), (30)

H1(λ) = LT(t f , λ)ΛHL(t f , λ). (31)

For all t ∈ [0, t f ] and λ ∈ Ωλ, the matrix D1(t, λ) is positive semi-definite, while the matrix
D2(t, λ) is positive definite. For all λ ∈ Ωλ, the matrix H1(λ) is positive semi-definite, and the
matrix-valued function H1(λ) is continuous. The matrix-valued functions A(t, λ), D(t, λ) are
continuously differentiable with respect to t ∈ [0, t f ] uniformly in λ ∈ Ωλ, and these functions are
continuous with respect to λ ∈ Ωλ uniformly in t ∈ [0, t f ].

Remark 7. For any λ ∈ Ωλ and any ε > 0, the terminal-value problem (24) has the unique
solution P(t) = P(t, λ, ε) in the entire interval [0, t f ], and PT(t, λ, ε) = P(t, λ, ε).

Now, let us make the following transformation of the unknown w(t) in the initial-value
problem (16):

w(t) = R(t, λ)z(t), t ∈ [0, t f ], λ ∈ Ωλ, (32)

where z(t) is a new unknown vector-valued function.
As a direct consequence of Proposition 2 and Remark 6, we have the following assertion.

Corollary 1. Let the assumptions AI-AV be valid. Then, for any ε > 0 and any λ ∈ Ωλ,
the transformation (32), along with the transformation (23), converts the initial-value problem (16)
to the new initial-value problem

dz(t)
dt

=
[
A(t, λ)− S(ε)P(t)

]
z(t), z(0) = z0(λ), t ∈ [0, t f ], (33)

where
z0(λ) = R−1(0, λ)w0, (34)

and the vector-valued function z0(λ) is continuous for λ ∈ Ωλ.

Corollary 2. Let the assumptions AI-AV be valid. Then, for any ε > 0, the transformations (23)
and (32) convert the optimization problem (14) and (15) to the equivalent optimization problem

λ∗ = λ∗(ε) = argminλ∈Ωλ
J(λ, ε), (35)
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J(λ, ε) =
(
z0(λ)

)T P(0, λ, ε)z0(λ)−
(
z(t f , λ, ε)

)T H(λ)z(t f , λ, ε)

−
∫ t f

0

(
z(t, λ, ε)

)T D(t, λ)z(t, λ, ε)dt

+ max
κ∈Ωκ

[ ∫ t f

0

(
z(t, λ, ε)

)TRT(t, λ)Dκ(t)R(t, λ)z(t, λ, ε)dt

+
(
z(t f , λ, ε)

)TRT(t f , λ)HκR(t f , λ)z(t f , λ, ε)

]
, (36)

where the vector z0(λ) is given by (34); z(t, λ, ε) is the solution of the initial-value problem (33);
P(t, λ, ε) is the solution of the terminal-value problem (24); the matrices D(t, λ) and H(λ) are
given by (28) and (29), respectively; the set Ωκ is given by (11); the matrices Hκ and Dκ(t) are
given in (12).

Moreover,

J
(
λ∗(ε), ε

)
= I

(
λ∗(ε), ε

)
, ε ≥ 0.

Proof. The statements of the corollary follow immediately from Propositions 1, 2 and
Corollary 2.

4.2. Asymptotic Solution of the Terminal-Value Problem (24)

First of all let us note that, due to the block form of the matrix S(ε) (see the
Equation (27)), the right-hand side of the differential Equation in (24) has a singular-
ity with respect to ε at ε = 0. In order to remove this singularity, we look for the solution
P(t) = P(t, λ, ε) of the problem (24) in the form of the block matrix

P(t, λ, ε) =

 P1(t, λ, ε) εP2(t, λ, ε)

εPT
2 (t, λ, ε) εP3(t, λ, ε)

, (37)

where the matrices P1(t, λ, ε), P2(t, λ, ε) and P3(t, λ, ε) are of the dimensions (Kn− r)×
(Kn− r), (Kn− r)× r and r× r, respectively; PT

1 (t, λ, ε) = P1(t, λ, ε), PT
3 (t, λ, ε) = P3(t, λ, ε).

As with the partitioning the matrix P(t, λ, ε), let us also partition the matrix A(t, λ)
into blocks as follows:

A(t, λ) =

(
A1(t, λ) A2(t, λ)
A3(t, λ) A4(t, λ)

)
, (38)

where the matrices A1(t, λ), A2(t, λ), A3(t, λ) and A4(t, λ) are of the dimensions (Kn−
r)× (Kn− r), (Kn− r)× r, r× (Kn− r) and r× r, respectively.

Now, substituting the block forms of the matrices S(ε), D(t, λ), H(λ), P(t, λ, ε),
A(t, λ, ε) (see Equations (27)–(29), (37) and (38)) into the problem (24), we obtain after
a routine matrix algebra the following equivalent terminal-value problem in the time
interval [0, t f ]:

dP1(t, λ, ε)

dt
= −P1(t, λ, ε)A1(t, λ)− εP2(t, λ, ε)A3(t, λ)− AT

1 (t, λ)P1(t, λ, ε)−

εAT
3 (t, λ)PT

2 (t, λ, ε) + P2(t, λ, ε)PT
2 (t, λ, ε)− D1(t, λ), P1(t f , λ, ε) = H1(λ), (39)

ε
dP2(t, λ, ε)

dt
= −P1(t, λ, ε)A2(t, λ)− εP2(t, λ, ε)A4(t, λ)− εAT

1 (t, λ)P2(t, λ, ε)

−εAT
3 (t, λ)P3(t, λ, ε) + P2(t, λ, ε)P3(t, λ, ε), P2(t f , λ, ε) = 0, (40)
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ε
dP3(t, λ, ε)

dt
= −εPT

2 (t, λ, ε)A2(t, λ)− εP3(t, λ, ε)A4(t, λ)− εAT
2 (t, λ)P2(t, λ, ε)

−εAT
4 (t, λ)P3(t, λ, ε) +

(
P3(t, λ, ε)

)2
− D2(t, λ), P3(t f , λ, ε) = 0. (41)

Remark 8. Since the terminal-value problem (39)–(41) is equivalent to the problem (24), then
(due to Remark 7), for any λ ∈ Ωλ and any ε > 0, the problem (39)–(41) has the unique solution{

P1(t, λ, ε), P2(t, λ, ε), P1(t, λ, ε)
}

in the entire interval [0, t f ]. Also, it should be noted that,
for any λ ∈ Ωλ, the terminal-value problem (39)–(41) is a singularly perturbed one for a set of
Riccati-type matrix differential equations. In what follows of this subsection, based on the Boundary
Function Method (see, e.g., [64]), we construct and justify the zero-order asymptotic solution of this
problem. Namely, we seek this asymptotic solution in the form

Pj0(t, λ, ε) = Po
j0(t, λ) + Pb

j0(τ, λ), j = 1, 2, 3, τ = (t− t f )/ε, (42)

where the terms with the upper index "o” constitute the so-called outer solution, while the terms
with the upper index “b” are the boundary correction terms in a left-hand neighborhood of t = t f ;
τ ≤ 0 is a new independent variable, called the stretched time. For any t ∈ [0, t f ), τ → −∞ as
ε → +0. Equations and conditions for obtaining the outer solution and the boundary correction
terms are derived by substituting the representation (42) into the terminal-value problem (39)–(41)
instead of Pj(t, λ, ε), (j = 1, 2, 3), and equating the coefficients for the same power of ε on both sides
of the resulting equations, separately the coefficients depending on t and on τ.

4.2.1. Obtaining the Boundary Layer Correction Pb
1 0(τ)

For this boundary layer correction, we have the equation

dPb
10(τ, λ)

dτ
= 0, τ ≤ 0, λ ∈ Ωλ. (43)

Like in the Boundary Function Method, we require that the boundary layer correction
terms tend to zero for τ tending to −∞. Thus, we require that

lim
τ→−∞

Pb
10(τ, λ) = 0. (44)

Moreover, we require that the limit (44) is uniform with respect to λ ∈ Ωλ.
From Equation (43), we obtain

Pb
10(τ, λ) = C(λ) ∀τ ≤ 0, (45)

where C(λ) is an arbitrary matrix-valued function of λ ∈ Ωλ.
Equation (45), along with the requirement of the fulfillment of the limit relation (44)

uniformly in λ ∈ Ωλ, yields

Pb
10(τ, λ) ≡ 0, τ ≤ 0, λ ∈ Ωλ. (46)

4.2.2. Obtaining the Outer Solution Terms

The equations and conditions for these terms are the following for all t ∈ [0, t f ] and
λ ∈ Ωλ:

dPo
10(t, λ)

dt
= −Po

10(t, λ)A1(t, λ)− AT
1 (t, λ)Po

10(t, λ)

+Po
20(t, λ)

(
Po

20(t, λ)
)T − D1(t, λ), Po

10(t f , λ) = H1(λ), (47)

−Po
10(t, λ)A2(t, λ) + Po

20(t, λ)Po
30(t, λ) = 0, (48)
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(
Po

30(t, λ)
)2 − D2(t, λ) = 0, (49)

Remark 9. It is important to note that in the system (47)–(49), the unknown matrix-valued
functions Po

20(t, λ) and Po
30(t, λ) are not subject to any terminal conditions. This occurs because

in (47)–(49) these unknowns are subject to the algebraic (but not differential) equations.

Solving the algebraic Equation (49) and taking into account the positive definiteness
of the matrix D2(t, λ), we obtain

Po
30(t, λ) =

(
D2(t, λ)

)1/2, t ∈ [0, t f ], λ ∈ Ωλ, (50)

where the superscript “1/2” denotes the unique positive definite square root of the corre-
sponding positive definite matrix.

Remark 10. Due to Proposition 2,
∥∥Po

30(t, λ)
∥∥ is bounded for all (t, λ) ∈ [0, t f ]×Ωλ. Moreover,

due to Proposition 2 and the Implicit Function Theorem [65], the matrix-valued function Po
30(t, λ)

is continuously differentiable with respect to t ∈ [0, t f ] uniformly in λ ∈ Ωλ, and
∥∥dPo

30(t, λ)/dt
∥∥

is bounded for all (t, λ) ∈ [0, t f ]×Ωλ. In addition, since D2(t, λ) is continuous with respect
to λ ∈ Ωλ uniformly in t ∈ [0, t f ], then Po

30(t, λ) also is continuous with respect to λ ∈ Ωλ

uniformly in t ∈ [0, t f ].

Solving Equation (48) with respect to Po
20(t) and using (50), we have

Po
20(t, λ) = Po

10(t, λ)A2(t, λ)
(

D2(t, λ)
)−1/2, t ∈ [0, t f ], λ ∈ Ωλ, (51)

where the superscript “−1/2” denotes the inverse matrix for the unique positive definite
square root of corresponding positive definite matrix.

The substitution of (51) into (47) yields the following terminal-value problem with
respect to Po

10(t, λ) for all λ ∈ Ωλ:

dPo
10(t, λ)

dt
= −Po

10(t, λ)A1(t, λ)− AT
1 (t, λ)Po

10(t, λ)

+Po
10(t, λ)So

1(t, λ)Po
10(t, λ)− D1(t, λ), t ∈ [0, t f ], Po

10(t f , λ) = H1(λ), (52)

where
So

1(t, λ) = A2(t, λ)D−1
2 (t, λ)AT

2 (t, λ). (53)

Remark 11. Since, for all t ∈ [0, t f ] and all λ ∈ Ωλ, the matrices D1(t, λ), H1(λ) are pos-
itive semi-definite and the matrix D2(t, λ) is positive definite (see Proposition 2), then for all
λ ∈ Ωλ, the terminal-value problem (52) has the unique solution Po

10(t, λ) in the entire inter-
val [0, t f ]. Moreover, due to Proposition 2,

∥∥Po
10(t, λ)

∥∥ and
∥∥dPo

10(t, λ)/dt
∥∥ are bounded for all

(t, λ) ∈ [0, t f ]×Ωλ. Therefore, due to Remark 10 and Equations (50) and (51),
∥∥Po

20(t, λ)
∥∥ and∥∥dPo

20(t, λ)/dt
∥∥ are bounded for all (t, λ) ∈ [0, t f ]×Ωλ. In addition, since A1(t, λ), So

1(t, λ),
D1(t, λ) are continuous with respect to λ ∈ Ωλ uniformly in t ∈ [0, t f ] and H1(λ) is continuous
with respect to λ ∈ Ωλ then, by virtue of the results of [66] (Chapter 5), Po

10(t, λ) also is contin-
uous with respect to λ ∈ Ωλ uniformly in t ∈ [0, t f ]. Therefore, due to Equations (50) and (51),
Remark 10 and the continuity of A2(t, λ) with respect to λ ∈ Ωλ uniformly in t ∈ [0, t f ], Po

20(t, λ)
also is continuous with respect to λ ∈ Ωλ uniformly in t ∈ [0, t f ].
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4.2.3. Control-Theoretic Interpretation of the Terminal-Value Problem (52)

For any given λ ∈ Ωλ, let us consider the optimal control problem with the dynamics
described by the system

dxo(t)
dt

= A1(t, λ)xo(t) + A2(t, λ)uo(t), xo(0) = w0
up, t ∈ [0, t f ], (54)

where xo(t) ∈ EKn−r is a state vector, uo(t) ∈ Er is a control; w0
up ∈ EKn−r is the upper

block of the vector w0 defined in (4).
The functional, to be minimized by uo(t), has the form

Jo(uo) =
(
xo(t f )

)T H1(λ)xo(t f ) +
∫ t f

0

[(
xo(t)

)T D1(t, λ)xo(t) +
(
uo(t)

)T D2(t, λ)uo(t)
]
dt. (55)

Let us introduce into the consideration the set U o of all functions uo = uo(xo, t, λ) :
EKn−r × [0, t f ]×Ωλ → Er, which are measurable with respect to t ∈ [0, t f ] for any fixed
(xo, λ) ∈ EKn−r ×Ωλ and satisfy the local Lipschitz condition with respect to xo ∈ EKn−r

uniformly in (t, λ) ∈ [0, t f ]×Ωλ.

Definition 3. By Uo, we denote the subset of the set U o, such that the following conditions
are valid:

(i) for any λ ∈ Ωλ, any uo(xo, t, λ) ∈ Uo and any w0
up ∈ EKn−r, the initial-value problem (54)

with uo(t) = uo(xo, t, λ) has the unique absolutely continuous solution xo
u(t; x0, λ) in the

entire interval [0, t f ];
(ii) uo(xo

u(t; x0, λ), t, λ
)
∈ L2[0, t f ; Er].

Such a defined set Uo is called the set of all admissible state-feedback controls in the
problem (54) and (55).

Based on the results of [67] (Section 5) and [1] (Section 4.3), we have immediately the
following assertion.

Proposition 3. Let the assumptions AI-AV be satisfied. Then, for any λ ∈ Ωλ, the optimal
state-feedback control uo = uo∗(xo, t, λ) of the problem (54) and (55) is

uo∗(xo, t, λ) = −D−1
2 (t, λ)AT

2 (t, λ)Po
10(t, λ)xo ∈ Uo.

The optimal value of the functional in the problem (54) and (55) has the form

Jo∗(x0, λ)
4
= Jo(uo∗(xo, t, λ)

)
= (w0

up)
T Po

10(0, λ)w0
up.

4.2.4. Obtaining the Boundary Layer Correction Terms Pb
2 0(τ, λ) and Pb

30(τ, λ)

These terms are obtained as the solution of the terminal-value problem

dPb
20(τ, λ)

dτ
= Po

20(t f , λ)Pb
30(τ, λ) + Pb

20(τ, λ)Po
30(t f , λ) + Pb

20(τ, λ)Pb
30(τ, λ),

dPb
30(τ, λ)

dτ
= Po

30(t f , λ)Pb
30(τ, λ) + Pb

30(τ, λ)Po
30(t f , λ) +

(
Pb

30(τ, λ))2,

Pb
20(0, λ) = −Po

20(t f , λ), Pb
30(0, λ) = −Po

30(t f , λ), (56)

where τ ≤ 0, λ ∈ Ωλ.
Substituting the expressions for Po

30(t, λ) and Po
20(t, λ) (see Equations (50) and (51))

into the terminal-value problem (56) and taking into account the terminal condition for
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Po
10(t, λ) (see Equation (52)), we transform the aforementioned terminal-value problem

as follows:

dPb
20(τ, λ)

dτ
= Pb

20(τ, λ)
[(

D2(t f , λ)
)1/2

+ Pb
30(τ, λ)

]
+H1(λ)A2(t f , λ)

(
D2(t f , λ)

)−1/2Pb
30(τ, λ),

Pb
20(0, λ) = −H1(λ)A2(t f , λ)

(
D2(t f , λ)

)−1/2, τ ≤ 0, λ ∈ Ωλ, (57)

dPb
30(τ, λ)

dτ
=
(

D2(t f , λ)
)1/2Pb

30(τ, λ) + Pb
30(τ, λ)

(
D2(t f , λ)

)1/2
+
(

Pb
30(τ, λ)

)2,

Pb
30(0, λ) = −

(
D2(t f , λ)

)1/2, τ ≤ 0, λ ∈ Ωλ. (58)

Based on the results of [62] (Section 4.5), we obtain the solution of the terminal-value
problem (57) and (58) in the form

Pb
20(τ, λ) = −2H1(λ)A2(t f , λ)

(
D2(t f , λ)

)−1/2 exp
(

2
(

D2(t f , λ)
)1/2

τ
)[

Ir

+ exp
(

2
(

D2(t f , λ)
)1/2

τ
)]−1

, τ ≤ 0, λ ∈ Ωλ, (59)

Pb
30(τ, λ) = −2

(
D2(t f , λ)

)1/2 exp
(

2
(

D2(t f , λ)
)1/2

τ
)[

Ir

+ exp
(

2
(

D2(t f , λ)
)1/2

τ
)]−1

, τ ≤ 0, λ ∈ Ωλ. (60)

Due to Lemma 1 (see the inequalities in (17)) and Proposition 2 (see the expression
for D2(t, λ) in (30)), the matrix-valued functions Pb

20(τ, λ) and Pb
30(τ, λ) are exponentially

decaying for τ → −∞ uniformly with respect to λ ∈ Ωλ, i.e., there exist scalar constants
a > 0 and β > 0 independent of λ ∈ Ωλ such that Pb

20(τ, λ) and Pb
30(τ, λ) satisfy the

inequalities∥∥Pb
20(τ, λ)

∥∥ ≤ a exp(βτ),
∥∥Pb

30(τ, λ)
∥∥ ≤ a exp(βτ), τ ≤ 0, λ ∈ Ωλ. (61)

4.2.5. Justification of the Asymptotic Solution to the Terminal-Value Problem (39)–(41)

Theorem 1. Let the assumptions AI-AV be fulfilled. Then, there exists a number ε0 > 0 inde-
pendent of λ ∈ Ωλ such that, for all ε ∈ (0, ε0], the entries of the solution to the terminal-value
problem (39)–(41)

{
P1(t, λ, ε), P2(t, λ, ε), P3(t, λ, ε)

}
satisfy the inequalities∥∥P1(t, λ, ε)− Po

10(t, λ)
∥∥ ≤ cε,

∥∥Pj(t, λ, ε)− Pj0(t, λ, ε)
∥∥ ≤ cε,

j = 2, 3, t ∈ [0, t f ], λ ∈ Ωλ, (62)

where Pj0(t, λ, ε), (j = 2, 3) are given in (42); c > 0 is some constant independent of ε and λ ∈ Ωλ.

Proof. In the proof of the theorem, we are based on the results of [62] (Section 4.5,
Lemma 4.2 and its proof) and make proper changes associated with the dependence of the
solution to the problem (39)–(41) not only on the parameter ε but also on the vector-valued
parameter λ. These changes allow us to prove the uniformity of the inequalities in (62)
with respect to λ ∈ Ωλ.

Let us make the transformation of the variables in the problem (39)–(41)

P1(t, λ, ε) = Po
10(t, λ) + ∆1(t, λ, ε), Pj(t, λ, ε) = Pj0(t, λ, ε) + ∆j(t, λ, ε), j = 2, 3, (63)

where ∆j(t, λ, ε), (j = 1, 2, 3) are new unknown matrix-valued functions; ∆T
1 (t, λ, ε) =

∆1(t, λ, ε), ∆T
3 (t, λ, ε) = ∆3(t, λ, ε).
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Using the above introduced new unknown matrix-valued functions, let us construct
the following block-form matrix-valued function:

∆(t, λ, ε)
4
=

(
∆1(t, λ, ε) ε∆2(t, λ, ε)
ε∆T

2 (t, λ, ε) ε∆3(t, λ, ε)

)
. (64)

Now, let us substitute the representation (63) into the problem (39)–(41). Due to this
substitution and the use of Equations (46)–(49) and (56), as well as the block representations of
the matrices S(ε), D(t, λ), H(λ), P(t, λ, ε), A(t, λ) (see the Equations (27)–(29), (37) and (38)),
we obtain after a routine matrix algebra the terminal-value problem for ∆(t, λ, ε)

d∆(t, λ, ε)

dt
= −∆(t, λ, ε)Θ(t, λ, ε)−ΘT(t, λ, ε)∆(t, λ, ε)

+∆(t, λ, ε)S(ε)∆(t, λ, ε)− Γ(t, λ, ε), t ∈ [0, t f ], ∆(t f , λ, ε) = 0, (65)

where λ ∈ Ωλ;
Θ(t, λ, ε) = A(t, λ)− S(ε)P0(t, λ, ε); (66)

P0(t, λ, ε) =

(
P10(t, λ, ε) εP20(t, λ, ε)
εPT

20(t, λ, ε) εP30(t, λ, ε)

)
;

the matrix-valued function Γ(t, λ, ε) has the block form

Γ(t, λ, ε) =

(
Γ1(t, λ, ε) Γ2(t, λ, ε)
ΓT

2 (t, λ, ε) Γ3(t, λ, ε)

)
, (67)

and

Γ1(t, λ, ε) = −ε
(

Po
20(t, λ) + Pb

20(τ, λ)
)

A3(t, λ)− εAT
3 (t, λ)

(
Po

20(t, λ) + Pb
20(τ, λ)

)T

+Po
20(t, λ)

(
Pb

20(τ, λ)
)T

+ Pb
20(τ, λ)

(
Po

20(t, λ)
)T

+ Pb
20(τ, λ)

(
Pb

20(τ, λ)
)T ,

Γ2(t, λ, ε) = −ε
dPo

20(t, λ)

dt
− ε
(

Po
20(t, λ) + Pb

20(τ, λ)
)

A4(t, λ)

−εAT
1 (t, λ)

(
Po

20(t, λ) + Pb
20(τ, λ)

)
− εAT

3 (t, λ)
(

Po
30(t, λ) + Pb

30(τ, λ)
)

+
(

Po
20(t, λ)− Po

20(t f , λ)
)

Pb
30(τ, λ) + Pb

20(τ, λ)
(

Po
30(t, λ)− Po

30(t f , λ)
)
,

Γ3(t, λ, ε) = −ε
dPo

30(t, λ)

dt
− ε
(

Po
20(t, λ) + Pb

20(τ, λ)
)T A2(t, λ)

−ε
(

Po
30(t, λ) + Pb

30(τ, λ)
)

A4(t, λ)− εAT
2 (t, λ)

(
Po

20(t, λ) + Pb
20(τ, λ)

)
−εAT

4 (t, λ)
(

Po
30(t, λ) + Pb

30(τ, λ)
)
+
(

Po
30(t, λ)− Po

30(t f , λ)
)

Pb
30(τ, λ)

+Pb
30(τ, λ)

(
Po

30(t, λ)− Po
30(t f , λ)

)
. (68)

Remark 12. Since the terminal-value problem (9) (and, therefore, each of the terminal-value
problems (24) and (39)–(41)) has the unique solution in the entire interval [0, t f ] for any λ ∈ Ωλ

and any ε > 0, then the terminal-value problem (65) also has the unique solution in the entire
interval [0, t f ] for any λ ∈ Ωλ and any ε > 0.

Let us estimate the matrix-valued functions Γj(t, λ, ε), (j = 1, 2, 3). To accomplish
this, first, we are going to estimate the two last addends in the expressions for Γ2(t, λ, ε)
and Γ3(t, λ, ε). Let us start with the addend

(
Po

20(t, λ) − Po
20(t f , λ)

)
Pb

30(τ, λ). Using the
Lagrange’s formula ([68]) and the expression for the variable τ in Equation (42), we can
rewrite this addend as
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(
Po

20(t, λ)− Po
20(t f , λ)

)
Pb

30(τ, λ) =
dPo

20(t̃, λ)

dt
(t− t f )Pb

30(τ, λ)

= ε
dPo

20(t̃, λ)

dt
τPb

30(τ, λ), t ∈ [0, t f ], λ ∈ Ωλ, (69)

where t̃ ∈ (t, t f ), τ = (t− t f )/ε, ε > 0.
Due to the inequality for Pb

30(τ, λ) in (61), we directly obtain the existence of scalar
constants 0 < a1 < a and 0 < β1 < β independent of λ ∈ Ωλ such that∥∥τPb

30(τ, λ)
∥∥ ≤ a1 exp(β1τ), τ ≤ 0, λ ∈ Ωλ. (70)

Equation (69), along with the boundedness of dPo
20(t, λ)/dt (see Remark 11) and the in-

equality (70), yield immediately the inequality∥∥(Po
20(t, λ)− Po

20(t f , λ)
)

Pb
30(τ, λ)

∥∥ ≤ α1ε exp(β1τ), t ∈ [0, t f ], λ ∈ Ωλ, (71)

where τ = (t− t f )/ε, ε > 0, α1 > 0 is some constant independent of ε and λ ∈ Ωλ.
Using the boundedness of dPo

30(t, λ)/dt (see Remark 10) and the inequalities in (61),
we obtain (quite similarly to the inequality (71)) the following inequalities:∥∥Pb

20(τ, λ)
(

Po
30(t, λ)− Po

30(t f , λ)
)∥∥ ≤ α2ε exp(β1τ), t ∈ [0, t f ], λ ∈ Ωλ,∥∥(Po

30(t, λ)− Po
30(t f , λ)

)
Pb

30(τ, λ)
∥∥ ≤ α2ε exp(β1τ), t ∈ [0, t f ], λ ∈ Ωλ,∥∥Pb

30(τ, λ)
(

Po
30(t, λ)− Po

30(t f , λ)
)∥∥ ≤ α2ε exp(β1τ), t ∈ [0, t f ], λ ∈ Ωλ,

where τ = (t− t f )/ε, ε > 0, α2 > 0 is some constant independent of ε and λ ∈ Ωλ.
Now, using Equation (68), the inequalities in (61), and Remarks 10, 11, we directly

obtain the following inequalities:∥∥Γ1(t, λ, ε)
∥∥ ≤ b1[ε + exp(βτ)],

∥∥Γl(t, λ, ε)
∥∥ ≤ b1ε

(
1 + exp(β1τ)

)
, l = 2, 3,

τ = (t− t f )/ε, t ∈ [0, t f ], ε > 0, λ ∈ Ωλ, (72)

where b1 > 0 is some constant independent of ε and λ ∈ Ωλ; β is the positive number
introduced in (61); β1 is the positive number introduced in (70).

By virtue of the results of [69], the problem (65) can be rewritten in the equivalent
integral form

∆(t, λ, ε) =
∫ t

t f

ΦT(σ, t, λ, ε)
[
∆(σ, λ, ε)S(ε)∆(σ, λ, ε)

−Γ(σ, λ, ε)
]
Φ(σ, t, λ, ε)dσ, t ∈ [0, t f ], λ ∈ Ωλ, ε > 0, (73)

where, for any given t ∈ [0, t f ], λ ∈ Ωλ and ε > 0 , the Kn× Kn-matrix-valued function
Φ(σ, t, λ, ε) is the unique solution of the problem

dΦ(σ, t, λ, ε)

dσ
= Θ(σ, λ, ε)Φ(σ, t, λ, ε), Φ(t, t, λ, ε) = IKn, σ ∈ [t, t f ].

By Φ1(σ, t, λ, ε), Φ2(σ, t, λ, ε), Φ3(σ, t, λ, ε) and Φ4(σ, t, λ, ε), we denote the upper
left-hand, upper right-hand, lower left-hand and lower right-hand blocks of the matrix
Φ(σ, t, λ, ε) of the dimensions (Kn − r)× (Kn − r), (Kn − r)× r, r × (Kn − r) and r × r,
respectively, i.e.,

Φ(σ, t, λ, ε) =

(
Φ1(σ, t, λ, ε) Φ2(σ, t, λ, ε)
Φ3(σ, t, λ, ε) Φ4(σ, t, λ, ε)

)
. (74)
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Based on the results of [30] (Lemma 4.2) and taking into account Proposition 2,
the Equation (50), the inequalities in (61) and Remarks 10 and 11, we immediately have the
following estimates of these blocks for all 0 ≤ t ≤ σ ≤ t f and all λ ∈ Ωλ:∥∥Φl(σ, t, λ, ε)

∥∥ ≤ b2, l = 1, 3,
∥∥Φ2(σ, t, λ, ε)

∥∥ ≤ b2ε,∥∥Φ4(σ, t, λ, ε)
∥∥ ≤ b2

[
ε + exp

(
− 0.5β(σ− t)/ε

)]
, ε ∈ (0, ε1], (75)

where ε1 > 0 is some sufficiently small number; b2 > 0 is some constant independent of ε
and λ ∈ Ωλ.

Now, we are going to apply the method of successive approximations to the Equation (73).
For this purpose, we consider the sequence of the matrix-valued functions

{
∆i(t, λ, ε)

}+∞
i=0

given as:

∆i+1(t, λ, ε) =
∫ t

t f

ΦT(σ, t, λ, ε)
[
∆i(σ, λ, ε)S(ε)∆i(σ, λ, ε)

−Γ(σ, λ, ε)
]
Φ(σ, t, λ, ε)dσ, i = 0, 1, . . . , t ∈ [0, t f ], λ ∈ Ωλ, ε ∈ (0, ε1], (76)

where the initial guess ∆0(t, λ, ε) = 0, t ∈ [0, t f ], λ ∈ Ωλ, ε ∈ (0, ε1].
Since the matrices S(ε), Γ(t, λ, ε) and ∆0(t, λ, ε) are symmetric, then the matrices

∆i(σ, λ, ε), (i = 1, 2, . . .) also are symmetric. Let us represent these matrices in the following
block form:

∆i(σ, λ, ε) =

(
∆i,1(t, λ, ε) ε∆i,2(t, λ, ε)
ε∆T

i,2(t, λ, ε) ε∆i,3(t, λ, ε)

)
, i = 1, 2, . . . , (77)

where the dimensions of the blocks in each of these matrices are the same as the dimensions
of the corresponding blocks in (64).

Using the block representations of the matrices S(ε), Γ(t, λ, ε), Φ(σ, t, λ, ε) and ∆i(t, λ, ε)
(see Equations (27), (67), (74) and (77)), as well as using the inequalities (72) and (75), we
obtain the existence of a positive number ε0 ≤ ε1 such that, for any ε ∈ (0, ε0] and any
λ ∈ Ωλ, the sequence

{
∆i(t, λ, ε)

}+∞
i=0 converges in the linear space of all Kn× Kn-matrix-

valued functions continuous in the interval [0, t f ]. Since the inequalities (72) and (75) are
uniform with respect to λ ∈ Ωλ and ε ∈ (0, ε0], then this convergence also is uniform with
respect to λ ∈ Ωλ and ε ∈ (0, ε0]. Moreover, the following inequalities are fulfilled:

‖∆i,j(t, λ, ε)‖ ≤ cε, i = 1, 2, . . . j = 1, 2, 3, t ∈ [0, t f ], λ ∈ Ωλ, ε ∈ (0, ε0],

where c > 0 is some constant independent of λ, ε, i and j.
Let

∆∗(t, λ, ε)
4
= lim

i→+∞
∆i(t, λ, ε), t ∈ [0, t f ], λ ∈ Ωλ, ε ∈ (0, ε0].

Comparison of (73) and (76) directly yields that ∆∗(t, λ, ε) is the solution of the integral
Equation (73) and, therefore, of the terminal-value problem (65) in the entire interval [0, t f ].
Moreover, this solution has a block form similar to (64) and satisfies the inequalities∥∥∆∗j (t, λ, ε)

∥∥ ≤ cε, j = 1, 2, 3, t ∈ [0, t f ], λ ∈ Ωλ, ε ∈ (0, ε0]. (78)

Taking into account the uniqueness of the solution to the problem (65) (see Remark 12),
we have that

∆j(t, λ, ε) = ∆∗j (t, λ, ε), j = 1, 2, 3, t ∈ [0, t f ], λ ∈ Ωλ, ε ∈ (0, ε0].

Using this equation, as well as Equation (63) and the inequalities in (78), we directly obtain
the inequalities in (62). This completes the proof of the theorem.
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4.3. Asymptotic Solution of the Initial-Value Problem (33)

First of all, let us note that the matrix P(t), appearing in the right-hand side of the
differential Equation in (33), is the unique solution of the terminal-value problem (24).
Thus, P(t) = P(t, λ, ε), which has the block form (37). Hence, calculating the product
S(ε)P(t) appearing in the right-hand side of the differential Equation in (33), and using
Equation (27), we obtain for t ∈ [0, t f ], λ ∈ Ωλ, ε > 0

S(ε)P(t) = S(ε)P(t, λ, ε) =

(
O(Kn−r)×(Kn−r) O(Kn−r)×r
(1/ε)PT

2 (t, λ, ε) (1/ε)P3(t, λ, ε)

)
. (79)

Due to Equation (79), the right-hand side of the differential Equation in (33) has a
singularity with respect to ε at ε = 0 meaning that the initial-value problem (33) is singularly
perturbed. However, this problem is not in an explicit singular perturbation form. In order
to transform the problem (33) to the explicit singular perturbation form, we look for its
solution z(t) = z(t, λ, ε) in the form of the block vector

z(t, λ, ε) = col
(
x(t, λ, ε), y(t, λ, ε)

)
, t ∈ [0, t f ], λ ∈ Ωλ, ε > 0, (80)

where x(t, λ, ε) ∈ EKn−r, y(t, λ, ε) ∈ Er.
Also, let us partition the vector z0(λ) as follows:

z0(λ) = col
(
x0(λ), y0(λ)

)
, λ ∈ Ωλ, (81)

where x0(λ) ∈ EKn−r, y0(λ) ∈ Er.
Now, substituting the block forms of the matrices A(t, λ, ε), S(ε)P(t, λ, ε) and the block

forms of the vectors z(t, λ, ε), z0(λ) (see Equations (38), (79)–(81)) into the problem (33), we
obtain after a routine matrix-vector algebra the following equivalent initial-value problem
in the time interval [0, t f ]:

dx(t, λ, ε)

dt
= A1(t, λ)x(t, λ, ε) + A2(t, λ)y(t, λ, ε),

ε
dy(t, λ, ε)

dt
=
(
εA3(t, λ)− PT

2 (t, λ, ε)
)
x(t, λ, ε) +

(
εA4(t, λ)− P3(t, λ, ε)

)
y(t, λ, ε),

x(0, λ, ε) = x0(λ), y(0, λ, ε) = y0(λ), (82)

where λ ∈ Ωλ, ε > 0.
In what follows of this subsection, based on the Boundary Function Method (see,

e.g., [64]), we are going to construct and justify the zero-order asymptotic solution of
the singularly perturbed initial-value problem (82). Taking into account the zero-order
asymptotic solution to the terminal-value problem (39)–(41) (see Equation (42)), we look
for the zero-order asymptotic solution of the problem (82) in the form

x0(t, λ, ε) = xo
0(t, λ) + xb,1

0 (θ, λ) + xb,2
0 (τ, λ),

y0(t, λ, ε) = yo
0(t, λ) + yb,1

0 (θ, λ) + yb,2
0 (τ, λ),

θ = t/ε, τ = (t− t f )/ε, (83)

where the terms with the upper index “o” constitute the outer solution; the terms with
the upper index “b, 1” are the boundary correction terms in a right-hand neighbourhood
of t = 0; the terms with the upper index “b, 2” are the boundary correction terms in a
left-hand neighbourhood of t = t f ; θ ≥ 0 and τ ≤ 0 are new independent variables.
For any t ∈ (0, t f ], θ → +∞ as ε→ +0. For any t ∈ [0, t f ), τ → −∞ as ε→ +0. Equations
and conditions for obtaining the outer solution and the boundary correction terms of
each type are derived by substituting the expressions for x0(t, λ, ε), y0(t, λ, ε), P20(t, λ, ε)
and P30(t, λ, ε) (see Equations (42) and (83)) into the initial-value problem (82) instead of
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x(t, λ, ε), y(t, λ, ε), P2(t, λ, ε) and P3(t, λ, ε), respectively, and equating the coefficients for
the same power of ε on both sides of the resulting equations, separately the coefficients
depending on t, on θ and on τ.

4.3.1. Obtaining the Boundary Layer Corrections xb,1
0 (θ, λ) and xb,2

0 (τ, λ)

For this boundary layer corrections, we have the equations

dxb,1
0 (θ, λ)

dθ
= 0, θ ≥ 0, λ ∈ Ωλ, (84)

dxb,2
0 (τ, λ)

dτ
= 0, τ ≤ 0, λ ∈ Ωλ. (85)

Due to the Boundary Function Method, we require that the boundary layer correction
terms in a right-hand neighborhood of t = 0 tend to zero for θ tending to +∞, while the
boundary layer correction terms in a left-hand neighborhood of t = t f tend to zero for τ
tending to −∞. Thus, we require that

lim
θ→+∞

xb,1
0 (θ, λ) = 0, lim

τ→−∞
xb,2

0 (τ, λ) = 0. (86)

Moreover, we require that these limits are uniform with respect to λ ∈ Ωλ.
From Equations (84)–(86) we obtain (quite similarly to Equation (46) in Section 4.2.1)

xb,1
0 (θ, λ) ≡ 0, θ ≥ 0, λ ∈ Ωλ, (87)

xb,2
0 (τ, λ) ≡ 0, τ ≤ 0, λ ∈ Ωλ. (88)

4.3.2. Obtaining the Outer Solution Terms

The equations and conditions for these terms have the following form for all t ∈ [0, t f ]
and λ ∈ Ωλ:

dxo
0(t, λ)

dt
= A1(t, λ)xo

0(t, λ) + A2(t, λ)yo
0(t, λ), xo

0(0, λ) = x0(λ),(
Po

20(t, λ)
)Txo

0(t, λ) + Po
30(t, λ)yo

0(t, λ) = 0. (89)

Remark 13. As with Remark 9, let us note that in the system (89), the unknown vector-valued
function yo

0(t, λ) is not subject to any initial condition. This occurs because in (89) this unknown is
subject to the algebraic (but not differential) equation.

Solving the algebraic equation of the system (89) with respect to yo
0(t, λ) and using

Equations (50) and (51), we obtain

yo
0(t, λ) = −D−1

2 (t, λ)AT
2 (t, λ)Po

10(t, λ)xo
0(t, λ), t ∈ [0, t f ], λ ∈ Ωλ. (90)

Substituting (90) into the differential equation of the system (89) and using the
Equation (53) yield the following initial-value problem with respect to xo

0(t, λ) for all
λ ∈ Ωλ:

dxo
0(t, λ)

dt
=
(

A1(t, λ)− So
1(t, λ)Po

10(t, λ)
)
xo

0(t, λ), xo
0(0, λ) = x0(λ), t ∈ [0, t f ]. (91)

Remark 14. Due to Proposition 2 and Remark 11,
∥∥xo

0(t, λ)
∥∥ and

∥∥dxo
0(t, λ)/dt

∥∥ are bounded
for all (t, λ) ∈ [0, t f ]×Ωλ. Therefore, due to Equation (90),

∥∥yo
0(t, λ)

∥∥ and
∥∥dyo

0(t, λ)/dt
∥∥ are

bounded for all (t, λ) ∈ [0, t f ]×Ωλ. In addition, since A1(t, λ), So
1(t, λ), Po

10(t, λ) are continuous
with respect to λ ∈ Ωλ uniformly in t ∈ [0, t f ] then, by virtue of the results of [66] (Chapter 5),
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xo
0(t, λ) also is continuous with respect to λ ∈ Ωλ uniformly in t ∈ [0, t f ]. Therefore, due to

Equation (90), Remark 10 and the continuity of A2(t, λ) with respect to λ ∈ Ωλ uniformly in
t ∈ [0, t f ], yo

0(t, λ) is also continuous with respect to λ ∈ Ωλ uniformly in t ∈ [0, t f ].

4.3.3. Obtaining the Boundary Layer Correction Term yb,1
0 (θ, λ)

This term is obtained as the solution of the initial-value problem

dyb,1
0 (θ, λ)

dθ
= −Po

30(0, λ)yb,1
0 (θ, λ), θ ≥ 0, λ ∈ Ωλ,

yb,1
0 (0) = y0(λ)− yo

0(0, λ) = y0(λ) + D−1
2 (0, λ)AT

2 (0, λ)Po
10(0, λ)x0(λ), λ ∈ Ωλ, (92)

where, due to Equation (50), Po
30(0, λ) =

(
D2(0, λ)

)1/2.
Solving the problem (92), we directly have

yb,1
0 (θ, λ) =

(
y0(λ) + D−1

2 (0, λ)AT
2 (0, λ)Po

10(0, λ)x0(λ)
)

exp
(
−
(

D2(0, λ)
)1/2

θ
)

,

θ ≥ 0, λ ∈ Ωλ. (93)

Since all the matrices and vectors, appearing in the right-hand side of Equation (93) are
bounded for all λ ∈ Ωλ, and the matrix

(
D2(0, λ)

)1/2 is positive definite and continu-
ous for all λ ∈ Ωλ (see Remark 10), then the vector-valued function yb,1

0 (θ, λ), given by
Equation (93), satisfies the inequality∥∥yb,1

0 (θ, λ)
∥∥ ≤ a2 exp(−β2θ), θ ≥ 0, λ ∈ Ωλ, (94)

where a2 > 0 and β2 > 0 are some constants independent of λ.

4.3.4. Obtaining the Boundary Layer Correction Term yb,2
0 (τ, λ)

For this term, we have the equation

dyb,2
0 (τ, λ)

dτ
= −

(
Po

30(t f , λ) + Pb
30(τ, λ)

)
yb,2

0 (τ, λ)

−
(

Pb
20(τ, λ)

)Txo
0(t f , λ)− Pb

30(τ, λ)yo
0(t f , λ), τ ≤ 0, λ ∈ Ωλ, (95)

where, due to Equation (50), Po
30(t f , λ) =

(
D2(t f , λ)

)1/2; Pb
20(τ, λ) and Pb

30(τ, λ) are given
by Equations (59) and (60), respectively; xo

0(t, λ) is the unique solution of the initial-value
problem (91), while yo

0(t, λ) is given by Equation (90).
By virtue of the results of [24], the fundamental matrix of the homogeneous equation,

corresponding to Equation (95), is the following:

Yb,2
0 (τ, σ, λ) = Ψ(τ, λ)Ψ−1(σ, λ), −∞ < τ ≤ σ ≤ 0, λ ∈ Ωλ, (96)

where

Ψ(τ, λ) = exp
(
−
(

D2(t f , λ)
)1/2

τ
)
+ exp

((
D2(t f , λ)

)1/2
τ
)

, τ ≤ 0, λ ∈ Ωλ. (97)

Since, for all λ ∈ Ωλ, the matrix
(

D2(t f , λ)
)1/2 is positive definite and the matrix-valued

function
(

D2(t f , λ)
)1/2 is continuous, then

lim
τ→−∞

∥∥Ψ(τ, λ)
∥∥ = +∞, lim

τ→−∞

∥∥Ψ−1(τ, λ)
∥∥ = 0, (98)

and both limits are uniform with respect to λ ∈ Ωλ.
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Solving Equation (95) with a given initial value yb,2
0 (0, λ) of yb,2

0 (τ, λ) and using the
form (96) and (97) of the corresponding fundamental matrix, we directly have

yb,2
0 (τ, λ) = Ψ(τ, λ)

[
1
2

yb,2
0 (0, λ)−

∫ τ

0
Ψ−1(σ, λ)

(
Pb

20(σ, λ)
)Tdσxo

0(t f , λ)

−
∫ τ

0
Ψ−1(σ, λ)Pb

30(σ, λ)dσyo
0(t f , λ)

]
, τ ≤ 0, λ ∈ Ωλ. (99)

This equation can be rewritten as:

Ψ−1(τ, λ)yb,2
0 (τ, λ) =

1
2

yb,2
0 (0, λ)−

∫ τ

0
Ψ−1(σ, λ)

(
Pb

20(σ, λ)
)Tdσxo

0(t f , λ)

−
∫ τ

0
Ψ−1(σ, λ)Pb

30(σ, λ)dσyo
0(t f , λ), τ ≤ 0, λ ∈ Ωλ. (100)

Applying to Equation (100) the second limit relation in Equation (98), as well as
the aforementioned requirement that the boundary layer correction terms in a left-hand
neighborhood of t = t f that tend to zero for τ → −∞, we immediately have

yb,2
0 (0, λ) = 2

[ ∫ −∞

0
Ψ−1(σ, λ)

(
Pb

20(σ, λ)
)Tdσxo

0(t f , λ)

+
∫ −∞

0
Ψ−1(σ, λ)Pb

30(σ, λ)dσyo
0(t f , λ)

]
, λ ∈ Ωλ. (101)

Due to the inequalities in (61) and the second limit relation in (98), each of the integrals in
the right-hand side of the equality in (101) converges and this convergence is uniform with
respect to λ ∈ Ωλ.

Substitution of (101) into Equation (99) yields after a routine rearrangement

yb,2
0 (τ, λ) =

∫ −∞

τ
Ψ(τ, λ)Ψ−1(σ, λ)

(
Pb

20(σ, λ)
)Tdσxo

0(t f , λ)

+
∫ −∞

τ
Ψ(τ, λ)Ψ−1(σ, λ)Pb

30(σ, λ)dσyo
0(t f , λ), τ ≤ 0, λ ∈ Ωλ. (102)

Let us estimate yb,2
0 (τ, λ). To accomplish this, first, let us estimate the product Ψ(τ, λ)Ψ−1(σ, λ)

for −∞ < σ ≤ τ ≤ 0 and λ ∈ Ωλ. Such an estimation directly follows from Equation (97),
as well as from the positive definiteness and boundedness of

(
D2(t f , λ)

)1/2 uniform with
respect to λ ∈ Ωλ. Thus, we have∥∥Ψ(τ, λ)Ψ−1(σ, λ)

∥∥ ≤ a3 exp
(

β3(σ− τ)
)
, −∞ < σ ≤ τ ≤ 0, λ ∈ Ωλ, (103)

where a3 > 0 and β3 > 0 are some constants independent of λ ∈ Ωλ.
Now, using the inequalities in (61), the inequality (103) and Remark 14, we directly

obtain the following estimate of yb,2
0 (τ, λ) given by (102):∥∥yb,2

0 (τ, λ)
∥∥ ≤ a4 exp(β4τ), τ ≤ 0, λ ∈ Ωλ, (104)

where a4 > 0 and β4 > 0 are some constants independent of λ ∈ Ωλ.

4.3.5. Justification of the Asymptotic Solution to the Initial-Value Problem (82)

Theorem 2. Let the assumptions AI-AV be fulfilled. Then, there exists a number ε̃0 ∈ (0, ε0]
independent of λ ∈ Ωλ such that, for all ε ∈ (0, ε̃0], the entries of the solution to the initial-value
problem (82)

{
x(t, λ, ε), y(t, λ, ε)

}
satisfy the inequalities
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∥∥x(t, λ, ε)− xo
0(t, λ)

∥∥ ≤ c̃1ε, t ∈ [0, t f ], λ ∈ Ωλ,∥∥y(t, λ, ε)− y0(t, λ, ε)
∥∥ ≤ c̃1ε, t ∈ [0, t f ], λ ∈ Ωλ, (105)

where y0(t, λ, ε) is given in (83); c̃1 > 0 is some constant independent of ε and λ ∈ Ωλ; ε0 > 0 is
the number introduced in Theorem 1.

Proof. Let us make the transformation of the variables in the problem (82)

x(t, λ, ε) = xo
0(t, λ) + δx(t, λ, ε), y(t, λ, ε) = y0(t, λ, ε) + δy(t, λ, ε), (106)

where δx(t, λ, ε) and δy(t, λ, ε) are new unknown vector-valued functions.
Substitution of (106) into the problem (82), and use of the Equations (87)–(89), (92), (95)

and (102) and Equations (42) and (63) yield after a routine algebra the following initial-value
problem for the unknowns δx(t, λ, ε) and δy(t, λ, ε) in the time interval [0, t f ]:

dδx(t, λ, ε)

dt
= A1(t, λ)δx(t, λ, ε) + A2(t, λ)δy(t, λ, ε) + γx(t, λ, ε), δx(0, λ, ε) = 0,

ε
dδy(t, λ, ε)

dt
=
(
εA3(t, λ)− PT

2 (t, λ, ε)
)
δx(t, λ, ε) +

(
εA4(t, λ)− P3(t, λ, ε)

)
δy(t, λ, ε)

+γy(t, λ, ε), δy(0, λ, ε) = ϕy(λ, ε), (107)

where λ ∈ Ωλ,

γx(t, λ, ε) = A2(t, λ)
(
yb,1

0 (θ, λ) + yb,2
0 (τ, λ)

)
,

γy(t, λ, ε) = −
(

Pb
20(τ, λ)

)T(xo
0(t, λ)− xo

0(t f , λ)
)
− Pb

30(τ, λ)
(
yo

0(t, λ)− yo
0(t f , λ)

)
−Pb

30(τ, λ)yb,1
0 (θ, λ)−

(
Po

30(t, λ)− Po
30(0, λ)

)
yb,1

0 (θ, λ) + εA3(t, λ)xo
0(t, λ)

+εA4(t, λ)
(
yo

0(t, λ) + yb,1
0 (θ, λ) + yb,2

0 (τ, λ)
)
−
(
∆2(t, λ, ε)

)Txo
0(t, λ)

−∆3(t, λ, ε)
(
yo

0(t, λ) + yb,1
0 (θ, λ) + yb,2

0 (τ, λ)
)
,

ϕy(λ, ε) = −yb,2
0 (τ0, λ) =

∫ τ0

−∞
Ψ(τ0, λ)Ψ−1(σ, λ)

(
Pb

20(σ, λ)
)Tdσxo

0(t f , λ)

+
∫ τ0

−∞
Ψ(τ0, λ)Ψ−1(σ, λ)Pb

30(σ, λ)dσyo
0(t f , λ), τ0 = −t f /ε. (108)

Let us estimate the vector-valued functions γx(t, λ, ε), γy(t, λ, ε) and ϕy(λ, ε). Using
the boundedness of the matrix-valued function A2(t, λ) for all (t, λ) ∈ [0, t f ]×Ωλ (see
Proposition 2), as well as the inequalities (94) and (104), we directly have

‖γx(t, λ, ε)‖ ≤ bx
(

exp(−β2θ) + exp(β4τ)
)
, θ = t/ε, τ = (t− t f )/ε, t ∈ [0, t f ], ε > 0, λ ∈ Ωλ, (109)

where bx > 0 is some constant independent of ε and λ ∈ Ωλ; β2 and β4 are positive
constants introduced in (94) and (104), respectively.

To estimate the vector-valued function γy(t, λ, ε), we should estimate each of its
addends. Using the boundedness of dPo

30(t, λ)/dt, dxo
0(t, λ)/dt, dyo

0(t, λ)/dt for all (t, λ) ∈
[0, t f ]×Ωλ (see Remarks 10, 14) and the inequalities (61) and (94), we obtain (quite similarly
to the inequality (71)) the following inequalities:∥∥(Pb

20(τ, λ)
)T(xo

0(t, λ)− xo
0(t f , λ)

)∥∥ ≤ by,1ε exp(β1τ), t ∈ [0, t f ], λ ∈ Ωλ,∥∥Pb
30(τ, λ)

(
yo

0(t, λ)− yo
0(t f , λ)

)∥∥ ≤ by,1ε exp(β1τ), t ∈ [0, t f ], λ ∈ Ωλ,∥∥(Po
30(t, λ)− Po

30(0, λ)
)
yb,1

0 (θ, λ)
∥∥ ≤ by,1ε exp(−βy,1θ), t ∈ [0, t f ], λ ∈ Ωλ, (110)

where τ = (t − t f )/ε, θ = t/ε, ε > 0; by,1 > 0 is some constant independent of ε and
λ ∈ Ωλ; β1 > 0 is the constant introduced in the inequality (70); 0 < βy,1 < β2 is some
constant independent of ε and λ ∈ Ωλ; β2 > 0 is the constant introduced in (94).
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Furthermore, using the second inequality in (61) and the inequality (94), we have∥∥Pb
30(τ, λ)yb,1

0 (θ, λ)
∥∥ ≤ by,2 exp(−βy,2t f /ε),

where by,2 = aa2, βy,2 = min{β, β2}, ε > 0.
Finally, using the boundedness of the matrix-valued functions A3(t, λ) and A4(t, λ) for

all (t, λ) ∈ [0, t f ]×Ωλ (see Proposition 2), the boundedness of the vector-valued functions
xo

0(t, λ) and yo
0(t, λ) for all (t, λ) ∈ [0, t f ]×Ωλ (see Remark 14), inequalities (94) and (104),

as well as using Theorem 1 and Equation (63), yield the inequalities∥∥εA3(t, λ)xo
0(t, λ)

∥∥ ≤ by,3ε, t ∈ [0, t f ], λ ∈ Ωλ, ε > 0,∥∥εA4(t, λ)
(
yo

0(t, λ) + yb,1
0 (θ, λ) + yb,2

0 (τ, λ)
)∥∥ ≤ by,3ε, t ∈ [0, t f ], λ ∈ Ωλ, ε > 0, (111)

∥∥(∆2(t, λ, ε)
)Txo

0(t, λ)
∥∥ ≤ by,3ε, t ∈ [0, t f ], λ ∈ Ωλ, ε > 0,∥∥∆3(t, λ, ε)

(
yo

0(t, λ) + yb,1
0 (θ, λ) + yb,2

0 (τ, λ)
)∥∥ ≤ by,3ε, t ∈ [0, t f ], λ ∈ Ωλ, ε > 0, (112)

where by,3 > 0 is some constant independent of ε and λ ∈ Ωλ.
The inequalities (110)–(112) directly yield the estimate of γy(t, λ, ε)

‖γy(t, λ, ε)‖ ≤ byε, t ∈ [0, t f ], λ ∈ Ωλ, ε > 0, (113)

where by > 0 is some constant independent of ε and λ ∈ Ωλ.
Proceed to the estimate of ϕy(λ, ε). Using the inequalities (61) and (103), we obtain the

following chain of inequalities and equality:

‖ϕy(λ, ε)‖ ≤
∥∥∥∥∫ τ0

−∞
Ψ(τ0, λ)Ψ−1(σ, λ)

(
Pb

20(σ, λ)
)Tdσ

∥∥∥∥∥∥xo
0(t f , λ)

∥∥
+

∥∥∥∥∫ τ0

−∞
Ψ(τ0, λ)Ψ−1(σ, λ)Pb

30(σ, λ)dσ

∥∥∥∥∥∥yo
0(t f , λ)

∥∥
≤
∫ τ0

−∞

∥∥Ψ(τ0, λ)Ψ−1(σ, λ)
∥∥∥∥(Pb

20(σ, λ)
)T∥∥dσ

∥∥xo
0(t f , λ)

∥∥
+
∫ τ0

−∞

∥∥Ψ(τ0, λ)Ψ−1(σ, λ)
∥∥∥∥Pb

30(σ, λ)
∥∥dσ

∥∥yo
0(t f , λ)

∥∥
≤ aa3

(∥∥xo
0(t f , λ)

∥∥+ ∥∥yo
0(t f , λ)

∥∥) ∫ τ0

−∞
exp(βσ)dσ

=
aa3

β

(∥∥xo
0(t f , λ)

∥∥+ ∥∥yo
0(t f , λ)

∥∥) exp(βτ0), λ ∈ Ωλ, ε > 0.

This chain of the inequalities and the equality, along with the expression for τ0 (see
Equation (108)) and the boundedness of the vector-valued functions xo

0(t, λ), yo
0(t, λ) for

all (t, λ) ∈ [0, t f ]×Ωλ (see Remark 14), implies immediately the estimate of ϕy(λ, ε)

‖ϕy(λ, ε)‖ ≤ bϕε, λ ∈ Ωλ, ε > 0, (114)

where bϕ > 0 is some constant independent of ε and λ ∈ Ωλ.
Let us introduce the following vectors of the dimension Kn:

δ(t, λ, ε) =

(
δx(t, λ, ε)

δy(t, λ, ε)

)
, γ(t, λ, ε) =

(
γx(t, λ, ε)

γy(t, λ, ε)

)
, t ∈ [0, t f ], λ ∈ Ωλ, ε > 0,

ϕ(λ, ε) =

(
0

ϕy(λ, ε)

)
, λ ∈ Ωλ, ε > 0. (115)
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Also, let us introduce into the consideration the following matrix:

∆̃(t, λ, ε) =

(
O(Kn−r)×(Kn−r) O(Kn−r)×r

(1/ε)
(
∆2(t, λ, ε)

)T
(1/ε)∆3(t, λ, ε)

)
, t ∈ [0, t f ], λ ∈ Ωλ, ε ∈ (0, ε0], (116)

where ∆2(t, λ, ε) and ∆3(t, λ, ε) are defined in Equation (63); ε0 is introduced in Theorem 1.
Due to Theorem 1 (see the inequalities in (62)) and Equation (63), we immediately have∥∥(1/ε)

(
∆2(t, λ, ε)

)T∥∥ ≤ c,
∥∥(1/ε)∆3(t, λ, ε)

∥∥ ≤ c, t ∈ [0, t f ], λ ∈ Ωλ, ε ∈ (0, ε0]. (117)

Using the vectors δ(t, λ, ε), γ(t, λ, ε), ϕ(λ, ε) and the matrix ∆̃(t, λ, ε) as well as the
matrix Θ(t, λ, ε) (see Equation (66)), we can rewrite the initial-value problem (107) in
the form

dδ(t, λ, ε)

dt
= Θ(t, λ, ε)δ(t, λ, ε)− ∆̃(t, λ, ε)δ(t, λ, ε) + γ(t, λ, ε), δ(0, λ, ε) = ϕ(λ, ε),

t ∈ [0, t f ], λ ∈ Ωλ, ε ∈ (0, ε0]. (118)

Let Kn × Kn-matrix-valued function Υ(t, χ, λ, ε), 0 ≤ χ ≤ t ≤ t f be the unique
solution to the following initial-value problem:

dΥ(t, χ, λ, ε)

dt
= Θ(t, λ, ε)Υ(t, χ, λ, ε), Υ(χ, χ, λ, ε) = IKn, t ∈ [χ, t f ].

By Υ1(t, χ, λ, ε), Υ2(t, χ, λ, ε), Υ3(t, χ, λ, ε) and Υ4(t, χ, λ, ε), we denote the upper
left-hand, upper right-hand, lower left-hand and lower right-hand blocks of the matrix
Υ(t, χ, λ, ε) of the dimensions (Kn − r) × (Kn − r), (Kn − r) × r, r × (Kn − r) and r × r,
respectively, i.e.,

Υ(t, χ, λ, ε) =

(
Υ1(t, χ, λ, ε) Υ2(t, χ, λ, ε)
Υ3(t, χ, λ, ε) Υ4(t, χ, λ, ε)

)
. (119)

Similarly to the inequalities in (75), we have the following estimates of these blocks for all
0 ≤ χ ≤ t ≤ t f and all λ ∈ Ωλ:∥∥Υl(t, χ, λ, ε)

∥∥ ≤ b2, l = 1, 3,
∥∥Υ2(t, χ, λ, ε)

∥∥ ≤ b2ε,∥∥Υ4(t, χ, λ, ε)
∥∥ ≤ b2

[
ε + exp

(
− 0.5β(t− χ)/ε

)]
, ε ∈ (0, ε1], (120)

where the constant β > 0 is introduced in (61); the constants ε1 > 0 and b2 > 0 are
introduced in (75).

Using the matrix-valued function Υ(t, χ, λ, ε), let us rewrite the initial-value problem (118)
in the equivalent integral form

δ(t, λ, ε) = Υ(t, 0, λ, ε)ϕ(λ, ε)−
∫ t

0
Υ(t, χ, λ, ε)

[
∆̃(χ, λ, ε)δ(χ, λ, ε)− γ(χ, λ, ε)

]
dχ,

t ∈ [0, t f ], λ ∈ Ωλ, ε ∈ (0, ε0]. (121)

Now (similarly to the proof of Theorem 1), we are going to apply the method of
successive approximations to Equation (121). For this purpose, we consider the sequence
of the vector-valued functions

{
δi(t, λ, ε)

}+∞
i=0 given as:

δi+1(t, λ, ε) = Υ(t, 0, λ, ε)ϕ(λ, ε)−
∫ t

0
Υ(t, χ, λ, ε)

[
∆̃(χ, λ, ε)δi(χ, λ, ε)− γ(χ, λ, ε)

]
dχ,

i = 0, 1, . . . , t ∈ [0, t f ], λ ∈ Ωλ, ε ∈ (0, ε0], (122)

where the initial guess δ0(t, λ, ε) = 0, t ∈ [0, t f ], λ ∈ Ωλ, ε ∈ (0, ε0].
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Let us represent the vector-valued functions δi(t, λ, ε), (i = 1, 2, . . .) in the block form
as follows:

δi(t, λ, ε) =

(
δi,x(t, λ, ε)
δi,y(t, λ, ε)

)
, i = 1, 2, . . . , (123)

where the dimension of the upper block is Kn− r, while the dimension of the lower block is
r, i.e., the dimensions of these blocks are the same as the dimensions of the corresponding
blocks in the vector-valued function δ(t, λ, ε) (see Equation (115)).

Using the block representations of the matrices ∆̃(t, λ, ε), Υ(t, χ, λ, ε) (see the
Equations (116) and (119)) and the block representations of the vectors γ(t, λ, ε), ϕ(λ, ε),
δi(t, λ, ε) (see Equations (115) and (123)), as well as using the inequalities (109), (113), (114),
(117) and (120), we obtain the existence of a positive number ε̃0 ≤ ε0 such that, for any
ε ∈ (0, ε̃0] and any λ ∈ Ωλ, the sequence

{
δi(t, λ, ε)

}+∞
i=0 converges in the linear space of

all Kn-vector-valued functions continuous in the interval [0, t f ]. Since the aforementioned
inequalities are uniform with respect to λ ∈ Ωλ and ε ∈ (0, ε̃0], then this convergence also
is uniform with respect to λ ∈ Ωλ and ε ∈ (0, ε̃0]. Moreover, the following inequalities
are fulfilled:

‖δi,x(t, λ, ε)‖ ≤ c̃1ε, ‖δi,y(t, λ, ε)‖ ≤ c̃1ε, i = 1, 2, . . . , t ∈ [0, t f ], λ ∈ Ωλ, ε ∈ (0, ε̃0],

where c̃1 > 0 is some constant independent of λ, ε and i.
Let us denote

δ∗(t, λ, ε)
4
= lim

i→+∞
δi(t, λ, ε), t ∈ [0, t f ], λ ∈ Ωλ, ε ∈ (0, ε0].

Equations (121) and (122) immediately imply that δ∗(t, λ, ε) is the solution of the
integral Equation (121) and, therefore, of the initial-value problem (118) in the entire
interval [0, t f ]. Moreover, this solution has the block form similar to the block form of the
vector δ(t, λ, ε) (see Equation (115)) and satisfies the inequalities∥∥δ∗x(t, λ, ε)

∥∥ ≤ c̃ε,
∥∥δ∗y (t, λ, ε)

∥∥ ≤ c̃ε, t ∈ [0, t f ], λ ∈ Ωλ, ε ∈ (0, ε̃0]. (124)

Since the initial-value problem (118) has the unique solution, then

δ(t, λ, ε) = δ∗(t, λ, ε), t ∈ [0, t f ], λ ∈ Ωλ, ε ∈ (0, ε̃0].

This equation, along with Equation (106) and the inequalities in (124), directly yields the
inequalities in (105). Thus, the theorem is proven.

Let us introduce the following vector-valued functions of the dimension Kn:

zo
0(t, λ)

4
= col

(
xo

0(t, λ), yo
0(t, λ)

)
, zb,1

0 (θ, λ)
4
= col

(
0, yb,1

0 (θ, λ)
)
,

zb,2
0 (τ, λ)

4
= col

(
0, yb,2

0 (τ, λ)
)
, z0(t, λ, ε)

4
= zo

0(t, λ) + zb,1
0 (θ, λ) + zb,2

0 (τ, λ),

t ∈ [0, t f ], θ = t/ε, τ = (t− t f )/ε, λ ∈ Ωλ, ε ∈ (0, ε̃0]. (125)

Thus, by virtue of Theorem 2, we have∥∥z(t, λ, ε)− z0(t, λ, ε)
∥∥ ≤ 2c̃1ε, t ∈ [0, t f ], λ ∈ Ωλ, ε ∈ (0, ε̃0].

4.4. Transformation of the Optimal Control in the Problem (1), (5) and (6)

To transform the expression (13) of the optimal control in the problem (1), (5) and (6), first,
we observe the following. Since P(t, λ, ε), t ∈ [0, t f ] is the unique solution of the terminal-
value problem (24) for any λ ∈ Ωλ and ε > 0, then P

(
t, λ∗(ε), ε

)
, t ∈ [0, t f ] is the unique

solution of the problem (24) with λ = λ∗(ε) and any ε > 0. Remember that λ = λ∗(ε), ε > 0
is the solution of the optimization problem (14) and (15) and, due to Corollary 2, of the
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optimization problem (35) and (36). Taking into account the aforementioned observation,
as well as Equation (23) and Proposition 2, we directly have that

P
(
t, λ∗(ε), ε

)
=
(
RT(t, λ∗(ε)

))−1
P
(
t, λ∗(ε), ε

)
R−1(t, λ∗(ε)

)
, t ∈ [0, t f ], ε > 0 (126)

is the unique solution of the terminal-value problem (9) with λ = λ∗(ε).
Substituting (126) into Equation (13) and using Equations (26) and (37), we obtain after

a routine rearrangement the following expression for the optimal control of the problem (1),
(5) and (6):

u∗ε
(
w, t, λ∗(ε)

)
= −1

ε

(
PT

2
(
t, λ∗(ε), ε

)
, P3

(
t, λ∗(ε), ε

))
R−1(t, λ∗(ε)

)
w,

w ∈ EKn, t ∈ [0, t f ], ε > 0. (127)

Finally, substituting the solution w
(
t, λ∗(ε), ε

)
of the initial-value problem (16) with

λ = λ∗(ε) into (127) and using Corollary 1, we obtain the time realization u∗
(
t, λ∗(ε), ε

)
of

the state-feedback optimal control in the problem (1), (5) and (6) along w = w
(
t, λ∗(ε), ε

)
(the open-loop optimal control in this problem)

u∗
(
t, λ∗(ε), ε

) 4
= u∗ε

(
w
(
t, λ∗(ε), ε

)
, t, λ∗(ε)

)
= −1

ε

(
PT

2
(
t, λ∗(ε), ε

)
, P3

(
t, λ∗(ε), ε

))
R−1(t, λ∗(ε)

)
w
(
t, λ∗(ε), ε

)
= −1

ε

(
PT

2
(
t, λ∗(ε), ε

)
, P3

(
t, λ∗(ε), ε

))
z
(
t, λ∗(ε), ε

)
,

t ∈ [0, t f ], ε > 0. (128)

Since u∗ε
(
w, t, λ∗(ε)

)
is the state-feedback optimal control in the problem (1), (5) and (6)

and u∗
(
t, λ∗(ε), ε

)
is the open-loop optimal control in this problem, then using Proposition 1

and Corollary 2, we obtain

J
(
λ∗(ε), ε

)
= I

(
λ∗(ε), ε

)
= Jε

(
u∗ε
(
w, t, λ∗(ε)

))
= Jε

(
u∗
(
t, λ∗(ε), ε

))
, ε > 0. (129)

4.5. Asymptotic Behaviour of the Solution to the Optimization Problem (35) and (36)

Along with the optimization problem (35) and (36), let us consider the following
optimization problem:

λ∗0 = argminλ∈Ωλ
J0(λ), (130)

J0(λ) =
(

x0(λ)
)T Po

10(0, λ)x0(λ)−
(

xo
0(t f , λ)

)T H1(λ)xo
0(t f , λ)

−
∫ t f

0

[(
xo

0(t, λ)
)T D1(t, λ)xo

0(t, λ) +
(
yo

0(t, λ)
)T D2(t, λ)yo

0(t, λ)
]
dt

+ max
κ∈Ωκ

[ ∫ t f

0

(
zo

0(t, λ)
)TRT(t, λ)Dκ(t)R(t, λ)zo

0(t, λ)dt

+
(
xo

0(t f , λ)
)TLT(t f , λ)HκL(t f , λ)xo

0(t f , λ)

]
, (131)

where the matrices D1(t, λ) and D2(t, λ) are defined in (28); the matrix H1(λ) is defined
in (29); the set Ωκ is given by (11); the matricesHκ andDκ(t) are given in (12); the Kn-vector
zo

0(t, λ) is given in (125).
In contrast with the optimization problem (35) and (36), the optimization problem (130)

and (131) is independent of ε.
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Lemma 2. Let the assumptions AI-AV be fulfilled. Then, the function J0(λ) is continuous with
respect to λ ∈ Ωλ. Moreover, the following limit equality is valid:

lim
ε→+0

J(λ, ε) = J0(λ) uniformly in λ ∈ Ωλ. (132)

Proof. We start with the proof of the first statement of the lemma. Let us observe that
the functions D1(t, λ), D2(t, λ), H1(λ),R(t, λ), Po

10(t, λ), xo
0(t, λ), yo

0(t, λ) are bounded for
(t, λ) ∈ [0, t f ]×Ωλ and they are continuous with respect to λ ∈ Ωλ uniformly in t ∈ [0, t f ]
(see Proposition 2, Remarks 6, 11, 14). Also, let us observe that the functionHκ is continuous
with respect to κ ∈ Ωκ , while the function Dκ(t) is continuous with respect to κ ∈ Ωκ

uniformly in t ∈ [0, t f ]. These observations, as well as the theorem on continuity of an
integral with respect to a parameter [65,68] and the Maximum Theorem [70], directly yield
the continuity of the function J0(λ) with respect to λ ∈ Ωλ. Thus, the first statement of the
lemma is proven.

Proceed to the proof of the limit equality (132). To prove this equality, first, we are
going to transform the expression

(
z(t f , λ, ε)

)TRT(t f , λ)HκR(t f , λ)z(t f , λ, ε) appearing in
the function J(λ, ε) (see Equation (36)). Namely, using the assumption AIII, the symmetry
of the matrix H̃ and Equations (8), (12), (22) and (80), we have(

z(t f , λ, ε)
)TRT(t f , λ)HκR(t f , λ)z(t f , λ, ε) =(

xT(t f , λ, ε
)
, yT(t f , λ, ε)

)( LT(t f , λ)

BT(t f )

)(
HκL(t f , λ),HκB(t f )

)( x(t f , λ, ε)
y(t f , λ, ε)

)
=(

xT(t f , λ, ε)LT(t f , λ) + yT(t f , λ, ε)BT(t f )
)
HκL(t f , λ)x(t f , λ, ε) =

xT(t f , λ, ε)LT(t f , λ)HκL(t f , λ)x(t f , λ, ε
)
+ yT(t f , λ, ε

)
BT(t f )HκL(t f , λ)x(t f , λ, ε) =

xT(t f , λ, ε)LT(t f , λ)HκL(t f , λ)x(t f , λ, ε), λ ∈ Ωλ, κ ∈ Ωκ , ε > 0. (133)

Now, using Equations (28), (29), (36), (37), (80), (131), and (133), as well as Theorems 1
and 2, and the inequalities (61), (94) and (104), we obtain the limit equality (132). This
completes the proof of the lemma.

In what follows, we assume the following:

AVI. The optimization problem (130) and (131) has the unique solution λ∗0 .

Theorem 3. Let the assumptions AI-AVI be fulfilled. Then the solution λ∗(ε), ε ∈ (0, ε̃0] of the
optimization problem (35) and (36) tends to the solution λ∗0 of the optimization problem (130) and (131)
for ε→ +0, i.e.,

lim
ε→+0

λ∗(ε) = λ∗0 .

Proof. (by contradiction). Let us assume that the statement of the theorem is wrong. This
means the existence of sequences {εi}+∞

i=1 , {λi}+∞
i=1 and a number η > 0 which satisfy

the following conditions: (a) εi ∈ (0, ε̃0], (i = 1, 2, . . .) and limi→+∞ εi = 0; (b) λi ∈ Ωλ,
(i = 1, 2, . . .); (c) for any i ∈ {1, 2, . . .}, λi = argminλ∈Ωλ

J(λ, εi), i.e., this vector minimizes
the function (36) with ε = εi; (d) for any i ∈ {1, 2, . . .}, ‖λi − λ∗0‖ ≥ η.

From the conditions (b) and (c), we directly have

J(λi, εi) ≤ J(λ, εi) ∀ i ∈ {1, 2, . . .}, λ ∈ Ωλ. (134)

Since the set Ωλ is bounded and closed, then the condition (b) implies the existence
of a convergent in this set subsequence of the sequence {λi}+∞

i=1 . For the sake of simplicity



Axioms 2023, 12, 955 27 of 42

(but without loss of generality), we assume that {λi}+∞
i=1 itself is such a subsequence. Thus,

there exists
lim

i→+∞
λi
4
= λ̄ ∈ Ωλ. (135)

Moreover, by virtue of the aforementioned condition (d),

‖λ̄− λ∗0‖ ≥ η > 0. (136)

Now, using the aforementioned condition (a) on the sequence {εi}+∞
i=1 , as well as

Equation (135) and Lemma 2, we obtain the limit equality

lim
i→+∞

J(λi, εi) = J0(λ̄), (137)

The inequality (134), along with the equalities (132) and (137), yields immediately the
following inequality:

J0(λ̄) ≤ J0(λ) ∀ λ ∈ Ωλ,

meaning that the vector λ̄ ∈ Ωλ minimizes the function J0(λ) in the set Ωλ. Hence, due to
the assumption AVI, λ̄ = λ∗0 . However, this equality contradicts the inequality (136). This
contradiction implies the correctness of the statement of the theorem, which completes its
proof.

As a direct consequence of Lemma 2 and Theorem 3, we have the following assertion.

Corollary 3. Let the assumptions AI-AVI be fulfilled. Then, for the solution λ∗(ε), ε ∈ (0, ε̃0] of
the optimization problem (35) and (36), there exists a function g∗(ε) > 0, ε ∈ (0, ε̃0], such that
limε→+0 g∗(ε) = 0 and∣∣J(λ∗(ε), ε

)
− J0

(
λ∗0
)∣∣ ≤ g∗(ε), ε ∈ (0, ε̃0].

4.6. Asymptotically Suboptimal Control of the Problem (1), (5) and (6)
4.6.1. Formal Construction of the Suboptimal Control

Replacing in the right-hand side of (127) λ∗(ε) with λ∗0 , as well as P2
(
t, λ∗(ε), ε

)
with

Po
20(t, λ∗0) and P3

(
t, λ∗(ε), ε

)
with Po

30(t, λ∗0), we obtain the following state-feedback control:

ûε(w, t, λ∗0)
4
= −1

ε

((
Po

20(t, λ∗0)
)T , Po

30(t, λ∗0)
)
R−1(t, λ∗0)w,

w ∈ EKn, t ∈ [0, t f ], ε > 0. (138)

It is clear that, for all ε > 0, ûε(w, t, λ∗0) ∈ U, i.e., this control is admissible in the
problem (1), (5) and (6). In what follows of this subsection, we are going to show that
ûε(w, t, λ∗0) is asymptotically suboptimal in this problem. The latter means that this control
provides the value of the functional in the problem (1), (5) and (6), which are arbitrarily
close to the optimal value of this functional for all sufficiently small ε > 0.

Substituting the control (138) into the initial-value problem (1) with k = 1, 2, . . . , K and
using Equations (4), (7) and (8), we obtain the corresponding closed-loop system with the
trajectory denoted as ŵ(t, ε)

dŵ(t, ε)

dt
=

[
A(t)− 1

ε
B(t)

((
Po

20(t, λ∗0)
)T , Po

30(t, λ∗0)
)
R−1(t, λ∗0)

]
ŵ(t, ε), ŵ(0, ε) = w0,

t ∈ [0, t f ], ε > 0. (139)

Below, we analyze an asymptotic (with respect to ε) behaviour of ŵ(t, ε).
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4.6.2. Asymptotic Behaviour of the Solution to the Initial-Value Problem (139)

To analyze the asymptotic behaviour of ŵ(t, ε), we make the following transformation
of variables in (139):

ŵ(t, ε) = R(t, λ∗0)ẑ(t, ε), t ∈ [0, t f ], ε > 0, (140)

where ẑ(t, ε) is a new unknown vector-valued function.
The transformation (140), along with Equations (25), (26), (34), and (38), converts the

initial-value problem (139) to the new initial-value problem with respect to ẑ(t, ε)

dẑ(t, ε)

dt
=

(
A1(t, λ∗0) A2(t, λ∗0)

A3(t, λ∗0)− 1
ε

(
Po

20(t, λ∗0)
)T A4(t, λ∗0)− 1

ε Po
30(t, λ∗0)

)
ẑ(t, ε),

ẑ(0, ε) = z0(λ∗0), t ∈ [0, t f ], ε > 0. (141)

As with the results of Section 4.3 (see Equation (80)), we represent the solution ẑ(t, ε)
of the initial-value problem (141) in the block form

ẑ(t, ε) = col
(

x̂(t, ε), ŷ(t, ε)
)
, t ∈ [0, t f ], ε > 0, (142)

where x̂(t, ε) ∈ EKn−r, ŷ(t, ε) ∈ Er.
Due to the representation (142) and Equation (81), the initial-value problem (141) is

transformed to the following equivalent initial-value problem in the time interval [0, t f ]:

dx̂(t, ε)

dt
= A1(t, λ∗0)x̂(t, ε) + A2(t, λ∗0)ŷ(t, ε),

ε
dŷ(t, ε)

dt
=
[
εA3(t, λ∗0)−

(
Po

20(t, λ∗0)
)T]x̂(t, ε) +

[
εA4(t, λ∗0)− Po

30(t, λ∗0)
]
ŷ(t, ε),

x̂(0, ε) = x0(λ∗0), ŷ(0, ε) = y0(λ∗0), (143)

where ε > 0.
Quite similarly to the results of Section 4.3 (see Equation (83)), we construct the

zero-order asymptotic solution of the problem (143) in the form

x̂0(t, ε) = x̂o
0(t) + x̂b,1

0 (θ) + x̂b,2
0 (τ),

ŷ0(t, ε) = ŷo
0(t) + ŷb,1

0 (θ) + ŷb,2
0 (τ),

θ = t/ε, τ = (t− t f )/ε, (144)

where, similarly to (91) and (90), x̂o
0(t) and ŷo

0(t) are obtained from the system

dx̂o
0(t)
dt

=
(

A1(t, λ∗0)− So
1(t, λ∗0)Po

10(t, λ∗0)
)

x̂o
0(t), x̂o

0(0) = x0(λ∗0), t ∈ [0, t f ],

ŷo
0(t) = −D−1

2 (t, λ∗0)AT
2 (t, λ∗0)Po

10(t, λ∗0)x̂o
0(t), t ∈ [0, t f ]; (145)

similarly to (84)–(88), we have

x̂b,1
0 (θ) ≡ 0, θ ≥ 0, x̂b,2

0 (τ) ≡ 0, τ ≤ 0; (146)

similarly to (92)–(94) we obtain

ŷb,1
0 (θ) =

(
y0(λ∗0) + D−1

2 (0, λ∗0)AT
2 (0, λ∗0)Po

10(0, λ∗0)x0(λ∗0)
)

exp
(
−
(

D2(0, λ∗0)
)1/2

θ
)

,

θ ≥ 0, (147)

yielding ∥∥ŷb,1
0 (θ)

∥∥ ≤ â exp(−β̂θ), θ ≥ 0, (148)
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â > 0 and β̂ > 0 are some constants.
The vector-valued function ŷb,2

0 (τ) is obtained a bit differently than the vector-valued
function yb,2

0 (τ) (see Section 4.3.4), because in the initial-value problem (143) only Po
20(·)

and Po
30(·) (but not P2(·) and P3(·) like in (82)) are present. Namely, in contrast with the

Equation (95), the vector-valued function ŷb,2
0 (τ) satisfies the following differential equation:

dŷb,2
0 (τ)

dτ
= −Po

30(t f , λ∗0)ŷ
b,2
0 (τ), τ ≤ 0, (149)

where, due to Equation (50), Po
30(t f , λ) =

(
D2(t f , λ)

)1/2.

Solving Equation (149) with the initial value ŷb,2
0 (0) of ŷb,2

0 (τ) yields

ŷb,2
0 (τ) = exp

(
−
(

D2(t f , λ)
)1/2

τ
)

ŷb,2
0 (0), τ ≤ 0. (150)

Taking into account the positive definiteness of the matrix
(

D2(t f , λ)
)1/2 , we directly

obtain that a single initial value ŷb,2
0 (0), for which ŷb,2

0 (τ) from (150) satisfies the Boundary
Function Method requirement (limτ→−∞ ŷb,2

0 (τ) = 0), is ŷb,2
0 (0) = 0. The latter, along

with (150), implies
ŷb,2

0 (τ) ≡ 0, τ ≤ 0. (151)

Now, based on Equations (144)–(148) and (151), we obtain (quite similarly to Theorem 2)
the following assertion.

Lemma 3. Let the assumptions of AI-AV be fulfilled. Then, there exists a number ε̂0 > 0 such
that, for all ε ∈ (0, ε̂0], the entries of the solution to the initial-value problem (143)

{
x̂(t, ε), ŷ(t, ε)

}
satisfy the inequalities ∥∥x̂(t, ε)− x̂o

0(t)
∥∥ ≤ ĉ1ε, t ∈ [0, t f ],∥∥ŷ(t, ε)− ŷo

0(t)− ŷb,1
0 (θ)

∥∥ ≤ ĉ1ε, t ∈ [0, t f ], θ = t/ε, (152)

where ĉ1 > 0 is some constant independent of ε.

Let us introduce the following vector-valued functions of the dimension Kn:

ẑo
0(t)

4
= col

(
x̂o

0(t), ŷo
0(t)

)
, ẑb,1

0 (θ)
4
= col

(
0, ŷb,1

0 (θ)
)
, ẑ0(t, ε)

4
= ẑo

0(t) + ẑb,1
0 (θ),

t ∈ [0, t f ], θ = t/ε, ε ∈ (0, ε̂0]. (153)

Thus, by virtue of Lemma 3, we have∥∥ẑ(t, ε)− ẑ0(t, ε)
∥∥ ≤ 2ĉ1ε, t ∈ [0, t f ], ε ∈ (0, ε̂].

4.6.3. Time Realization of the Control (138) in the Problem (1), (5) and (6)

The time realization of the control (138) along w = ŵ(t, ε), which is an open-loop
control in the problem (1), (5) and (6), has the form

û(t, λ∗0 , ε)
4
= ûε

(
ŵ(t, ε), t, λ∗0) = −

1
ε

((
Po

20(t, λ∗0)
)T , Po

30(t, λ∗0)
)
R−1(t, λ∗0)ŵ(t, ε),

= −1
ε

((
Po

20(t, λ∗0)
)T , Po

30(t, λ∗0)
)

ẑ(t, ε),

t ∈ [0, t f ], ε > 0. (154)
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Since û(t, λ∗0 , ε) is the open-loop control in the problem (1), (5) and (6), corresponding
to the state-feedback control ûε(w, t, λ∗0) in this problem, then

Jε

(
ûε(w, t, λ∗0)

)
= Jε

(
û(t, λ∗0 , ε)

)
, ε > 0. (155)

Below, we are going to establish a closeness between Jε

(
u∗
(
t, λ∗(ε), ε

))
(or I∗ε ) and

Jε

(
û(t, λ∗0 , ε)

)
for all sufficiently small ε > 0. Remember, that Jε

(
u∗
(
t, λ∗(ε), ε

))
is the

value of the functional in the problem (1), (5) and (6) corresponding to the open-loop
optimal control (128), i.e., it is the optimal value of the functional in this problem.

4.6.4. Closeness of the Values Jε

(
u∗
(
t, λ∗(ε), ε

))
and Jε

(
û(t, λ∗0 , ε)

)
First of all, we will treat each of the values Jε

(
u∗
(
t, λ∗(ε), ε

))
and Jε

(
û(t, λ∗0 , ε)

)
separately. We start with the value Jε

(
u∗
(
t, λ∗(ε), ε

))
.

Let us partition the Kn× Kn-matrix-valued functionR(t, λ) into K blocks as follows:

R(t, λ) =


R1(t, λ)
R2(t, λ)

. . .
RK(t, λ)

, t ∈ [0, t f ], λ ∈ Ωλ, (156)

where each of the blocks is of the dimension n× Kn.
Based on Equations (4) and (156), let us introduce into the consideration the following

n-dimensional vector-valued functions:

wk
(
t, λ∗(ε), ε

) 4
= Rk

(
t, λ∗(ε)

)
z
(
t, λ∗(ε), ε

)
, k = 1, 2, . . . , K, t ∈ [0, t f ], ε ∈ (0, ε̃0], (157)

where λ = λ∗(ε) is the solution of the optimization problem (14) and (15) and, due
to Corollary 2, of the optimization problem (35) and (36); z

(
t, λ∗(ε), ε

)
is the solution of

the initial-value problem (33) with λ = λ∗(ε); the positive number ε̃0 is introduced in
Theorem 2.

Due to Corollary 1 and Equations (156) and (157), we directly have

w
(
t, λ∗(ε), ε

)
= col

(
w1
(
t, λ∗(ε), ε

)
, w2

(
t, λ∗(ε), ε

)
, . . . , wK

(
t, λ∗(ε), ε

))
,

t ∈ [0, t f ], ε ∈ (0, ε̃0], (158)

where w
(
t, λ∗(ε), ε

)
is the solution of the initial-value problem (16) with λ = λ∗(ε).

Thus, taking into account that u∗
(
t, λ∗(ε), ε

)
is independent of k ∈ {1, 2, . . . , K}, we can

represent the optimal valueJε

(
u∗
(
t, λ∗(ε), ε

))
of the functional in the problem (1), (5) and (6)

as follows:

Jε

(
u∗
(
t, λ∗(ε), ε

))
= Jε1

(
u∗
(
t, λ∗(ε), ε

))
+ Jε2

(
u∗
(
t, λ∗(ε), ε

))
,

Jε1

(
u∗
(
t, λ∗(ε), ε

)) 4
= max

k∈{1,2,...,K}

[
wT

k
(
t f , λ∗(ε), ε

)
H̃wk

(
t f , λ∗(ε), ε

)
+
∫ t f

0
wT

k
(
t, λ∗(ε), ε

)
D̃wk

(
t, λ∗(ε), ε

)
dt
]

,

Jε2

(
u∗
(
t, λ∗(ε), ε

)) 4
=
∫ t f

0
ε2
(

u∗
(
t, λ∗(ε), ε

))T
u∗
(
t, λ∗(ε), ε

)
dt, (159)

where ε ∈ (0, ε̃0].
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Let us analyze separately the addends Jε1

(
u∗
(
t, λ∗(ε), ε

))
and Jε2

(
u∗
(
t, λ∗(ε), ε

))
of the value Jε

(
u∗
(
t, λ∗(ε), ε

))
. We start with the first addend. This addend depends

on wk
(
t f , λ∗(ε), ε

)
, (k = 1, 2, . . . , K), given by (157). In this equation, the matrix-valued

functionRk
(
t, λ∗(ε)

)
of the dimension n×Kn appears. Using Equations (8), (22), and (156),

we can representRk
(
t, λ∗(ε)

)
in the form

Rk
(
t, λ∗(ε)

)
=
(
Lk
(
t, λ∗(ε)

)
,Bk(t)

)
, k = 1, 2, . . . , K, t ∈ [0, t f ], ε ∈ (0, ε̃0], (160)

where Lk
(
t, λ∗(ε)

)
is the k-th block from the above of the dimension n× (Kn− r) in the

matrix L
(
t, λ∗(ε)

)
, i.e., this block is obtained from the following block-form representation

of the matrix L(t, λ):

L(t, λ) =


L1(t, λ)
L2(t, λ)

. . .
LK(t, λ)

, t ∈ [0, t f ], λ ∈ Ωλ, (161)

and each of the blocks is of the dimension n× (Kn− r).
Now, using the assumption AIII, the symmetry of the matrix H̃ and the

Equations (80), (157) and (160), we have

wT
k
(
t f , λ∗(ε), ε

)
H̃wk

(
t f , λ∗(ε), ε

)
=

zT(t f , λ∗(ε), ε
)
RT

k
(
t f , λ∗(ε)

)
H̃Rk

(
t f , λ∗(ε)

)
z
(
t f , λ∗(ε), ε

)
=(

xT(t f , λ∗(ε), ε
)
, yT(t f , λ∗(ε), ε

))( LT
k
(
t f , λ∗(ε)

)
BT

k (t f )

)(
H̃Lk

(
t f , λ∗(ε)

)
, H̃Bk(t f )

)
·(

x
(
t f , λ∗(ε), ε

)
y
(
t f , λ∗(ε), ε

) ) =(
xT(t f , λ∗(ε), ε

)
LT

k
(
t f , λ∗(ε)

)
+ yT(t f , λ∗(ε), ε

)
BT

k (t f )
)
H̃Lk

(
t f , λ∗(ε)

)
x
(
t f , λ∗(ε), ε

)
=

xT(t f , λ∗(ε), ε
)
LT

k
(
t f , λ∗(ε)

)
H̃Lk

(
t f , λ∗(ε)

)
x
(
t f , λ∗(ε), ε

)
+

yT(t f , λ∗(ε), ε
)
BT

k (t f )H̃Lk
(
t f , λ∗(ε)

)
x
(
t f , λ∗(ε), ε

)
=

xT(t f , λ∗(ε), ε
)
LT

k
(
t f , λ∗(ε)

)
H̃Lk

(
t f , λ∗(ε)

)
x
(
t f , λ∗(ε), ε

)
,

k = 1, 2, . . . , K, ε ∈ (0, ε̃0]. (162)

Thus, by virtue of Equations (157) and (162), the value Jε1

(
u∗
(
t, λ∗(ε), ε

))
(see

Equation (159)) can be rewritten as follows:

Jε1

(
u∗
(
t, λ∗(ε), ε

))
=

max
k∈{1,2,...,K}

[
xT(t f , λ∗(ε), ε

)
LT

k
(
t f , λ∗(ε)

)
H̃Lk

(
t f , λ∗(ε)

)
x
(
t f , λ∗(ε), ε

)
+

∫ t f

0
zT(t, λ∗(ε), ε

)
RT

k
(
t, λ∗(ε)

)
D̃Rk

(
t, λ∗(ε)

)
z
(
t, λ∗(ε), ε

)
dt
]

, ε ∈ (0, ε̃0]. (163)

Now, we are going to analyze the value Jε2

(
u∗
(
t, λ∗(ε), ε

))
. Substitution of (128)

into the expression for Jε2

(
u∗
(
t, λ∗(ε), ε

))
in Equation (159) yields after a routine algebra

of matrices
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Jε2

(
u∗
(
t, λ∗(ε), ε

))
=
∫ t f

0
zT(t, λ∗(ε), ε

)
QP
(
t, λ∗(ε), ε

)
z
(
t, λ∗(ε), ε

)
dt,

QP
(
t, λ∗(ε), ε

) 4
=

(
P2
(
t, λ∗(ε), ε

)
PT

2
(
t, λ∗(ε), ε

)
P2
(
t, λ∗(ε), ε

)
P3
(
t, λ∗(ε), ε

)
P3
(
t, λ∗(ε), ε

)
PT

2
(
t, λ∗(ε), ε

) (
P3
(
t, λ∗(ε), ε

))2

)
,

ε ∈ (0, ε̃0]. (164)

Proceed to the analyses of the value Jε

(
û(t, λ∗0 , ε)

)
. As with Equations (157)–(159), we

can represent this value in the form

Jε

(
û(t, λ∗0 , ε)

)
= Jε1

(
û(t, λ∗0 , ε)

)
+ Jε2

(
û(t, λ∗0 , ε)

)
,

Jε1
(
û(t, λ∗0 , ε)

) 4
= max

k∈{1,2,...,K}

[
ŵT

k (t f , ε)H̃ŵk(t f , ε) +
∫ t f

0
ŵT

k (t, ε)D̃ŵk(t, ε)dt
]

,

Jε2
(
û(t, λ∗0 , ε)

) 4
=
∫ t f

0
ε2ûT(t, λ∗0 , ε)û(t, λ∗0 , ε))dt, (165)

where ε ∈ (0, ε̂0];

ŵk(t, ε) = Rk(t, λ∗0)ẑ(t, ε), k = 1, 2, . . . , K, t ∈ [0, t f ]; (166)

ẑ(t, ε) is the solution of the initial-value problem (141); and ŵk(t, ε), (k = 1, 2, . . . , K) are
the corresponding blocks of the vector-valued solution ŵ(t, ε), t ∈ [0, t f ] to the initial-value
problem (139), i.e., ŵ(t, ε) = col

(
ŵ1(t, ε), ŵ2(t, ε), . . . , ŵK(t, ε)

)
.

Using Equations (142), (154) and (166), we can rewrite the values Jε1
(
û(t, λ∗0 , ε)

)
and

Jε2
(
û(t, λ∗0 , ε)

)
(similarly to Equations (163) and (164)) as follows:

Jε1
(
û(t, λ∗0 , ε)

)
=

max
k∈{1,2,...,K}

[
x̂T(t f , ε)LT

k
(
t f , λ∗0

)
H̃Lk

(
t f , λ∗0

)
x̂(t f , ε) +

∫ t f

0
ẑT(t, ε)RT

k (t, λ∗0)D̃Rk(t, λ∗0)ẑ(t, ε)dt
]

, ε ∈ (0, ε̂0], (167)

Jε2
(
û(t, λ∗0 , ε)

)
=
∫ t f

0
ẑT(t, ε)QP0(t, λ∗0)ẑ(t, ε)dt,

QP0(t, λ∗0)
4
=

(
Po

20(t, λ∗0)
(

P20(t, λ∗0)
)T Po

20(t, λ∗0)Po
30(t, λ∗0)

Po
30(t, λ∗0)

(
P20(t, λ∗0)

)T (
Po

30(t, λ∗0)
)2

)
,

ε ∈ (0, ε̃0]. (168)

Theorem 4. Let the assumptions AI-AVI be fulfilled. Then, the following limit equality is valid:

lim
ε→+0

Jε

(
u∗
(
t, λ∗(ε), ε

))
= lim

ε→+0
Jε

(
û(t, λ∗0 , ε)

)
. (169)

Proof. We start with the calculation of limε→+0 Jε

(
u∗
(
t, λ∗(ε), ε

))
. From Equation (159),

we have the following. If each of the limits limε→+0 Jε1

(
u∗
(
t, λ∗(ε), ε

))
and

limε→+0 Jε2

(
u∗
(
t, λ∗(ε), ε

))
exists and is finite, then

lim
ε→+0

Jε

(
u∗
(
t, λ∗(ε), ε

))
= lim

ε→+0
Jε1

(
u∗
(
t, λ∗(ε), ε

))
+ lim

ε→+0
Jε2

(
u∗
(
t, λ∗(ε), ε

))
. (170)
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Using Equations (80), (83), (125), (156), (161) and (163), the inequalities (94) and (104),
as well as Remarks 6 and 14, and Theorems 2 and 3, we obtain

lim
ε→+0

Jε1

(
u∗
(
t, λ∗(ε), ε

))
=

max
k∈{1,2,...,K}

[
lim

ε→+0
xT(t f , λ∗(ε), ε

)
LT

k
(
t f , λ∗(ε)

)
H̃Lk

(
t f , λ∗(ε)

)
x
(
t f , λ∗(ε), ε

)
+

∫ t f

0

(
lim

ε→+0
zT(t, λ∗(ε), ε

)
RT

k
(
t, λ∗(ε)

)
D̃Rk

(
t, λ∗(ε)

)
z
(
t, λ∗(ε), ε

))
dt
]
=

max
k∈{1,2,...,K}

[(
xo

0(t f , λ∗0)
)TLT

k (t f , λ∗0)H̃Lk(t f , λ∗0)x0(t f , λ∗0) +∫ t f

0

(
zo

0(t, λ∗0)
)TRT

k (t, λ∗0)D̃Rk(t, λ∗0)z
o
0(t, λ∗0)

)
dt
]

. (171)

Furthermore, using Equations (80), (83), (125) and (164), the inequalities (61), (94),
and (104), as well as Remarks 10, 11 and 14, and Theorems 1, 2 and 3, we have

lim
ε→+0

Jε2

(
u∗
(
t, λ∗(ε), ε

))
=
∫ t f

0
lim

ε→+0

(
zT(t, λ∗(ε), ε

)
QP
(
t, λ∗(ε), ε

)
z
(
t, λ∗(ε), ε

))
dt

=
∫ t f

0

(
zo

0(t, λ∗0)
)TQP0(t, λ∗0)z

o
0(t, λ∗0)

)
dt, (172)

where QP0(t, λ∗0) is defined in (168).
Proceed to the calculation of limε→+0 Jε

(
û(t, λ∗0 , ε)

)
. Subject to the assumption that

each of the limits limε→+0 Jε1
(
û(t, λ∗0 , ε)

)
and limε→+0 Jε2

(
û(t, λ∗0 , ε)

)
exists and is finite,

we have

lim
ε→+0

Jε

(
û(t, λ∗0 , ε)

)
= lim

ε→+0
Jε1
(
û(t, λ∗0 , ε)

)
+ lim

ε→+0
Jε2
(
û(t, λ∗0 , ε)

)
, (173)

where Jε1
(
û(t, λ∗0 , ε)

)
and Jε2

(
û(t, λ∗0 , ε)

)
are given in (165) and then rewritten in (167)

and (168).
Using Equations (142), (144), (153), (167) and (168) and the inequality (148), as well as

Lemma 3, we obtain

lim
ε→+0

Jε1
(
û(t, λ∗0 , ε)

)
= max

k∈{1,2,...,K}

[(
x̂o

0(t f )
)TLT

k (t f , λ∗0)H̃Lk(t f , λ∗0)x̂o
0(t f )

+
∫ t f

0

(
ẑo

0(t)
)TRT

k (t, λ∗0)D̃Rk(t, λ∗0)ẑ
o
0(t)dt

]
, (174)

lim
ε→+0

Jε1
(
û(t, λ∗0 , ε)

)
=
∫ t f

0

(
ẑo

0(t)
)TQP0(t, λ∗0)ẑ

o
0(t)dt. (175)

Let us compare the right-hand side of Equation (171) with the right-hand side of
Equation (174), as well as the right-hand side of Equation (172) with the right-hand side of
Equation (175). Comparing Equations (90) and (91) with Equation (145), we directly have

xo
0(t, λ∗0) = x̂o

0(t), yo
0(t, λ∗0) = ŷo

0(t), t ∈ [0, t f ], (176)

yielding, due to Equations (125) and (153)

zo
0(t, λ∗0) = ẑo

0(t), t ∈ [0, t f ]. (177)
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Equations (176) and (177), along with Equations (171), (172), (174) and (175), yield
immediately

lim
ε→+0

Jε1

(
u∗
(
t, λ∗(ε), ε

))
= lim

ε→+0
Jε1
(
û(t, λ∗0 , ε)

)
,

lim
ε→+0

Jε2

(
u∗
(
t, λ∗(ε), ε

))
= lim

ε→+0
Jε2
(
û(t, λ∗0 , ε)

)
.

These two equalities, along with Equations (170) and (173), directly imply the validity
of the equality (169). This completes the proof of the theorem.

Along with wk
(
t, λ∗(ε), ε

)
, (k = 1, 2, . . . , K), let us introduce into the consideration the

following n-dimensional vector-valued functions:

wk0
(
t, λ∗(ε), ε

) 4
= Rk

(
t, λ∗(ε)

)
z0
(
t, λ∗(ε), ε

)
, k = 1, 2, . . . , K, t ∈ [0, t f ], ε ∈ (0, ε̃0], (178)

where z0
(
t, λ, ε

)
is given in (125).

Using Equations (156), (80), (125), (157) and (178), as well as Corollary 1, Theorem 2,
and the smoothness of the matrix-valued function R(t, λ) with respect to t ∈ [0, t f ] uni-
formly in λ ∈ Ωλ (see Remark 6), we obtain the inequalities∥∥wk

(
t, λ∗(ε), ε

)
− wk0

(
t, λ∗(ε), ε)

∥∥ ≤ c̃2ε, k = 1, 2, . . . , K, t ∈ [0, t f ], ε ∈ (0, ε̃0],

where c̃2 > 0 is some constant independent of ε.

5. Minimizing Sequence of Optimal Control Problem (1) and (3)

Theorem 5. Let the assumptions AI-AVI be fulfilled. Then, the following equality is valid:

J ∗(w0) = J0
(
λ∗0
)
, (179)

where J ∗(w0) is the infimum of the functional J (u) with respect to u(t) = u(w, t) ∈ U in the
problem (1), (3) (see Remark 2); the function J0(λ) is defined in Equation (131); the vector λ∗0 is
defined by Equation (130).

Proof. (by contradiction). To prove the theorem, we assume that its statement (the
equality (179)) is wrong, i.e., we assume that J ∗(w0) 6= J0

(
λ∗0
)
. Let us show that this

assumption implies the inequality

J ∗(w0) < J0
(
λ∗0
)
. (180)

Indeed, using Equations (2), (3), (5) and (6), as well as Remark 2, Proposition 1,
Corollary 2, and that the control u∗ε (·) given by (13) is the optimal one in the
problem (1), (5) and (6), we directly obtain the following chain of the inequalities and
the equalities:

J ∗(w0) ≤ J
(
u∗ε (·)

)
≤ Jε

(
u∗ε (·)

)
= I

(
λ∗(ε), ε

)
= J
(
λ∗(ε), ε

)
, ε ≥ 0. (181)

Also, from Corollary 3, we have the double-side inequality

J0
(
λ∗0
)
− g∗(ε) ≤ J

(
λ∗(ε), ε

)
≤ J0

(
λ∗0
)
+ g∗(ε), ε ∈ (0, ε̃0]. (182)

The chain (181) and the double-side inequality (182) immediately imply the inequality

J ∗(w0) ≤ J0
(
λ∗0
)
+ g∗(ε), ε ∈ (0, ε̃0],

meaning, along with the above assumed inequality J ∗(w0) 6= J0
(
λ∗0
)
, the fulfillment

of (180).
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Since (180) is valid and J ∗(w0) is the infimum of the functional J (u) with respect to
u(t) = u(w, t) ∈ U in the problem (1), (3), then there exists a control ũ(·) ∈ U such that

J ∗(w0) < J
(
ũ(·)

)
< J0

(
λ∗0
)
. (183)

Taking into account that u∗ε (·) given by (13) is the optimal control in the problem (1), (5)
and (6), we directly have

J
(
λ∗(ε), ε

)
= I

(
λ∗(ε), ε

)
= Jε

(
u∗ε (·)

)
≤ Jε

(
ũ(·)

)
= J

(
ũ(·)

)
+ ãε2, ε ≥ 0, (184)

where

0 ≤ ã =
∫ t f

0
ũT(w̃(t), t

)
ũ
(
w̃(t), t

)
dt < +∞,

w̃(t)
4
= col

(
w̃1(t), w̃2(t), . . . , w̃K(t)

)
, t ∈ [0, t f ] is the unique absolutely continuous solution

of the initial-value problem (1) with k = 1, 2, . . . , K and u(t) = ũ(w, t), (w, t) ∈ EKn × [0, t f ].
Thus, due to (184),

J
(
λ∗(ε), ε

)
≤ J

(
ũ(·)

)
+ ãε2, ε ≥ 0.

This inequality, along with the left-hand side inequality in (182), yields

J0
(
λ∗0
)
≤ J

(
ũ(·)

)
+ ãε2 + g∗(ε), ε ∈ (0, ε̃0]. (185)

Taking into account that g∗(ε) > 0, ε ∈ (0, ε̃0] and limε→+0 g∗(ε) = 0, we immediately
obtain from (185) the following inequality: J0

(
λ∗0
)
≤ J

(
ũ(·)

)
, which contradicts the right-

hand side inequality in (183). This contradiction means that the above assumed inequality
J ∗(w0) 6= J0

(
λ∗0
)

is wrong. Therefore, the equality (179) is correct. Thus, the theorem
is proven.

Consider the sequence of numbers {εq}+∞
q=1 satisfying the conditions

0 < εq ≤ min{ε̃0, ε̂0}, q = 1, 2, . . . ; lim
q→+∞

εq = 0. (186)

Using this sequence, consider the sequence of state-feedback controls in the optimal control
problem (1) and (3)

{ûq(w, t)}+∞
q=1

4
=
{

ûεq(w, t, λ∗0)
}+∞

q=1, (187)

where ûε(w, t, λ∗0) is defined in (138).

Theorem 6. Let the assumptions AI-AVI be fulfilled. Then, the sequence {ûq(w, t)}+∞
q=1 is a

minimizing sequence in the optimal control problem (1) and (3), i.e.,

lim
q→+∞

J
(
ûq(w, t)

)
= J ∗(w0). (188)

Proof. Due to Remark 2 and Equations (2), (3), (5) and (6), we have the following chain of
inequalities:

J ∗(w0) ≤ J
(
ûq(w, t)

)
≤ Jεq

(
ûq(w, t)

)
. (189)

Using Equations (129) and (155), as well as Corollary 3, and Theorems 4 and 5, we
obtain the following:

J ∗(w0) = J0
(
λ∗0
)
= lim

ε→+0
J
(
λ∗(ε), ε

)
= lim

ε→+0
Jε

(
u∗ε
(
w, t, λ∗(ε)

))
= lim

ε→+0
Jε

(
ûε(w, t, λ∗0)

)
,
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meaning, along with (187), that

lim
q→+∞

Jεq

(
ûq(w, t)

)
= J ∗(w0).

The latter, along with (189) yields immediately the equality (188). Thus, the theorem is
proven.

6. Illustrative Example

Consider the following two-model system:

dw1,k(t)
dt

= ρkw2,k(t), w1,k(0) = 1, t ∈ [0, 4], k ∈ {1, 2},

dw2,k(t)
dt

= u(t), w2,k(0) = 2, t ∈ [0, 4], k ∈ {1, 2}, (190)

where w1,k(t), w2,k(t), u(t) are scalar functions; ρ1 = 2, ρ2 = 1.
Comparing the system (190) with the system (1), one can conclude that (190) is a

particular case of (1) where n = 2, r = 1, t f = 4, K = 2,

A1 =

(
0 2
0 0

)
, A2 =

(
0 1
0 0

)
, B1 = B2 =

(
0
1

)
, w̃0 =

(
1
2

)
. (191)

In this example, we choose the functional F (u, k) as:

F (u, k) = w2
1,k(4) +

∫ 4

0
w2

2,k(t)dt, k ∈ {1, 2}. (192)

Comparison of the functional (192) and the functional (2) yields that (192) is a particular
case of (2) where

H̃ =

(
1 0
0 0

)
, D̃ =

(
0 0
0 1

)
. (193)

Based on the functional (192), we construct the performance index evaluating the
control process of the two-model system (190)

J (u)
4
= max

k∈{1,2}
F (u, k)→ inf

u
. (194)

Remark 15. The two-model singular optimal control problem (190) and (194) is a particu-
lar case of the multi-model singular optimal control problem (1) and (3). The solution of the
problem (190) and (194) will allow us to clearly illustrate the theoretical results of the previous
sections, while avoiding too complicated analytical/numerical calculations. Such an illustration
allows us not to overload the paper and, therefore, to maintain its readability.

Proceed to the construction of the minimizing sequence in the optimal control
problem (190) and (194). Due to Theorem 6, first, we should check the fulfillment of
the assumptions AI-AVI in this problem. Based on Equations (191) and (193), we directly
obtain the fulfillment of the assumptions AI-AV. The fulfillment of the assumption AVI will
be verified in the sequel of this section. Based on Theorem 6 and Equations (138) and (187),
one can conclude the following. To construct the minimizing sequence, the matrix-valued
functions R(t, λ), Po

20(t, λ), Po
30(t, λ) should be obtained. We start by obtaining R(t, λ).

Due to Equations (8), (22) and (191), this matrix depends on the complement matrix Bc to
the matrix B = col(0, 1, 0, 1). We choose the matrix Bc in the form
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Bc =


1 0 0
0 1 0
0 0 1
0 0 0

.

Using Equations (7), (8) and (22), the data of the example (191) and (193) and the
pre-chosen matrix Bc, we obtain the following matrices:

L(t, λ) ≡ L(λ) =


1 0 0
0 λ2 0
0 0 1
0 − λ1 0

, R(t, λ) ≡ R(λ) =


1 0 0 0
0 λ2 0 1
0 0 1 0
0 − λ1 0 1

, (195)

where
λ = col(λ1, λ2), λ1 ≥ 0, λ2 ≥ 0, λ1 + λ2 = 1. (196)

Due to the results of Section 4.2.2, to obtain the matrices Po
20(t, λ), Po

30(t, λ), first,
we should obtain the matrices A1(t, λ), A2(t, λ), D1(t, λ), D2(t, λ), H1(λ), So

1(λ). Using
Equations (7), (25), (30), (31), (38) and (53), as well as the data of the example (191) and (193)
and the above calculated matrices L(t, λ),R(t, λ), we have after a routine matrix algebra

A1(t, λ) ≡ A1(λ) =

 0 2λ2 0
0 0 0
0 − λ1 0

, A2(t, λ) ≡ A2(λ) =

 2
0
1

,

D1(t, λ) ≡ D1(λ) =

 0 0 0
0 λ1λ2 0
0 0 0

, D2(t, λ) ≡ D2 = 1,

H1(λ) =

 λ1 0 0
0 0 0
0 0 λ2

, So
1(λ) ≡ So

1 =

 4 0 2
0 0 0
2 0 1

. (197)

Using Equations (50), (51) and (197), as well as the symmetry of the matrix Po
10(t, λ),

we immediately have

Po
30(t, λ) ≡ Po

30 = 1,

Po
20(t, λ) =

 2Po
10,11(t, λ) + Po

10,13(t, λ)

2Po
10,12(t, λ) + Po

10,23(t, λ)

2Po
10,13(t, λ) + Po

10,33(t, λ)

, (198)

where Po
10,ij(t, λ), (i = 1, 2, 3; j = 1, 2, 3) is the entry of the matrix Po

10(t, λ) placed in its i-th
row and j-th column.

Solving the terminal value problem (52) with t f = 4 and the data from (197), we obtain

2Po
10,11(t, λ) + Po

10,13(t, λ) =
2λ1

(4λ1 + λ2)(4− t) + 1
,

2Po
10,12(t, λ) + Po

10,23(t, λ) =
3λ1λ2(4− t)

(4λ1 + λ2)(4− t) + 1
,

2Po
10,13(t, λ) + Po

10,33(t, λ) =
λ2

(4λ1 + λ2)(4− t) + 1
. (199)
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Also, for the sake of further calculations, we obtain the entries Po
10,11(t, λ), Po

10,13(t, λ),
Po

10,33(t, λ)

Po
10,11(t, λ) =

λ1λ2(4− t) + λ1

(4λ1 + λ2)(4− t) + 1
,

Po
10,13(t, λ) = − 2λ1λ2(4− t)

(4λ1 + λ2)(4− t) + 1
,

Po
10,33(t, λ) =

4λ1λ2(4− t) + λ2

(4λ1 + λ2)(4− t) + 1
. (200)

Now, we should obtain the solution λ∗0 of the optimization problem (130) and (131).
The minimized function J0(λ) of this problem depends on the vector x0(λ) and on the
functions xo

0(t, λ), yo
0(t, λ). From Equations (4), (34) and (81), as well as the data of the

example (191) and Equation (195), we obtain the vector x0(λ)

x0(λ) ≡ x0 = col(1, 0, 1). (201)

Solving the initial value problem (91) and taking into account (197), (199) and (201),
we obtain

xo
0,1(t, λ) = 2

(4λ1 + λ2)(4− t) + 2λ1t + 1
4(4λ1 + λ2) + 1

− 1, xo
0,2(t, λ) ≡ 0, t ∈ [0, 4],

xo
0,3(t, λ) =

(4λ1 + λ2)(4− t) + 2λ1t + 1
4(4λ1 + λ2) + 1

, t ∈ [0, 4] (202)

where xo
0,i(t, λ), (i = 1, 2, 3) are the corresponding entries of the vector xo

0(t, λ).
Using Equations (90), (197), (199) and (202), we have

yo
0(t, λ) = − 2λ1

(4λ1 + λ2)(4− t) + 1

[
2
(4λ1 + λ2)(4− t) + 2λ1t + 1

4(4λ1 + λ2) + 1
− 1
]

− λ2

(4λ1 + λ2)(4− t) + 1
(4λ1 + λ2)(4− t) + 2λ1t + 1

4(4λ1 + λ2) + 1

= − 4λ1 + λ2

(4λ1 + λ2)(4− t) + 1
(4λ1 + λ2)(4− t) + 2λ1t + 1

4(4λ1 + λ2) + 1

+
2λ1

(4λ1 + λ2)(4− t) + 1
≡ − 2λ1 + λ2

4(4λ1 + λ2) + 1
, t ∈ [0, 4]. (203)

Based on Equation (131) and using Equations (11), (12), (195)–(197) and (200)–(203), we
obtain (after a routine calculations) the function J0(λ) in the form

J0(λ) =
4λ1λ2 + 1

4(4λ1 + λ2) + 1
− λ1

(
2(8λ1 + 1)

4(4λ1 + λ2) + 1
− 1
)2

+ λ1

(
8λ1 + 1

4(4λ1 + λ2) + 1

)2
,

where the vector λ is given in (196).
This function has a unique minimum point subject to the conditions (196). This

minimum point is λ∗0 = col(λ∗0,1, λ∗0,2) = (0, 1). The corresponding minimal value of
the function J0(λ

∗
0) is 1/5. By virtue of Definition 2 and Theorem 5, the optimal value

of the functional in the two-model singular optimal control problem (190) and (194) is
J ∗(w0) = 1/5.

Using Theorem 6, as well as Equations (138), (187) and (198) and the vector λ∗0 = col(0, 1),
we obtain the minimizing sequence in the two-model singular optimal control problem (190)
and (194)

{ûq(w, t)}+∞
q=1 =

{
− 1

εq

(
1

5− t
w1 + w2

)}+∞

q=1
, (204)
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where the sequence of numbers {εq}+∞
q=1 is given by (186).

Thus, the above obtained value J ∗(w0) = 1/5 is the infimum of the functional J (u)
in the two-model singular optimal control problem (190) and (194), i.e.,

inf
u

max
k∈{1,2}

F (u, k) =
1
5

. (205)

Let us show that in this example,

inf
u

max
k∈{1,2}

F (u, k) = max
k∈{1,2}

inf
u
F (u, k). (206)

Taking into account that each single-model optimal control problem of the
problem (190), (194) is its particular case and using Theorems 5 and 6, we obtain that

inf
u
F (u, 1) =

1
17

, inf
u
F (u, 2) =

1
5

,

which, along with (205), yields (206).
Moreover, the minimizing sequence in the single-model singular optimal control

problem for k = 2 coincides with (204). Thus, in the set
{(

k,
{

u∗q(w, t)
}+∞

q=1

)
: k ∈

{1, 2}, u∗q(w, t) ∈ U, q = 1, 2, . . .
}

, the point
(
2, {ûq(w, t)}+∞

q=1
)

is the saddle point of
the functional (192) subject to the two-model system (190).

7. Concluding Remarks and Outlook

CRI. In this paper, we consider a finite horizon multi-model linear-quadratic optimal
control problem. The functional of this problem does not contain the control function. Due
to this feature of the functional, the considered optimal control problem is singular.

CRII. We solve the original control problem by the regularization approach, i.e., by its
approximate transformation to an auxiliary regular optimal control problem. The latter
has the same multi-model system of dynamics and a similar cost functional augmented by
a finite horizon integral of the square of the Euclidean norm of the vector-valued control
with a small positive weight (a small parameter). Hence, the auxiliary problem is a finite
horizon multi-model linear-quadratic optimal control problem with a cheap control.

CRIII. Using the Robust Maximum Principle, we reduce the solution of this multi-
model cheap control problem to the consecutive solution of the following three problems.
The first problem is the terminal-value problem for the extended matrix Riccati differential
equation. This problem depends not only on the aforementioned small parameter, but also
on an auxiliary vector-valued parameter. The dimension of the latter equals the number of
the models in the multi-model system, and this vector-valued parameter belongs to the
proper bounded and closed set in the corresponding Euclidean space. The second problem
is the initial-value problem for the extended vector linear differential equation. Like the first
problem, the second problem also depends on the aforementioned small scalar parameter
and vector-valued parameter. The third problem is the nonlinear optimization problem.
The cost function of this problem depends on the small parameter, and this cost function is
minimized with respect to the vector-valued parameter.

CRIV. An asymptotic analysis of each of the aforementioned three problems is carried
out. Namely, for the first and the second problems, zero-order asymptotic solutions are
formally constructed and justified. It is shown that these asymptotic solutions are valid
uniformly with respect to the vector-valued parameter. For the third problem, the continuity
of its solution with respect to the small parameter as the latter tends to zero is shown.

CRV. Based on this asymptotic analysis, the explicit expression of the infimum of the
functional in the original singular optimal control problem is derived. The minimizing
state-feedback control sequence in the original problem was also designed.
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CRVI. The following issues of the topic of multi-model singular control problems are
subject to future investigation: (a) multi-model singular infinite horizon linear-quadratic op-
timal control problem; (b) multi-model singular finite and infinite horizon stochastic linear-
quadratic optimal control problems; (c) multi-model singular zero-sum linear-quadratic
differential games; (d) multi-model singular linear-quadratic Nash equilibrium differential
games; (e) singular optimal control problem of pursuit of a multi-model non-maneuvering
evader; (f) singular zero-sum differential game of pursuit of a multi-model maneuvering
evader; (g) singular optimal control problem of pursuit of a multi-model hybrid dynamics
(regime-switching) non-maneuvering evader; (h) singular zero-sum differential game of
pursuit of a multi-model hybrid dynamics (regime-switching) maneuvering evader.

It should be noted that multi-model systems other than the one of the present paper
can be of considerable interest for investigation in the frame of the cheap/singular control.
For instance, these problems are (i) multi-regimes cheap control stochastic differential games
with jumps; (ii) multi-regimes singular stochastic differential games with jumps; (iii) cheap
control games with fuzzy uncertainties; (iv) singular games with fuzzy uncertainties.
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