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1. Introduction

For s0 ∈ R we consider the function f from {s0, s0 + 1, s0 + 2, . . . } to R. Recall that the
nabla (or backward) difference is defined by:

(∇ f )(t) := f (t)− f (t− 1), t ∈ {s0 + 1, s0 + 2, . . . }.

It is then easy to show that the following implication holds true:

f is increasing on {s0, s0 + 1, s0 + 2, . . . } ⇐⇒ (∇ f )(t) = 0 for t ∈ {s0 + 1, s0 + 2, . . . }.

In fact, an analogous correlation holds true if one considers the delta (or forward)
difference, given as follows:

(∆ f )(t) := f (t + 1)− f (t), t ∈ {s0, s0 + 1, . . . }.

Consequently, in these instances, there exists a clear connection between the sign of
the difference and the monotone behavior of the function upon which the difference acts.

Since about 2007, beginning with the foundational work of Atici and Eloe [1–3] and
continuing with the subsequent work of Abdeljaward, Al-Mdallal and Hajji [4]; Abdeljawad
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and Atici [5]; Abdeljawad and Baleanu [6]; Abdeljawad and Madjidi [7]; Chen, Bohner
and Jia [8]; Ferreira and Torres [9]; Lizama [10]; and Wu and Baleanu [11], there has been
increasing interest in a nonlocal version of difference calculus; that is, “discrete fractional
calculus". We refer to the recent monograph of Goodrich and Peterson [12] for a wealth of
additional information on a variety of nonlocal discrete operators and their properties (see
also [13]).

In recent years, discrete fractional operators have gained a lot of attention in numerical
computation. Moreover, many researchers have conducted approximations, and numerical
methods in particular been suggested and analyzed for the solutions of fractional discrete-
time systems; see [14,15].

A particularly curious and mathematically nontrivial aspect of this theory is that there
is no clean correlation between the sign of a discrete fractional operator and the monotone
(or positive or convex) behavior of the function on which the operator acts. In fact, as has
been shown earlier, there is a highly complex and subtle relationship. This mathematically
rich behavior was first documented in a monotonicity study by Dahal and Goodrich [16] in
2014. Since their initial study, numerous studies have been published, including those by
Atici and Uyanik [17]; Baoguo, Erbe and Peterson [18]; Bravo, Lizama and Rueda [19,20];
Dahal and Goodrich [21]; Du, Jia, Erbe and Peterson [22]; Wang, Jia, Du and Liu [23]; Du
and Lu [24]; Goodrich [25]; Baoguo, Erbe and Peterson [26]; Goodrich and Lizama [27];
Baoguo, Erbe and Peterson [28]; Abdeljawad and Abdalla [29]; Chen, Bohner and Jia [30];
Mohammed, Abdeljawad and Hamasalh [31,32]; Liu, Du, Anderson, and Jia [33]; Mo-
hammed, Almutairi, Agarwal and Hamad [34]; and Mohammed, Srivastava, Baleanu,
Jan and Abualnaja [35]. These papers investigate a variety of questions surrounding the
qualitative properties inferred from the sign of a fractional difference acting on a function.

Above and beyond the pure mathematical interest in this type of problem, there exists
a compelling practical reason to care. In the application of both the continuous and the
discrete calculus, the ability of the difference (or derivative) to detect when a function is
increasing or decreasing is of paramount importance. Thus, clarifying this aspect of the
theory of fractional difference operators is important. This is particularly applicable since
there have been some initial attempts to apply discrete fractional calculus to biological
modeling—see, for example, Atici and Şengül in [36], Atici, Atici, Nguyen, Zhoroev and
Koch in [37], and Atici, Atici, Belcher and Marshall in [38].

In this article, we continue to examine these questions within the context of Liouville–
Caputo-type fractional differences. The definition of these differences are subtly dissimilar
to that of the Riemann–Liouville-type fractional differences, the latter perhaps more com-
monly studied in discrete cases. Therefore, we believe that there is a good reason to study
whether the known results in the Riemann–Liouville case (see, e.g., [16]) carry over to the
Liouville-Caputo case. In the case of the nabla Liouville-Caputo difference, the question of
monotonicity has already been studied by Baoguo, Erbe and Peterson [18] (see also [12],
Chapter 3). However, while their paper addressed the Nabla case, it does not appear
to settle the delta case, which, to the best of our knowledge, is still open. In this paper,
then, we address this remaining open question. In the process, we also rediscover the
nabla results presented in [18] but by a more elementary method—see both Lemma 2 and
Theorem 2 later in Section 3. We hope that this investigation will continue to encourage ad-
ditional investigations of the qualitative data and properties of discrete fractional operators
(differences and sums).

2. Preliminaries

Here, we provide some background material regarding fractional sums and differences
in delta- and nabla-type operators in the sense of Riemann–Liouville and Liouville–Caputo.
These definitions will be important in the work that follows in Section 3.
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Definition 1 (see [12,39,40]). Let f be a discrete function on Ns0 := {s0, s0 + 1, s0 + 2, . . .},
0 < $ be the order of discrete delta and nabla operators, and a be a real number. Then, the delta and
nabla fractional sum operators are defined by the following identities:

(
s0

∆−$ f
)
(t) :=

t−$

∑
r=s0

(
t− r− 1

)($−1)

Γ($)
f (r), for t ∈ Ns0+$,

and

(
s0
∇−$ f

)
(t) :=

t

∑
r=s0+1

(
t− r + 1

)[$−1]

Γ($)
f (r), for t ∈ Ns0+1,

respectively, where t($) and t[$] are defined as follows:

t($) := Γ(1 + t)/Γ(1− $ + t), and t[$] := Γ(t + $)/Γ(t),

respectively, for those values of t and $, such that Γ(1 + t)/Γ(1− $ + t) and Γ(t + $)/Γ(t) are
well defined.

Remark 1. It is worth recalling that:

• We here use the standard extensions of the domains of t($) and t[$] to define these to be zero
when Γ(1 + t) and Γ(t + $) are well defined, but Γ(1− $ + t) and Γ(t) are not defined;

• They are both increasing. Further, we have

∆ t($) = $ t($−1) and ∇ t[$] = $ t[$−1]. (1)

Definition 2 (see [12,39]; see also [41,42]). The delta and nabla fractional difference operators
for the discrete function f in the sense of Liouville–Caputo are given by(

LC
s0

∆$ f
)
(t) :=

(
s0
∇−(λ−$) ∆λ f

)
(t)

=
t−λ+$

∑
r=s0

(
t− r− 1

)(λ−$−1)

Γ(λ− $)

(
∆λ f

)
(r), for t in Ns0+λ−$, (2)

and (
LC
s0
∇$ f

)
(t) :=

(
s0
∇−(λ−$)∇λ f

)
(t)

=
t

∑
r=s0+1

(
t− r + 1

)[λ−$−1]

Γ(λ− $)

(
∇λ f

)
(r), for t in Ns0+λ, (3)

respectively, where λ ∈ Ns0+1 satisfies the inequality λ− 1 < $ < λ.

3. Delta and Nabla Monotonicity Results

The following are the main lemmas when the order $ of the difference operators are in
the interval 1 < $ < 2. The first lemma concerns the fractional delta difference.

Lemma 1. For a discrete function f on Ns0 , the delta Liouville–Caputo difference operator can be
rewritten in the following form:(

LC
s0

∆$ f
)
(s0 + k + 2− $) =

(
∆ f
)
(s0 + k + 1)

−
(
k + 1− $

)(1−$)

Γ(2− $)
(∆ f )(s0) +

s0+k

∑
r=s0+1

(
s0 + k + 1− $− r

)(−$)

Γ(1− $)

(
∆ f
)
(r) (k ∈ N0), (4)
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where (
s0 + k + 1− $− r

)(−$)

Γ(1− $)
< 0, (5)

for k ∈ N1.

Proof. We consider Definition (2) for λ = 2 (that is, 1 < $ < 2). For t ∈ Ns0+2−$, we
thus obtain(

LC
s0

∆$ f
)
(t) =

t+$−2

∑
r=s0

(
t− r− 1

)(1−$)

Γ(2− $)

(
∆2 f

)
(r)

=
t+$−2

∑
r=s0

(
t− r− 1

)(1−$)

Γ(2− $)

(
∆ f
)
(r + 1)−

t+$−2

∑
r=s0

(
t− r− 1

)(1−$)

Γ(2− $)

(
∆ f
)
(r)

= − (t− s0 − 1)(1−$)

Γ(2− $)

(
∆ f
)
(s0) +

t+$−1

∑
r=s0+1

(
t− r

)(1−$)

Γ(2− $)

(
∆ f
)
(r)

−
t+$−1

∑
r=s0+1

(
t− r− 1

)(1−$)

Γ(2− $)

(
∆ f
)
(r)

= − (t− s0 − 1)(1−$)

Γ(2− $)

(
∆ f
)
(s0) +

t+$−1

∑
r=s0+1

∆t
(
t− r− 1

)(1−$)

Γ(2− $)
(∆ f )(r)

by
=

(1)
(
∆ f
)
(t + $− 1)− (t− s0 − 1)(1−$)

Γ(2− $)

(
∆ f
)
(s0) +

t+$−2

∑
r=s0+1

(
t− r− 1

)(−$)

Γ(1− $)
(∆ f )(r),

where we have used the fact that (−$)(1−$) := 0. By changing the variable t := s0 + k +
2− $ for k ∈ N0, we obtain (4) as desired.

For the second part: for r = s0 + 1, s0 + 2, . . . , s0 + k with k ∈ N1, we have

(
s0 + k + 1− $− r

)(−$)

Γ(1− $)
=

Γ
(
s0 + k + 2− $− r

)
Γ(1− $)Γ(s0 + k + 2− r)

=
Γ
(
−$ + j + 1

)
Γ(1− $)Γ(j + 1)

[
denoting j := s0 + k + 1− r = 1, 2, . . . , k

]
=

(−$ + j)(−$ + j− 1) · · · (−$ + 2)(−$ + 1)
j!

,

which is negative for $ ∈ (1, 2). Hence, the proof of (5) is complete. Consequently, Lemma 1
is proved.

Our second lemma concerns the fractional nabla difference.

Lemma 2. For a discrete function f on Ns0 , the nabla Liouville–Caputo difference operator can be
rewritten in the following form:

(
LC

s0+1∇$ f
)
(t) =

(
∇ f
)
(t)−

(
t− s0 − 1

)[1−$]

Γ(2− $)

(
∇ f
)
(s0 + 1)

+
t−1

∑
r=s0+2

(
t− r + 1

)[−$]

Γ(1− $)

(
∇ f
)
(r) (t ∈ Ns0+2), (6)

where (
t− r + 1

)[−$]

Γ(1− $)
< 0. (7)

Proof. According to Definition (3) with λ = 2, for t ∈ Ns0+2 we have
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(
LC

s0+1∇$ f
)
(t) =

t

∑
r=s0+2

(
t− r + 1

)[1−$]

Γ(2− $)

(
∇2 f

)
(r)

=
t

∑
r=s0+2

(
t− r + 1

)[1−$]

Γ(2− $)

(
∇ f
)
(r)−

t

∑
r=s0+2

(
t− r + 1

)[1−$]

Γ(2− $)

(
∇ f
)
(r− 1)

= − (t− s0 − 1)(1−$)

Γ(2− $)

(
∇ f
)
(s0 + 1) +

t

∑
r=s0+2

(
t− r + 1

)[1−$]

Γ(2− $)

(
∇ f
)
(r)

−
t

∑
r=s0+2

(
t− r

)[1−$]

Γ(2− $)

(
∇ f
)
(r)

= − (t− s0 − 1)[1−$]

Γ(2− $)

(
∇ f
)
(s0 + 1) +

t

∑
r=s0+2

∇t
(
t− r + 1

)[1−$]

Γ(2− $)
(∇ f )(r)

by
=
(1)

(
∇ f
)
(t)− (t− s0 − 1)[1−$]

Γ(2− $)

(
∇ f
)
(s0 + 1) +

t−1

∑
r=s0+2

(
t− r + 1

)[−$]

Γ(1− $)
(∇ f )(r),

where we have used the fact that (0)[1−$] := 0. This completes the proof of (6).
For the second part, we let j := t− r = 1, 2, . . . when r = s0 + 2, s0 + 3, . . . , t− 1 with

t ∈ Ns0+3. Then, using the same technique for (7), we can achieve the proof of (7). Therefore,
the proof of Lemma 2 is complete.

Remark 2. It is of interest to mention that the expressions (5) in Lemma 1 and (7) in Lemma 2
are the same; this is easy to check by writing out the relevant expressions. Here, we illustrate it
graphically in Figure 1 below for different values of $ in the interval (1, 2).

2.5 3 3.5 4 4.5

j

-0.9

-0.8

-0.7

-0.6

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

varrho=1.1

varrho=1.3

varrho=1.5

varrho=1.7

varrho=1.9

Figure 1. Graph of (5) (or (7)) for different values of $.

Based on the above lemmas, we now can state and prove our monotonicity theorems.
The first such result, Theorem 1, concerns the delta case and, as such, complements the
results of Baoguo, Erbe and Peterson [18], as already mentioned in Section 1.

Theorem 1. Let $ ∈ (1, 2). Suppose that f is defined on Ns0 such that(
LC
s0

∆$ f
)
(t) = 0, t ∈ Ns0+2−$,

f (s0 + 1) = f (s0) = 0.
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Then f (t) is monotonically increasing, that is,(
∆ f
)
(t) = 0 for t ∈ Ns0 .

Proof. The proof can be done according to the principle of strong mathematical induction
on k. Considering the assumption in the statement of the theorem that f (s0 + 1) = f (s0),
we find that

(
∆ f
)
(s0) = 0. Suppose, for the induction hypothesis, that(

∆ f
)
(s0 + j) = 0,

where j = 0, 1, 2, . . . , k for some k ∈ N0. Then, by using
(

LC
s0

∆$ f
)
(t) = 0 in Lemma 1,

we find

(
∆ f
)
(s0 + 1 + k) =

(
k + 1− $

)(1−$)

Γ(2− $)
(∆ f )(s0)

−
s0+k

∑
r=s0+1

(
s0 + k + 1− $− r

)(−$)

Γ(1− $)︸ ︷︷ ︸
<0 by (5)

(
∆ f
)
(r)︸ ︷︷ ︸

=0 by induction hypothesis

=

(
k + 1− $

)(1−$)

Γ(2− $)
(∆ f )(s0)︸ ︷︷ ︸

=0 by assumption

= 0.

Moreover, since for 1 < $ < 2, we see that(
k + 1− $

)(1−$)

Γ(2− $)
=

Γ(k + 2− $)

Γ(2− $)Γ(k + 1)

=


1
0! > 0, for k = 0,
(−$+2)

1! > 0, for k = 1,
(−$+2)(−$+3)···(−$+k)(−$+k+1)

k! > 0, for k = 2.

(8)

Thus, clearly,
(
∆ f
)
(s0 + k + 1) = 0. Hence,

(
∆ f
)
(t) = 0, as asserted for t ∈ Ns0 .

Our second monotonicity result (namely, Theorem 2 below) provides an alternative
proof of one of the results in Baoguo, Erbe and Peterson [18].

Theorem 2. Let $ ∈ (1, 2). Suppose that f is defined on Ns0 such that(
LC

s0+1∇$ f
)
(t) = 0, t ∈ Ns0+2,

f (s0 + 1) = f (s0) = 0.

Then f (t) is monotonically increasing, that is,(
∇ f
)
(t) = 0 for t ∈ Ns0+1.
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Proof. Again, we prove the desired result by using the principle of strong mathematical
induction on k. By the assumptions given in the statement of the theorem, we see that(
∇ f
)
(s0 + 1) = 0. Moreover, we know from Lemma 2 that

(
∇ f
)
(s0 + 2) =

(
1
)[1−$]

Γ(2− $)

(
∇ f
)
(s0 + 1)−

s0+1

∑
r=s0+2

(
s0 + 3− r

)[−$]

Γ(1− $)

(
∇ f
)
(r)︸ ︷︷ ︸

=0

=
(
∇ f
)
(s0 + 1) = 0.

We now assume that
(
∇ f
)
(s0 + j) = 0, where j = 1, 2, . . . , k for some k ∈ N1. Then,

by using the assumption that
(

LC
s0+1∇$ f

)
(t) = 0 into Lemma 2, we can deduce that

(
∇ f
)
(s0 + 1 + k) =

(
k
)[1−$]

Γ(2− $)
(∇ f )(s0 + 1)−

s0+k

∑
r=s0+2

(
s0 + k + 2− r

)[−$]

Γ(1− $)︸ ︷︷ ︸
<0 by (7)

(
∇ f
)
(r)︸ ︷︷ ︸

=0 by induction hypothesis

=

(
k
)[1−$]

Γ(2− $)
(∇ f )(s0 + 1)︸ ︷︷ ︸
=0 by assumption

= 0,

where the following results were used:(
k
)(1−$)

Γ(2− $)
=

Γ(1 + k− $)

Γ(2− $)Γ(k)

=
Γ(k1 + 2− $)

Γ(2− $)Γ(k1 + 1)
> 0

[
denoting k1 := k− 1 = 0

]
,

as we have proved in (8). Therefore,(
∇ f
)
(s0 + k + 1) = 0.

Hence,
(
∇ f
)
(t) = 0 as asserted for t ∈ Ns0+1.

4. Example

In our final section, we provide a specific example to illustrate the results of Section 3.

Example 1. Consider the function f given by

f (t) =
(

3
2

)t
, for t ∈ Ns0+2.

At first, we will try to show that(
LC
s0

∆$ f
)
(t) = 0 for t ∈ {s0 + 2− $, s0 + 3− $}, $ =

3
2

and s0 = 0.
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We see from (4) at k = 0 that

(
LC
s0

∆$ f
)
(s0 + 2− $) =

(
∆ f
)
(s0 + 1)− (1− $)(1−$)

Γ(2− $)

(
∆ f
)
(s0)

+
s0

∑
r=s0+1

(s0 + 1− $− r)(−$)

Γ(1− $)
f (r)︸ ︷︷ ︸

=0

= −
(
∆ f
)
(s0) +

(
∆ f
)
(s0 + 1)

= f (s0 + 2)− 2 f (s0 + 1) + f (s0) =
1
4
= 0,

which yields (
∆ f
)
(s0 + 1) =

(
∆ f
)
(s0) = 0. (9)

Additionally, in the case when k = 1, we find from (4) that(
LC
s0

∆$ f
)
(s0 + 3− $)

=
(
∆ f
)
(s0 + 2)− (2− $)(1−$)

Γ(2− $)

(
∆ f
)
(s0) +

s0+2

∑
r=s0+1

(s0 + 2− $− r)(−$)

Γ(1− $)
f (r)

= −(2− $)
(
∆ f
)
(s0) + (1− $)

(
∆ f
)
(s0 + 1) +

(
∆ f
)
(s0 + 2)

= −1
2
(

f (1)− f (0)
)
− 1

2
(

f (2)− f (1)
)
+ f (3)− f (2) =

1
2
= 0.

This, together with (9), implies that(
∆ f
)
(s0 + 2) = ($− 1)

(
∆ f
)
(s0 + 1) + (2− $)

(
∆ f
)
(s0) = 0.

On the other hand, from (6) we have

(
LC

s0+1∇$ f
)
(s0 + 2) =

(
∇ f
)
(s0 + 2)− (1)[1−$]

Γ(2− $)

(
∇ f
)
(s0 + 1)

+
s0+1

∑
r=s0+2

(s0 + 3− r)[−$]

Γ(1− $)
f (r)︸ ︷︷ ︸

=0

=
(
∇ f
)
(s0 + 2)−

(
∇ f
)
(s0 + 1)

= f (s0 + 2)− 2 f (s0 + 1) + f (s0) =
1
4
= 0,

which yields (
∇ f
)
(s0 + 2) =

(
∇ f
)
(s0 + 1) = 0.

Consequently, we see that f is nondecreasing on {s0 + 1, s0 + 2, s0 + 3}.

5. Conclusions and Future Directions

In this paper, we have provided further analysis of the relationship between the sign
of the monotonicity of a function f and

(
LC
s0

∆$ f
)
(t) and

(
LC

s0+1∇$ f
)
(t) acting on f . We

filled an apparent gap in the literature regarding the delta Liouville–Caputo type difference,
and we have also presented a different and presumably simpler proof of a result that can
be found in an earlier paper by Baoguo et al. [18]. We continue to see that the qualitative
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behaviors of discrete fractional operators possess a mathematical richness that their local
counterparts do not.
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