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## 1. Introduction

Honeybee colonies are important for agriculture and the environment. They help plant reproduction by pollination, while beekeeping redounds to the development of rural areas. Unfortunately, in recent decades, a ubiquitous decline in both managed and unmanaged colonies has been observed. This is a global problem, since the bees contribute to the ecological equilibrium. If the bee population shrinks or disappears, plants would not get pollinated and would die off. Then, herbivorous animals would not have food and would go extinct, and they would be followed by carnivorous animals, including humans. Thus, preventing bee colonies from losses is of a paramount importance for preserving live on Earth in general.

Of the many species of bees, only a small number of them are eusocial; Apis mellifera is an example of eusocial behavior [1]. This species form colonies thus the survival, reproduction and honey production are directly dependent on the size and the structure of the colonies [2].

Honey, produced by honeybees, is a sweet natural substance, derived greatly from the nectar of flowers and transformed by a group of enzymes, which are present in the saliva of the worker bees. The honey is also airy and evaporates by its filtering, and is eventually stored inside the hives. Honey from Apis mellifera is one of the most essential zoo-agricultural goods for commercial trade in the world [3]. Regarding the honey trade, the USA is the global leader in imports. Concerning production, China is the global leader, following by Turkey, Iran, Ukraine and the Russian Federation. Finally, with respect to quality, Bulgarian honey is the most pure and sweet [4].

Beekeepers produce a variety of agriculture products, in addition to honey, including royal jelly, propolis and beeswax. This paper aims to develop mathematical modeling of the honeybee population dynamics and, therefore, honey production.

The most fundamental honeybee population model is suggested by [5], where only two compartments are explored-the young hive bees and the matured forager bees. This model is extended in [6,7], where the brood, the age of the foragers and the food are also included in the studies, accounting for the delay of maturing. Such investigation is done in [8], where a different form of the recruitment rate is used. In the study [9], exogenous stress is assumed to impact the recruitment process, social inhibition and the queen laying rate, causing a potential colony decline.

There are models developed as an effort to understand the decrease in colony numbers in recent decades. A survey in the USA suggests that treating against disease and mite infestation in the right way lowers the chance of colony loss [10]. Extensive study of the transition from hive to forager bees is performed in [11]. A comparison between the losses in different parts of the world is performed in [12].

The mysterious disease, whose causal factors are not entirely agreed on, is called Colony Collapse Disorder (CCD). It is characterized by rapid loss of forager bees but absence of dead bodies near the hive, lack of pest and mite invasion of the hive, and bees' reluctance to consume food provided by the beekeeper. The first recorded massive colony loss is described as the 'Isle of Wight Disease' [13]. The effect of protein sources has been proposed as a potential cause for collapse [14]. A special CCD model is designed in [15], where the contagious adult bees are isolated from the others. A review of the suspected causal factors for the colony declines is summarized in [16].

Other models focus on particular parts of the surrounding environment such as food availability [17], age structure [18], seasonal effects [19], Varroa mites [20] and others [21,22], including the model memory property [23].

In [24], populations of adult and immature (brood) honeybees as well as their honeybee production are examined via mathematical and statistical modeling approaches. It is shown that, if a bee population is exposed to a stress factor (i.e., habitat destruction, Varroamites, climate variability, heavy metals, etc.), the number of individuals declines over time as well as the produced honey. The complex issue of the sustainability of honeybee colonies is important not only for the survival of the species but also for food security and the overall health of the environment. To ensure the sustainability of honeybee colonies, it is important to take measures such as providing adequate habitats, reducing pesticide exposure and promoting disease management practices. Aiming at the latter, the sophisticated processes of population dynamics have to be investigated via mathematical modeling.

In the present work we study the relationship between the population size of honeybees (Apis mellifera) and honey production if the bee colony is exposed to a number of stress factors that exogenously cause the death of individuals and therefore a possible reduction in honey production. Here lies the main originality of the study-suggesting a novel model for encountering the interaction between the bee castes and the amount of honey, stored in the hive.

Furthermore, in the investigation the inverse problem of identifying the food and honey consumption rates by the immature and adult bees is solved as well as the brood maturation rate. These quantities are of extreme importance for understanding the complex dynamics of the hive. It is done via the adjoint equations optimization approach. Such a study is performed in [25], where the contaminated bees are modeled as a separate compartment. Similar investigation is done in [26] but, for the coefficient identification, a trust-region reflexive algorithm is used.

This paper is organized as follows. In the next section, we extend the mathematical model, studied in [24], taking into account the food stock. What is more, we study the existence and non-negativity of the solutions. Section 3 is devoted to the parameter estimation analysis of the model. Section 4 is dedicated to numerical experiments regarding the direct and inverse problems. The paper is concluded in Section 5.

## 2. Mathematical Model

In this section, we introduce a mathematical model that explains the interaction between the food stock and the brood (immature bees), adult bees and the amount of produced honey.

Following the results in $[24,27]$ we establish a mathematical model that presents the interactions among brood $B(t)$ at time $t$, adult bees $A(t)$ and the amount of honey production $M(t)$, taking into account the weight of food stock $F(t)$.

We assume that the brood grows at a rate $\beta$, proportionally to the number of adult bees. This is given by term $A /(A+v)$, where $v$ is the mean saturation rate (number of adult bees required for immature bees to achieve half of their maximal number). The number of bees surviving to the adult stage influences the number of immature bees.

The latter is modeled by the term $\omega B$, where $\omega$ denotes the maturation rate to adult stage, and $1 / \omega$ indicates the time spent before achieving the adult stage. The number of immature bees is decreased by natural death and it is modeled by the term $\mu_{B} B$, where $\mu_{B}$ denotes the natural mortality rate of the immature stage. Following this discussion and those in $[24,27]$ we consider the following system of ODEs:

$$
\begin{gather*}
\frac{\mathrm{d} F}{\mathrm{~d} t}=c A-\gamma B  \tag{1}\\
\frac{\mathrm{~d} B}{\mathrm{~d} t}=\beta \frac{A}{A+v}-\omega B-\mu_{B} B  \tag{2}\\
\frac{\mathrm{~d} A}{\mathrm{~d} t}=\omega B-\mu_{A} A-\sigma A  \tag{3}\\
\frac{\mathrm{~d} M}{\mathrm{~d} t}=\rho \frac{A}{A+u}-\alpha M-\delta A M \tag{4}
\end{gather*}
$$

The model (1)-(4) is illustrated in the diagram of Figure 1.
It is assumed in the derivation of Equation (3) that the number of adult bees diminish naturally and it is demonstrated by the term $\mu_{A} A$, where $\mu_{A}$ is the natural mortality rate of the adult stage. However, the bees can also die because of a stress factor. This is represented by the term $\sigma A$, where $\sigma$ is the death rate due to a stressor (climate change, loss of habitat, heavy metals or pesticides, poor beekeeper's management, etc.) acting on bees at the adult stage.

Equation (4) shows that the production of honey in hives increase at a rate $\rho$, which is influenced by the number of adult bees, given by the term $A /(A+u)$, where $u$ is the mean saturation rate.

One important cause for decreasing of the honey is the feeding of immature bees, which is demonstrated by the term $\alpha M$, where $\alpha$ is the honey loss rate.

The term $\delta A M$ represents the loss of honey production because of the consumption of adult bees, where $\delta$ is the adult bees' honey consumption rate.

For more details on the specifications of the parameters in the model we refer to Table 2 in [24].

We solve the system of ordinary differential Equations (1)-(4) with initial conditions

$$
\begin{equation*}
F(0)=F_{0} \geq 0, \quad B(0)=B_{0} \geq 0, \quad A(0)=A_{0} \geq 0, \quad M(0)=M_{0} \geq 0 \tag{5}
\end{equation*}
$$

Using Theorem 7.1 in [28] one could easily prove that the subsystem (2)-(4) is positive (short for "non-negativity preserving") in the sense that, if

$$
B(0) \geq 0, \quad A(0) \geq 0, \quad M(0) \geq 0
$$

then

$$
B(t) \geq 0, \quad A(t) \geq 0, \quad M(t) \geq 0, \quad \forall t \geq 0 .
$$

This property is biologically relevant to the model.


Figure 1. Schematic representation of model (1)-(4).

## 3. Parameter Identification

In this section, the parameter inverse problem is defined. Such problems appear very often in practice. The problem (1)-(5), where the values of the parameters are known, is well-posed and it is called a direct problem. However, in the real world, the values of some of the coefficients are not directly measurable but they are very important for professional honeybee management. Their reconstruction, provided that additional information is given, is referred to an inverse problem. Inverse problems are ill-posed and harder to solve. We employ the adjoint equation optimization approach $[29,30]$.

The parameters to be reconstructed are $\boldsymbol{p}=\left(p^{1}, p^{2}, p^{3}, p^{4}, p^{5}\right), p^{1}=\alpha, p^{2}=\gamma, p^{3}=\delta$, $p^{4}=\sigma, p^{5}=\omega$, and

$$
\begin{equation*}
\boldsymbol{p} \in \mathbb{S}_{\mathrm{adm}}=\left\{\boldsymbol{p} \in \mathbb{R}^{5}: 0<p^{i}<P^{i}, i=1, \ldots, 5\right\} . \tag{6}
\end{equation*}
$$

The admissible set $S_{\text {adm }}$ is defined by the biology of the honeybee [31]. To find the parameters $p$, though, some new information must be brought. In many cases it is possible to measure the model functions at some discrete times. In reality, counting the brood $B$ is a difficult task, so we adopt measurements of the functions

$$
\begin{align*}
& F^{\mathrm{obs}}\left(t_{k}\right)=X_{k} \\
& A^{\mathrm{obs}}\left(t_{k}\right)=Y_{k}  \tag{7}\\
& M^{\mathrm{obs}}\left(t_{k}\right)=Z_{k}
\end{align*}
$$

for $k=1, \ldots, K$. We assume all functions are measured at some predefined time instances. The observation times for every function may be different.

In practice, the observations are obtained from electronic devices equipping the hive. In a quasi-real setting, first the direct problem is solved and then the observations are extracted from the solution to the direct problem.

To solve the inverse problem, the least-square function

$$
\begin{array}{r}
\Phi(\boldsymbol{p})=\Phi(\alpha, \gamma, \delta, \sigma, \omega)=\Phi_{F}(\alpha, \gamma, \delta, \sigma, \omega)+\Phi_{A}(\alpha, \gamma, \delta, \sigma, \omega)+\Phi_{M}(\alpha, \gamma, \delta, \sigma, \omega)= \\
\sum_{k=1}^{K}\left(F\left(t_{k} ; \boldsymbol{p}\right)-X_{k}\right)^{2}+\sum_{k=1}^{K}\left(A\left(t_{k} ; \boldsymbol{p}\right)-Y_{k}\right)^{2}+\sum_{k=1}^{K}\left(M\left(t_{k} ; \boldsymbol{p}\right)-Z_{k}\right)^{2} \tag{8}
\end{array}
$$

is minimized, e.g., by a gradient method [32], where $\Psi\left(t_{k} ; \boldsymbol{p}\right), \Psi \in\{F, A, M\}$ are the theoretical quantities from the model and $\Xi_{k}, \Xi \in\{X, Y, Z\}$ are the observed values in practice.

Now we state an expression for the gradient of the function $\Phi_{p}:=\Phi(\boldsymbol{p})$.
Theorem 1. The gradient $\Phi_{p}^{\prime} \equiv\left(\Phi_{\alpha}^{\prime}, \Phi_{\gamma}^{\prime}, \Phi_{\delta}^{\prime}, \Phi_{\sigma}^{\prime}, \Phi_{\omega}^{\prime}\right)$ is given by

$$
\begin{gather*}
\Phi_{\alpha}^{\prime}=\int_{0}^{T} \varphi_{M}(t) M(t) \mathrm{d} t  \tag{9}\\
\Phi_{\gamma}^{\prime}=\int_{0}^{T} \varphi_{F}(t) B(t) \mathrm{d} t  \tag{10}\\
\Phi_{\delta}^{\prime}=\int_{0}^{T} \varphi_{M}(t) A(t) M(t) \mathrm{d} t  \tag{11}\\
\Phi_{\sigma}^{\prime}=\int_{0}^{T} \varphi_{A}(t) A(t) \mathrm{d} t  \tag{12}\\
\Phi_{\omega}^{\prime}=-\int_{0}^{T} \varphi_{A}(t) B(t) \mathrm{d} t \tag{13}
\end{gather*}
$$

where the triple $\left\{\varphi_{M}, \varphi_{F}, \varphi_{A}\right\}$ is the unique solution of the adjoint system

$$
\begin{gather*}
\frac{\mathrm{d} \varphi_{F}}{\mathrm{~d} t}=2 \sum_{k=1}^{K}(F-X) \delta\left(t-t_{k}\right)  \tag{14}\\
\frac{\mathrm{d} \varphi_{A}}{\mathrm{~d} t}=-c \varphi_{F}+\left(\mu_{A}+\sigma\right) \varphi_{A}+\left(\delta \cdot M-\rho \frac{u}{(A+u)^{2}}\right) \varphi_{M}+2 \sum_{k=1}^{K}(A-Y) \delta\left(t-t_{k}\right)  \tag{15}\\
\frac{\mathrm{d} \varphi_{M}}{\mathrm{~d} t}=(\alpha+\delta \cdot A) \varphi_{M}+2 \sum_{k=1}^{K}(M-Z) \delta\left(t-t_{k}\right)  \tag{16}\\
\varphi_{F}(T)=\varphi_{A}(T)=\varphi_{M}(T)=0 \tag{17}
\end{gather*}
$$

Proof. We denote $\delta \boldsymbol{p}=(\delta \alpha, \delta \gamma, \delta \delta, \delta \sigma, \delta \omega)$ and $\delta \alpha=\varepsilon h_{1}, \delta \gamma=\varepsilon h_{2}, \delta \delta=\varepsilon h_{3}, \delta \sigma=\varepsilon h_{4}$, $\delta \omega=\varepsilon h_{5}$.

If $\delta F(t ; \boldsymbol{p})=F(t ; \boldsymbol{p}+\delta \boldsymbol{p})-F(t ; \boldsymbol{p}), \delta A(t ; \boldsymbol{p})=A(t ; \boldsymbol{p}+\delta \boldsymbol{p})-A(t ; \boldsymbol{p})$ and $\delta M(t ; \boldsymbol{p})=$ $M(t ; \boldsymbol{p}+\delta \boldsymbol{p})-M(t ; \boldsymbol{p})$, write the ODE system for $F(t ; \boldsymbol{p}+\delta \boldsymbol{p}), A(t ; \boldsymbol{p}+\delta \boldsymbol{p})$ and $M(t ; \boldsymbol{p}+\delta \boldsymbol{p})$ as (1), (3) and (4) with initial conditions $F_{0}, A_{0}$ and $M_{0}$ (5).

Then, calculate the differences of the corresponding equations to obtain an ODE system for $\delta F, \delta A$ and $\delta M$ with zero initial conditions.

$$
\begin{gather*}
\frac{\mathrm{d}}{\mathrm{~d} t} \delta F=c \delta A-\delta \gamma B  \tag{18}\\
\frac{\mathrm{~d}}{\mathrm{~d} t} \delta A=-\left(\mu_{A}+\sigma\right) \delta A-\delta \sigma A+\delta w B \tag{19}
\end{gather*}
$$

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \delta M=\rho \frac{u \delta A}{(A+u)^{2}}-\delta \cdot M \delta A-(\alpha+\delta \cdot A) \delta M-\delta \alpha M-\delta \delta A M \tag{20}
\end{equation*}
$$

We find the increment of the functional $\Phi(\boldsymbol{p})$ :

$$
\begin{aligned}
& \Phi(\boldsymbol{p}+\delta \boldsymbol{p})-\Phi(\boldsymbol{p})=2 \sum_{k=1}^{K} \delta F\left(t_{k} ; \boldsymbol{p}\right)\left(F\left(t_{k} ; \boldsymbol{p}\right)-X_{k}\right) \\
& +2 \sum_{k=1}^{K} \delta A\left(t_{k} ; \boldsymbol{p}\right)\left(A\left(t_{k} ; \boldsymbol{p}\right)-Y_{k}\right)+2 \sum_{k=1}^{K} \delta M\left(t_{k} ; \boldsymbol{p}\right)\left(M\left(t_{k} ; \boldsymbol{p}\right)-Z_{k}\right) \\
& \quad=2 \sum_{k=1}^{K} \int_{0}^{T} \delta F\left(t_{k} ; \boldsymbol{p}\right)\left(F\left(t_{k} ; \boldsymbol{p}\right)-X_{k}\right) \delta\left(t-t_{k}\right) \mathrm{d} t \\
& +2 \sum_{k=1}^{K} \int_{0}^{T} \delta A\left(t_{k} ; \boldsymbol{p}\right)\left(A\left(t_{k} ; \boldsymbol{p}\right)-Y_{k}\right) \delta\left(t-t_{k}\right) \mathrm{d} t \\
& \quad+2 \sum_{k=1}^{K} \int_{0}^{T} \delta M\left(t_{k} ; \boldsymbol{p}\right)\left(M\left(t_{k} ; \boldsymbol{p}\right)-Z_{k}\right) \delta\left(t-t_{k}\right) \mathrm{d} t
\end{aligned}
$$

Let us multiply Equations (18)-(20) by smooth functions $\varphi_{F}(t), \varphi_{A}(t)$ and $\varphi_{M}(t)$ s.t. $\varphi_{F}(T)=\varphi_{A}(T)=\varphi_{M}(T)=0$ and integrate both sides of the results from 0 to $T$ :

$$
\begin{gather*}
\int_{0}^{T}\left(\varphi_{F} \frac{\mathrm{~d}}{\mathrm{~d} t} \delta F+\varphi_{A} \frac{\mathrm{~d}}{\mathrm{~d} t} \delta A+\varphi_{M} \frac{\mathrm{~d}}{\mathrm{~d} t} \delta M\right) \mathrm{d} t= \\
c \int_{0}^{T} \varphi_{F} \delta A \mathrm{~d} t-\delta \gamma \int_{0}^{T} \varphi_{F} B \mathrm{~d} t-\left(\mu_{A}+\sigma\right) \int_{0}^{T} \varphi_{A} \delta A \mathrm{~d} t \\
-\delta \sigma \int_{0}^{T} \varphi_{A} A \mathrm{~d} t+\delta w \int_{0}^{T} \varphi_{A} B \mathrm{~d} t+\rho u \int_{0}^{T} \varphi_{M} \frac{\delta A}{(A+u)^{2}} \mathrm{~d} t  \tag{21}\\
-\delta \int_{0}^{T} \varphi_{M} M \delta A \mathrm{~d} t-(\alpha+\delta \cdot A) \int_{0}^{T} \varphi_{M} \delta M \mathrm{~d} t \\
\quad-\delta \alpha \int_{0}^{T} \varphi_{M} M \mathrm{~d} t-\delta \delta \int_{0}^{T} \varphi_{M} A M \mathrm{~d} t .
\end{gather*}
$$

On the other hand, integrating by parts and using the facts that $\varphi_{F}(T)=\varphi_{A}(T)=$ $\varphi_{M}(T)=0$ and $\delta F(0)=\delta A(0)=\delta M(0)=0$, we obtain

$$
\begin{align*}
& \int_{0}^{T} \varphi_{F} \frac{\mathrm{~d}}{\mathrm{~d} t} \delta F \mathrm{~d} t+\int_{0}^{T} \varphi_{A} \frac{\mathrm{~d}}{\mathrm{~d} t} \delta A \mathrm{~d} t+\int_{0}^{T} \varphi_{M} \frac{\mathrm{~d}}{\mathrm{~d} t} \delta M \mathrm{~d} t=  \tag{22}\\
& -\int_{0}^{T} \delta F \frac{\mathrm{~d} \varphi_{F}}{\mathrm{~d} t} \mathrm{~d} t-\int_{0}^{T} \delta A \frac{\mathrm{~d} \varphi_{A}}{\mathrm{~d} t} \mathrm{~d} t-\int_{0}^{T} \delta M \frac{\mathrm{~d} \varphi_{M}}{\mathrm{~d} t} \mathrm{~d} t
\end{align*}
$$

Let us place the expressions for $\frac{d \varphi_{F}}{d t}, \frac{d \varphi_{A}}{d t}$ and $\frac{d \varphi_{M}}{d t}$ from (14)-(16) in (22):

$$
\begin{align*}
& \int_{0}^{T}\left(\varphi_{F} \frac{\mathrm{~d}}{\mathrm{~d} t} \delta F+\varphi_{A} \frac{\mathrm{~d}}{\mathrm{~d} t} \delta A+\varphi_{M} \frac{\mathrm{~d}}{\mathrm{~d} t} \delta M\right) \mathrm{d} t= \\
& \quad c \int_{0}^{T} \varphi_{F} \delta A \mathrm{~d} t-\left(\mu_{A}+\sigma\right) \int_{0}^{T} \varphi_{A} \delta A \mathrm{~d} t-\delta \int_{0}^{T} \varphi_{M} M \delta A \mathrm{~d} t \\
& \quad+\rho u \int_{0}^{T} \varphi_{M} \frac{1}{(A+u)^{2}} \delta A \mathrm{~d} t-(\alpha+\delta \cdot A) \int_{0}^{T} \varphi_{M} \delta M \mathrm{~d} t
\end{aligned} \quad \begin{aligned}
& -2 \int_{0}^{T} \delta F \sum_{k=1}^{K}(F-X) \delta\left(t-t_{k}\right) \mathrm{d} t-2 \int_{0}^{T} \delta A \sum_{k=1}^{K}(A-Y) \delta\left(t-t_{k}\right) \mathrm{d} t \\
& \quad-2 \int_{0}^{T} \delta M \sum_{k=1}^{K}(M-Z) \delta\left(t-t_{k}\right) \mathrm{d} t
\end{align*}
$$

Equating (21) and (23) yields

$$
\begin{aligned}
& 2 \int_{0}^{T} \delta F \sum_{k=1}^{K}(F-X) \delta\left(t-t_{k}\right) \mathrm{d} t+2 \int_{0}^{T} \delta A \sum_{k=1}^{K}(A-Y) \delta\left(t-t_{k}\right) \mathrm{d} t \\
& +2 \int_{0}^{T} \delta M \sum_{k=1}^{K}(M-Z) \delta\left(t-t_{k}\right) \mathrm{d} t= \\
& \quad+\alpha \int_{0}^{T} \varphi_{M} M \mathrm{~d} t \\
& \\
& \quad+\gamma \int_{0}^{T} \varphi_{F} B \mathrm{~d} t+\delta \delta \int_{0}^{T} \varphi_{M} A M \mathrm{~d} t \\
& \\
& \quad+\delta \sigma \int_{0}^{T} \varphi_{A} A \mathrm{~d} t-\delta \omega \int_{0}^{T} \varphi_{A} B \mathrm{~d} t
\end{aligned}
$$

Rewriting the last expression give

$$
\begin{aligned}
& \Phi\left(\alpha+\varepsilon h_{1}, \gamma+\varepsilon h_{2}, \delta+\varepsilon h_{3}, \sigma+\varepsilon h_{4}, w+\varepsilon h_{5}\right)-\Phi(\alpha, \gamma, \delta, \sigma, \omega)= \\
& \left(h_{1} \int_{0}^{\tau} \varphi_{M} M \mathrm{~d} t+h_{2} \int_{0}^{\tau} \varphi_{F} B \mathrm{~d} t+h_{3} \int_{0}^{\tau} \varphi_{M} A M \mathrm{~d} t+h_{4} \int_{0}^{\tau} \varphi_{A} A \mathrm{~d} t-h_{5} \int_{0}^{\tau} \varphi_{A} B \mathrm{~d} t\right) \varepsilon .
\end{aligned}
$$

Now, taking $h_{2}=h_{3}=h_{4}=h_{5}=0$, dividing both sides by $\varepsilon h_{1}$ and taking the limit $\varepsilon \rightarrow 0$ we find the formula for $\Phi_{\alpha}^{\prime}$ in the theorem.

Analogously, we obtain the formulae for $\Phi_{\gamma^{\prime}}^{\prime}, \Phi_{\delta^{\prime}}^{\prime}, \Phi_{\sigma}^{\prime}$ and $\Phi_{\omega}^{\prime}(10)-(13)$.
Employing the fundamental property of the Dirac-delta function $\int_{0}^{T} \mathfrak{f}(t) \delta\left(t-t_{k}\right) \mathrm{d} t=\mathfrak{f}\left(t_{k}\right)$, $t_{k} \in(0, T)$, where $\mathfrak{f}(t)$ is a continuous function, (14)-(17) could be rewritten in its equivalent form:

$$
\begin{aligned}
& \frac{\mathrm{d} \varphi_{F}}{\mathrm{~d} t}=0, \quad t \neq t_{k}, k=1, \ldots, K \\
& \frac{\mathrm{~d} \varphi_{A}}{\mathrm{~d} t}=-c \varphi_{F}+\left(\mu_{A}+\sigma\right) \varphi_{A}+\left(\delta \cdot M-\rho \frac{u}{(A+u)^{2}}\right) \varphi_{M}, \quad t \neq t_{k}, k=1, \ldots, K, \\
& \frac{\mathrm{~d} \varphi_{M}}{\mathrm{~d} t}=(\alpha+\delta \cdot A) \varphi_{M}, \quad t \neq t_{k}, k=1, \ldots, K, \\
& {\left[\varphi_{F}\right]_{t=t_{k}}=2\left(F\left(t_{k} ; \boldsymbol{p}\right)-X_{k}\right), \quad k=1, \ldots, K,} \\
& {\left[\varphi_{A}\right]_{t=t_{k}}=2\left(A\left(t_{k} ; \boldsymbol{p}\right)-Y_{k}\right), \quad k=1, \ldots, K,} \\
& {\left[\varphi_{M}\right]_{t=t_{k}}=2\left(M\left(t_{k} ; p\right)-Z_{k}\right), \quad k=1, \ldots, K} \\
& \varphi_{F}(T)=\varphi_{A}(T)=\varphi_{M}(T)=0 .
\end{aligned}
$$

Having obtained the gradient, we employ an iterative procedure as follows, where the new approximation $\boldsymbol{p}_{s+1}$ is defined by

$$
\begin{equation*}
\boldsymbol{p}_{s+1}=\boldsymbol{p}_{s}-\boldsymbol{r} \Phi^{\prime}\left(\boldsymbol{p}_{s}\right) \tag{24}
\end{equation*}
$$

where $r \in \mathbb{R}_{5}^{+}$are gradient multipliers. The iterations start at chosen $p_{0}$ and end if $\left\|\triangle \boldsymbol{p}_{s}\right\|:=\left\|\boldsymbol{p}_{s+1}-\boldsymbol{p}_{s}\right\|<\varepsilon_{\boldsymbol{p}}$, where $\varepsilon_{\boldsymbol{p}}$ is a tolerance quantity, else increase $s:=s+1$ and start a new iteration. The final approximation is denoted with $\check{p}$ and it is called a nonlinear estimator.

## 4. Numerical Experiments

This section is devoted to presenting numerical tests which demonstrate the algorithm application. Firstly, the numerical algorithm is summarized. Then, the direct problem is solved and its solution is used to obtain measurements for the inverse problem.

### 4.1. Numerical Procedure

All the programming code is implemented in the MATLAB ${ }^{\circledR}$ environment. For solving the ODE systems (1)-(5) and (14)-(17), a Runge-Kutta-type method is used. The algorithm for solving the inverse problem could be described as follows:

1. Choose initial approximation $\boldsymbol{p}_{0}$.
2. Set $s:=0$.
3. Until $\left\|\triangle \boldsymbol{p}_{s}\right\|<\varepsilon_{\boldsymbol{p}}$ do
3.1. Solve system (1)-(5) with $\boldsymbol{p}_{s}$ to obtain $F, B, A$ and $M$.
3.2. Solve system (14)-(17) to obtain $\varphi_{F}, \varphi_{A}$ and $\varphi_{M}$.
3.3. Compute the gradient $\Phi_{p}^{\prime}(9)-(13)$.
3.4. Calculate $\boldsymbol{p}_{s+1}$ by (24) and set $s:=s+1$.
4. The estimator is set to $\check{\boldsymbol{p}}:=\boldsymbol{p}_{s}$.

### 4.2. Direct Problem

Let us first solve the direct problem (1)-(5) with realistic data given in [24,27]. The adult food collection rate is assumed to be $c=0.04 \mathrm{~g} / \mathrm{bee} /$ day. The larval consumption rate is $\gamma=0.12 \mathrm{~g} / \mathrm{bee} /$ day. The brood reproduction rate is $\beta=0.92$ bee/day. The adult maturation rate is $\omega=0.95 \mathrm{day}^{-1}$. The brood natural mortality rate is $\mu_{B}=0.11 \mathrm{day}^{-1}$. The adult bee natural mortality rate is $\mu_{A}=0.29$ day $^{-1}$. The adult bee stressor mortality rate is $\sigma=0.1$ day $^{-1}$. The honey production rate is $\rho=0.23$ bees/day. The rate of natural honey loss is $\alpha=0.018 \mathrm{~g} /$ day. The honey consumption rate is $\delta=0.571 \mathrm{~g} / \mathrm{bee} /$ day. The half saturation rates are $v=u=1$ thousand bees.

We simulate the hive development for a typical foraging season, lasting $T=100$ days. At the beginning of the season, there are $F_{0}=10$ kilograms of food stores, $B_{0}=2000$ larvae, $A_{0}=10,000$ adult bees and $M_{0}=1$ kilogram honey. The outcome is plotted in Figure 2.


Figure 2. Solution to the direct problem (1)-(5).
It could be observed that the hive approaches its equilibrium state relatively fast. It is characterized by a small amount of honey as well as a small number of larvae and adult bees. This is approved by the phase space diagram for a fixed $F_{0}$ (Figure 3), which shows no dependence on the initial conditions. Only in case of $B_{0}=A_{0}=0$, then the extinction equilibrium is approached.


Figure 3. Phase space diagram: non-trivial equilibrium.
Of course, it is not always true. If there is a hazard present in the environment, i.e., the stress death rate is as high as $\sigma=0.5$, then the extinction equilibrium is the only attractor, see Figure 4. This unarguably means that the hive would eventually collapse unless something is drastically changed.


Figure 4. Phase space diagram: extinction equilibrium.

### 4.3. Inverse Problem

Let us solve the inverse problem of identifying the parameters (6) $\boldsymbol{p}=(\alpha, \gamma, \delta, \sigma, \omega)=$ ( $0.018,0.12,0.571,0.1,0.95$ ). The values of the other parameters and initial conditions remain the same as in the direct problem setting.

We define $K=19$ equidistantly distributed observations of type (7), i.e., one observation in every 5 days. The admissible set is set to $\mathbb{S}_{\text {adm }} \equiv(0,1)^{5}$. The values $\boldsymbol{r}$ are tuned empirically and they are given in Table 1.

Table 1. Simulation with $\varepsilon_{\boldsymbol{p}}=8 \times 10^{-4}$.

| Parameter | $\boldsymbol{p}^{i}$ | $p_{0}^{i}$ | $\check{p}^{i}$ | $\left\|\boldsymbol{p}^{i}-\breve{p}^{i}\right\|$ | $\frac{\left\|p^{i}-\check{p}^{i}\right\|}{\boldsymbol{p}^{i}}$ | $r^{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha$ | 0.018 | 0.02 | 0.0274 | 0.0094 | 0.5234 | $4 \times 10^{-23}$ |
| $\gamma$ | 0.12 | 0.10 | 0.0991 | 0.0209 | 0.1746 | $7 \times 10^{-5}$ |
| $\delta$ | 0.571 | 0.50 | 0.3633 | 0.2077 | 0.3638 | $5 \times 10^{-23}$ |
| $\sigma$ | 0.1 | 0.20 | 0.1886 | 0.0886 | 0.8862 | $1 \times 10^{-25}$ |
| $\omega$ | 0.95 | 1.00 | 0.8992 | 0.0508 | 0.0535 | $1 \times 10^{-23}$ |

The respective values (8) are $\Phi_{F}(\check{\boldsymbol{p}})=0.1815, \Phi_{A}(\check{\boldsymbol{p}})=3.7902$ and $\Phi_{M}(\check{\boldsymbol{p}})=0.3807$. The parameters are recovered with moderate precision, but the honeybee dynamics are reconstructed in an accurate manner. The root mean squared errors are small as RMSE $_{F}=$ $0.0977, \mathrm{RMSE}_{A}=0.4466$ and $\mathrm{RMSE}_{M}=0.1416$.

Finally, we perform a test with perturbed measurements to explore the impact of the observation error on the parameter identification. Every electronic device has its instrumental error, so testing with noisy observation is meaningful. We add Gaussian noise to the observations (7), in particular the error in a single observation is not greater than $1 \%$ with $95 \%$ confidence. The results, following the same steps, are given in Table 2.

Table 2. Simulation with perturbed observations and $\varepsilon_{\boldsymbol{p}}=8 \times 10^{-4}$.

| Parameter | $\boldsymbol{p}^{i}$ | $\boldsymbol{p}_{0}^{i}$ | $\check{\boldsymbol{p}}^{i}$ | $\left\|\boldsymbol{p}^{i}-\check{\boldsymbol{p}}^{i}\right\|$ | $\frac{\left\|\boldsymbol{p}^{i}-\check{p}^{i}\right\|}{\boldsymbol{p}^{i}}$ | $\boldsymbol{r}^{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha$ | 0.018 | 0.02 | 0.0269 | 0.0089 | 0.4942 | $4 \times 10^{-23}$ |
| $\gamma$ | 0.12 | 0.10 | 0.0989 | 0.0211 | 0.1758 | $7 \times 10^{-5}$ |
| $\delta$ | 0.571 | 0.50 | 0.3731 | 0.1979 | 0.3465 | $5 \times 10^{-23}$ |
| $\sigma$ | 0.1 | 0.20 | 0.1869 | 0.0869 | 0.8689 | $1 \times 10^{-25}$ |
| $\omega$ | 0.95 | 1.00 | 0.8927 | 0.0573 | 0.0603 | $1 \times 10^{-23}$ |

The outcomes are similar as the functional values are $\Phi_{F}(\check{\boldsymbol{p}})=0.2005, \Phi_{A}(\check{\boldsymbol{p}})=3.6929$ and $\Phi_{M}(\check{\boldsymbol{p}})=0.3403$. The root mean squared errors are again small as $\mathrm{RMSE}_{F}=0.1027$, $\operatorname{RMSE}_{A}=0.4409$ and $\mathrm{RMSE}_{M}=0.1338$. All these demonstrate the robustness and the applicability of the suggested approach with realistic data.

## 5. Conclusions

Honeybees are one of the most important species on Earth. Their steady colony number decline is a major global problem. To fight this issue, professional honeybee management must take well-designed precautionary measures. The obtained results in this study help beekeepers to foresee the forward colony dynamics. It is crucial to have the ability to simulate the future development and it is here where mathematical modeling comes to the rescue. Then, adequate measures could be undertaken in order to prevent or to revert a colony collapse.

The novelty of the paper is twofold. To begin with, we proposed a new mathematical approach for modeling of honeybee colonies. We analyzed populations of immature and adult bees as well as their honey production. In the context of honeybee colony dynamics, we model the interaction between the different compartments, focusing on parameter recovery. Secondly, the defined ill-posed problem is solved by means of the adjoint equation optimization method. The reconstructed parameters are unobservable in reality but vital for the colony population dynamics. The computational examples with realistic data demonstrate how to apply the approach in practice.

There are many ways to further develop this research. The considered model could be extended to account for mites, viruses and other hazards. Temperature and seasonal effects also worth considering. What is more, activating the hereditary property via fractionalorder derivatives almost always results in a better fit. A broader qualitative analysis to better understand the complex phenomena, processing in the hive, is on the agenda as well.
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