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Abstract: With the Internet of Things (IoT) development, there is an increasing demand for multi-
service scheduling for Mobile Edge Computing (MEC). We propose using polling for scheduling in
edge computing to accommodate multi-service scheduling methods better. Given the complexity
of asymmetric polling systems, we have used an information-theoretic approach to analyse the
model. Firstly, we propose an asymmetric two-level scheduling approach with priority based on
a polling scheduling approach. Secondly, the mathematical model of the system in the continuous
time state is established by using the embedded Markov chain theory and the probability-generating
function. By solving for the probability-generating function’s first-order partial and second-order
partial derivatives, we calculate the exact expressions of the average queue length, the average polling
period, and the average delay with an approximate analysis of periodic query way. Finally, we design
a simulation experiment to verify that our derived parameters are correct. Our proposed model can
better differentiate priorities in MEC scheduling and meet the needs of IoT multi-service scheduling.

Keywords: asymmetric polling system; MAC; MEC; high-performance computing; complex
network applications; markov chains; probability-generating function

1. Introduction

The rapid rise of the mobile Internet in recent years, coupled with the accelerating pace
of communication technology iterations and updates, has made the Internet of Everything
a hot topic [1]. The experience of the Internet of Things (IoT) is directly related to the
speed of transmission [2]. Although the Central Processing Unit (CPU) computing power
of wireless devices is becoming increasingly powerful, it is still impossible to complete
the data processing of these complex applications in a short time [3,4]. In addition, data
processing locally also faces the problem of high energy consumption [5,6]. To overcome
these problems, some scholars have tried to establish Mobile Edge Computing (MEC)
techniques, and they have received much attention [7,8].

The Medium Access Control (MAC) layer protocol is responsible for time and chan-
nel access in the network. It is essential in allocating network resources and affects
performance [9]. Currently, MEC is mainly focused on server deployment and compute
offload, with less research on MAC protocols for MEC. It is crucial to design an efficient
MAC protocol in MEC. Su, H. et al. [10] apply the MEC network architecture to an e-
healthcare system and design a wireless body area network multi-channel MAC protocol
based on a Markov decision process, which reduces MEC system conflicts and improves
efficiency. L. Hu et al. [11] introduce AI alerting traffic to improve the scheduling of MEC,
reducing server scheduling conflict and improving system efficiency. B. Li et al. [12] use
NVF technology to propose a random scheduling method that reduces communication
costs and improves communication efficiency. J. Tian and Hou. P. et al. [13–17] all use
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reinforcement learning to improve the scheduling algorithm to enhance the scheduling
efficiency of MEC and reduce delay.

However, when edge servers are deployed, there is the problem of maximizing the
efficiency of their utilization. As shown in Figure 1, an edge server is deployed for the
hospital in an edge zone for the doctors to get the patient’s status as soon as possible.
The capacity of the hospital information center to process the data (X-rays, Computed
Tomography, blood tests) needs to be enhanced. The edge server provides services to
the hospital information center. When the hospital information center does not need the
services, the edge server will be idle—wasting computing resources. In order to maximize
the utilization of the edge servers, the idle edge server can be made to provide services
to other users within the service area. While the edge service is serving other users,
the hospital information center will generate new data that needs to be served by the
edge server. If we wait for the edge server to finish serving all the users in the service
range and then provide service to the hospital information center, it will generate high
latency for the hospital. The patient’s condition will not be treated in time, causing further
deterioration. So we need to update the way MEC of scheduling. A MEC with priority
cases was proposed by Z. Qin et al. [18]. Task Scheduling: Scheduling reconnaissance tasks’
execution sequence. Task selection and scheduling in UAV-enabled MEC for reconnaissance
are exceptionally challenging due to many factors. A user may have a group of tasks to be
processed in parallel, with different tasks having different delay limits and computation-
workload requirements. D. Lin and P. Shukla et al. [19–24] mentioned the need for MEC in
prioritizing. None of the proposed MAC scheduling methods with priority in these papers
calculate an accurate expression for the parameter metrics and cannot be evaluated for
reasonableness. Therefore, we must propose a suitable scheduling method and calculate an
accurate expression for the parameter metrics.

Figure 1. The multiple services for edge servers.

Polling is a typical scheduling method. The main metrics of a polling system are
average queue length, average polling period, and average delay. Two-level priority
asymmetric polling system is a complex network system. How to model the system? How
to solve the system parameters? How to optimize the scheduling method? These issues
have been a challenge in the study of polling systems.

We know that the transmission of information packets is a Poisson process, and the
probability-generating function can solve the first-order moments and the second-order
moments of the distribution function when only the distribution function is known. How
to establish the probability-production function for asymmetric polling systems? How
to solve for the first-order and second-order moments of an asymmetric polling system?
These problems have been the difficulties and hotspots in studying asymmetric polling
systems using probability-production functions.

To meet the need to differentiate MEC multi-services, we propose a two-level polling
Medium Access Control (MAC) protocol with differentiated priority for MEC and different
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unloading times and calculation processing times for User Equipment (UE). The differences
between this paper and other literature are shown in Table 1.

Compared to other works of literature, our contribution is to propose a two-level
priority model for asymmetric polling systems. Moreover, we accurately calculate the
system’s average queue length, average polling period, and average delay. The asymmetric
polling system with two-level priority is more relevant than the symmetric polling system,
and our proposed model can derive user-specific parameter metrics, which reduces the edge
computing scheduling task latency and improves the rate at which users can transmit data.

Table 1. Comparison of relevant literature.

Literature Asymmetrical Machine
Learning Priority Indicators of Measurement Accurate

Calculation

[10] No No No channel utilization, the system throughput No
[11] No Yes No Packet blockage rate and average delay No
[12] No No No Lyapunov function of queue backlog of operation

functions and overall cost of communication and
computing in the MEC

No

[13] No Yes Yes Server utilization and number of users No
[14] No Yes No Server utilization No
[15] No Yes No Average delay and No
[16] No Yes No Average task queuing delay per time slot No
[17] No Yes No Total execution time and Average task failure No

Our work Yes No Yes Average queue length and average polling period,
and average delay

Yes

The innovations of this paper are as follows:

• We propose a two-level priority exhaustive service model, and the parameters of
normal nodes are asymmetrical, corresponding to the 3rd section of this paper.

• We computed specific expressions for the model’s average queue length and polling
period. We calculated the average delay with an approximate analysis of periodic
query way, corresponding to this paper’s fourth and fifth sections.

• We designed a Monte Carlo experiment with a small error between the theoretical
and experimental values for many repetitions, corresponding to the 7th section of
this paper.

The paper is organized as follows. The first section focuses on some of the hotspots
and difficulties of current research in MEC clarifies why it is essential to improve the
MAC protocol for MEC, and introduces polling techniques to mobile edge computing. The
second part is a review of the literature. We present the polling technique’s features and the
current research’s difficulties, and compare them with the relevant literature. In the thrid
section, a model of a polling system with priority is proposed, and random variables for
the system state are defined. The 4th section pushes the specific equations for the average
queueing length, polling period, and system delay. In Section 5, a Monte Carlo experiment
was designed to verify the error rate between the theoretical and simulated values when
the experiment was repeated 300,000 times. In Section 6, we summarise the advantages of
polling techniques applied to MEC and reveal the direction of future work.

2. Literature Review

Polling originates in the so-called polling data link control scheme, in which the
server asks each terminal on the communication line to determine if it has any information
to transmit. The addressed terminal transmits the information, and the computer then
switches to the next terminal to check whether that terminal has any information to transmit.
From a broader perspective, the polling model is suitable for several users competing to
access a shared resource only available to one user at a time. The prevalence of polling
systems can be observed in many applications, for example, in computer communications,
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production, transport, and maintenance systems. This paper discusses the main application
areas of polling systems and an extensive list of references, examines how these different
applications can be represented and analyzed using a polling model, and outlines several
topics for future research both within and outside the mentioned area [25].

In the past, various survey papers dedicated to voting systems have appeared in the
open literature. Detailed and comprehensive descriptions of the mathematical analysis of
voting systems are given in [25–28]. While these papers have many mathematical models
to derive parameter metrics for polling systems, they all have limitations. Furthermore,
since the publication of the survey papers 10–15 years ago, many papers on voting models
have been published. This survey is aimed at academics and practitioners. The list of
references is relatively recent but has yet to be totaled. Readers interested in delving into
the specific mathematical details of the polling system can do so from the references in the
survey papers mentioned above.

Polling is an effective transmission technique, and it is widely used in various in-
dustries, such as computers, communications, and industrial control. D. Miculescu and
Li, S. et al. [29,30] use a polling mechanism in autonomous driving, reducing delays and
improving system stability. Mohamed S. and Zakir, R. et al. [31,32] apply a polling mecha-
nism to robots, enabling low-latency robot swarm control to cooperate in completing tasks.
The swarm of robots can perform more complex tasks than a single robot. In order to
increase the computational efficiency of UAVs and to perform more complex tasks, Nidal
Nasser and Sudesh Kumar et al. [33–35] used polling techniques. Polling techniques are
now widely used in information technology.

According to the service method, polling service systems are classified as gated,
exhausted, and limited-k [36]. The exhaustive service rule is that the server continues
working until the queue becomes empty; the gated service rule, under which precisely those
clients that appear in the queue at the start of the access are served; and the global gated
service, which states that only those clients that appear in the epoch when the server reaches
some predetermined "parent queue" are served. With the limited-k service policy, the server
works in a queue until a predefined client is served or the queue becomes empty. Average
queue length and average delay are key metrics of how good a polling system is, and few
methods are solving for polling system metrics. Some scholars have used machine learning
methods to make predictions [37,38]. However, machine learning is subject to errors
between predicted and actual values. In order to meet practical business needs, a two-level
priority polling is proposed based on three basic polling service models [39]. The concept
of cycle delay and the exact Laplace-Stieltjes transform (LST) formula and representation
of the average delay is given by Chu Y Q et al. [40]. A two-level priority polling system
based on a gated multi-level threshold service is proposed by WH.M. et al. [41]. This
polling system meets the development needs of service diversity and resilient services
while allocating service resources in a cyclical system. A new two-level priority polling
system is proposed by Z.G. et al. [42], ensuring queue priority requirements, avoiding time
delays caused by idle queries, improving system utilization, and reducing latency effects.
ZJ. Y. et al. [43] proposes a two-level priority exhaustive service polling system model, but
symmetrically. In this paper, we propose a two-level priority exhaustive service model, and
the parameters of normal nodes are asymmetrical.

3. System Model

As shown in Figure 2, the MEC network consists of UE i(i = 1, 2, · · · , N) nodes
and a central node (Hospital). The process of information packets arriving at each node
obeys independent Poisson distribution. λi(i = 1, 2, · · · , N) is the arrival rate of normal
nodes. λh is the arrival rate of the central node. Normal nodes are asymmetric and use
exhaustive services to transmit data. Central nodes use exhaustive services to transmit
data. βi(i = 1, 2, · · · , N, h) is the service time of each node. γi(i = 1, 2, · · ·N) is the time to
switch from i to i + 1.

As shown in Figure 3, the polling system process [44] is:
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1. Server initialization
2. Edge servers use parallel scheduling to query the central node and node i
3. Edge server service center node if the central node needs to process data
4. Server servicing of node i
5. Let i = i + 1, and return to step (2) if i 6= N, else step (1)

······
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1 2 3

1 2 3

N h

N h
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Figure 2. System model.

Figure 3. The flow chart of the MEC networks.
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4. System Model Analysis
4.1. Variable Definitions

We list the defined variables in tabular form. List the variables in the form of Table 2.

Table 2. Definition of system variables.

Variables Definition

i or j or k Normal nodes
h Central node

µi(n) The server switching time from node i to other nodes
νi(n) The time of service provided by server to node i
νi(n∗) The time of service provided by the server to the central node
µj(µi) The amount of data entering the node j within time µi(n)
µh(µi) The amount of data entering the central node within time µi(n)
ηj(νi) The amount of data entering the node j within time νi(n)
ηh(νi) The amount of data entering the node within time νi(n)
ηj(νh) The amount of data entering the node j within time νi(n∗)
ηh(νh) The amount of data entering the central node within time νi(n∗)

4.2. System Conditions

There are three moments of system working status. One: the node i(i = 1, 2, · · · , N)
receiving server services within time tn until the node i is empty. The servers use parallel
scheduling to query the central node and node i + 1 within time γi. Two: the central node
receiving server services within time t∗n if the central node needs to process data. Three: the
node i + 1(i = 1, 2, · · · , N − 1) receiving server services within time tn+1 until the node
i + 1 is empty. This state process is shown in Figure 4.

Figure 4. State transition diagram.

The time sequence is tn < t∗n < tn+1. Moreover, the random variable ξi(n) represents
the amount of data stored in the buffer of node i at time tn, and the random variable ξh(n∗)
represents the amount of data stored in the buffer of central node at time t∗n. At time tn and
t∗n , and tn+1, the system conditions variables are {ξ1(n), ξ2(n), · · · ξi(n), · · · ξN(n), ξh(n)}
and {ξ1(n∗), ξ2(n∗), · · · ξi(n∗), · · · ξN(n∗), ξh(n∗)} , and {ξ1(n + 1), ξ2(n + 1), · · · ξi(n +
1), · · · ξN(n + 1), ξh(n + 1)}. The system’s state variables are described by Markov chains,
which are acyclic and ephemeral in each state.

At time tn → t∗n, we get:
ξh(n∗) = ξh(n) + µh(µi) + ηh(νi)
ξi(n∗) = µi(µi)
ξ j(n∗) = ξ j(n) + µj(µi) + ηj(νi), j = 1, 2, · · · , N, j 6= i

(1)
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And at time t∗n → tn+1:{
ξk(n + 1) = ξk(n∗) + ηk(νh), k = 1, 2, · · · , N
ηh(n + 1) = 0

(2)

4.3. Mathematical Models

According to the working mechanism of the polling system, the arrival process, and the
transmission characteristics of data in the communication process, the following working
conditions are defined:

• Each information packet arrives at the nodes independently and Poisson distribution.
The probability-generating function of normal node is A(z), and the mean and vari-
ances are λi(i = 1, 2, · · · , N) = λ = A′(1) and σ2

λ = A′′(1) + λ− λ2. And the central
node, the probability-generating function is Ah(z), and the mean and variances are
λh = A′h(1) and σ2

λh = A′′h (1) + λh − λ2
h

• The time for the server to serve any normal nodes is independent and Poisson dis-
tribution, and its probability-generating function is B(z), the mean is β = B′(1), and
the variance is σ2

β = B′(1) + β− β2. And the central node, the probability-generating

function is Bh(z), the mean is βh = B′h(1), and the variance is σ2
βh = B′′h (1) + βh − β2

h

• The switch times of the server from node i to another node are independent and Pois-
son distribution. The probability-generating function is R(z), the mean is γ = R′(1),
and its variance is σ2

γ = R′′(1) + γ− γ2

• Each data is First Input First Output (FIFO)
• Sufficient node capacity, no data overflow [45]

The system remains stable under the condition of
N
∑

i=1
λiβi + λhβh =

N
∑

i=1
ρi + ρh < 1. In

steady state [46], the probability distribution function of the system state variables is:

lim
n→∞

P[ξi(n) = xi; i = 1, 2, · · · , N, h] = πi(x1, x2, · · · , xi, · · · , xN , xh) (3)

According to the definition of the probability-generating function, the generating
function is:

πi(x1, x2, · · · , xi, · · · , xN , xh)

= Gi(z1, z2, · · · , zi, · · · , zN , zh)

=
∞

∑
x1=1

∞

∑
x2=2
· · ·

∞

∑
xi=i
· · ·

∞

∑
xN=N

∞

∑
xh=h

zx1
1 zx2

2 · · · z
xi
i · · · z

xN
N zxh

h

(4)

At the time t∗n, the server starts to transmit the data of h, and the probability-generating
function of the system state variable is:

Gih(z1, z2, · · · , zi, · · · , zN , zh)

= lim
t→∞

E[
N

∏
j=1

z
ξ j(n∗)
j · zξih(n∗)

h ]

= lim
t→∞

E[
N

∏
j=1 6=i

z
ξ j(n)+µj(ui)+ηj(vi)

j · zµi(ui)
i · zξih(n∗)

h · zξh(n)+µh(ui)+ηh(vi)
h ]

= lim
t→∞

E[
N

∏
j=1 6=i

z
ξ j(n)
j · zξh(n)

h ] · E[
N

∏
j=1 6=i

z
ηj(vi)

j · zηh(vi)
h ] · E[

N

∏
j=1

zµi(ui)
j · zµh(ui)

h ]

= Ri[
N

∏
j=1

Aj(zj)Ah(zh)] · Gi(z1, z2, · · · , zi−1, Bi(
N

∏
j=1

Aj(zj)Ah(zh)), zi+1, · · · , zN , zh)

(5)
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At the time tn+1, the server starts to transmit the data of i + 1 node, and the probability-
generating function of the system state variable is:

Gi+1(z1, z2, · · · , zi, · · · , zN , zh)

= lim
t→∞

E[
N

∏
j=1

z
ξ j(n+1)
j · zξih(n+1)

h ]

= lim
t→∞

E[
N

∏
j=1

z
ξ j(n∗)+ηj(vh)

j ]

= lim
t→∞

E[
N

∏
j=1

z
ξ j(n)+µj(ui)+ηj(vi)+ηj(vh)

j ]

= Gih[z1, z2, · · · , zi, · · · , zN , Bh(
N

∏
j=1

Aj(zj)Fi(
N

∏
j=1

Aj(zj)))]

(6)

In the Equation (6), Fi(zi) = Ai(Bi(ziFi(zi))) is the probability-generating function of
the data of entering in node i [47].

5. Analysis of System Variables
5.1. The Average Queue Length

The average queue length measures how fast packet information is transmitted. To get a
more intuitive view of the polling system, we need to find the average queue length of the polling
system. Definition: The average queue length gi(j) of the system is the average information
packet stored in the node j when the node i starts to transmit data at time tn. We get:

gi(j) =
∂Gi(z1, z2, · · · , zi, · · · , zN , zh)

∂zj
(7)

According to Equations (3)–(6), we get:

gi(i) =

λi(1− ρi)
N
∑

j=1
γj

1− ρh −
N
∑

j=1
ρj

(8)

Similarly, we get the h average queue length as

gih(i) =
λhγi(1− ρh)

1− ρh −
N
∑

j=1
ρj

(9)

5.2. The Average Cycle

The average cycle time is an essential indicator of a polling system. Smaller average
cycles mean more system throughput and more information is processed in the same amount
of time. Definition: The average cycle of the system is the time interval for the server to query
the same site twice. The specific expression is the time it takes for the server to complete one
service for N nodes in the system according to the service rules [48]. We get:

E(θ) =

N
∑

i=1
γi

1− ρh −
N
∑

i=1
ρi

(10)
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5.3. The Average Delay

The average delay is a measure of information being sent from the server to the end.
When the average delay is lower, the node receives information from the server faster, and
the system is smoother. In order to calculate the average delay of the polling system, we
need to calculate the second-order partial derivatives of the probability-generating function.
Definition: second-order partial derivative variables:

gi(j, k)

= lim
z1,z2,··· ,zj ··· ,zk ,··· ,zN ,zh→1

∂2Gi(z1, z2, · · · , zN , zh)

∂zj∂zk

(11)

And i = 1, 2, · · ·N, h; j = 1, 2, · · · , N, h; k = 1, 2, · · · , N, h.
According to Equations (3)–(5), we get:

gi+1(k, l)

= gih(k, l) + βhgih(k, h)[λl + F′h(1)λl ] + gih(h, l)βh[λk + F′h(1)λk]

+ gih(h, h)βh[λl + F′h(1)λl ] + gih(h)B′′h (1)[λl + F′h(1)λl ] · [λk + F′h(1)λk]

+ gih(h)βh[λlλk + Fh(1)λlλk + λl F′h(1)λk + F′′h (1)λlλk + F′h(1)λlλk]

(12)

gi+1(k, i)

= λiλkR′′i (1) + λiλkγi + λiλkgi(k) + [2λiλkβiγi + λiλkB′′i (1) + λiλkβi]gi(i)

+ λiβigi(k, i) + λiλkβ2
i gi(i, i) + λiβh[1 + F′h(1)]gih(k, h) + λkβh[1 + F′h(1)]gih(h, i)

+ λiλkβ2
h[1 + F′h(1)]

2gih(h, h) + λiλkB′′h (1)[1 + F′h(1)]
2gih(h)

+ λiλkβh[1 + 3F′h(1) + F′′h (1)]gih(h)

(13)

gi+1(i, l)

= λiλl R′′i (1) + λiλkγi + λiλigi(l) + [2λiλl βiγi + λiλl B′′i (1) + λiλl βi]gi(i)

+ λiβigi(l, i) + λiλl β
2
i gi(i, i) + λl βh[1 + F′h(1)]gih(i, h) + λiβh[1 + F′h(1)]gih(h, l)

+ λiλl β
2
h[1 + F′h(1)]

2gih(h, h) + λiλl B′′h (1)[1 + F′h(1)]
2gih(h)

+ λiλl βh[1 + 3F′h(1) + F′′h (1)]gih(h)

(14)

gih(k, h)

= λkλhR′′i (1) + λkλhγi + λkγi[gi(h) + λhβigi(i)] + λhγi[gi(k) + λkβigi(i)]

+ gi(k, h) + λhβigi(k, i) + λkβigi(i, h) + λkλhB′′i (1)gi(i) + λkλhβigi(i)

(15)

gih(h, l)

= λlλhR′′i (1) + λlλhγi + λhγigi(l) + λlγigi(h) + [2λlλhβiγi + λlλhB′′i (1)

+ λlλhβi]gi(i)gi(h, l) + λl βigi(h, i) + λhβigi(i, l) + λlλhβ2
i gi(i, i)

(16)

gih(h, h) = λ2
hR′′i (1) + γi A′′h (1) + [2λ2

hβiγi + λ2
hB′′h (1) + βi A′′h (1)]gi(i) + λ2

hβ2
i gi(i, i) (17)

Summing Equation (15) gets:

N

∑
i=1

gih(k, h)

= λkλh

N

∑
i=1

R′′i (1) + λkλh

N

∑
i=1

γi + λh

N

∑
i=1 6=k

γigi(k) + λkλh

N

∑
i=1

[2βiγi + B′′i (1) + βi]gi(i)

+ λh

N

∑
i=1

βigi(k, i) + λkλh

N

∑
i=1

β2
i gi(i, i)

(18)
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Summing Equation (16) gets:

N

∑
i=1

gih(h, l)

= λlλh

N

∑
i=1

R′′i (1) + λlλh

N

∑
i=1

γi + λh

N

∑
i=1 6=k

γigi(k) + λlλh

N

∑
i=1

[2βiγi + B′′i (1) + βi]gi(i)

+ λh

N

∑
i=1

βigi(i, l) + λlλh

N

∑
i=1

β2
i gi(i, i)

(19)

According to Equations (11)–(13),
N
∑

i=1
gih(h, l) and

N
∑

i=1
gih(k, h), and gih(h, h), we get:

N

∑
i=1

gi+1(k, l)

According to Equation (18) we get:

N

∑
i=1

gih(h, k)

= λhλk

N

∑
i=1

R′′i (1) + λhλk

N

∑
i=1

γi + λh

N

∑
i=1

γigi(k)

+
N

∑
i=1

[2λhλkβiγi + λhλkB′′i (1) + λhλkβi]gi(i) + λh

N

∑
i=1

βigi(i, k) + λhλk

N

∑
i=1

β2
i gi(i, i)

(20)

According to Equation (20) and use Equation
N
∑

i=1
gi+1(k, l) we get:

gk(k, k)

= λ2
k

N

∑
i=1

R′′i (1) + A′′k (1)
N

∑
i=1

γi +
N

∑
i=1

[2λ2
k βiγi + λ2

k B′′i (1) + γi A′′k (1)]gi(i)

+ 2λk

N

∑
i=1 6=k

γigi(k) + λk

N

∑
i=1 6=k

βigi(k, i) + λk

N

∑
i=1 6=k

βigi(i, k) + λ2
k

N

∑
i=1 6=k

β2
i gi(i, i)

+ λkβh[1 + F′h(1)]
N

∑
i=1

gih(h) + λkβh[1 + F′h(1)]
N

∑
i=1

gih(h, k) + λ2
k β2

h[1

+ F′h(1)]
2

N

∑
i=1

gih(h) + βh[A′′k (1) + 2λkF′h(1) + λ2
k F′′h (1) + A′′k (1)F′h(1)]

N

∑
i=1

gih(h)

(21)

Based on the approximate analysis of the cyclic query cycle, the probability-generating
function of the cyclic cycle is defined as:

θi(Ai(zi)) = Gi(1, · · · , zi, · · · , 1), i = 1, · · · , N, h (22)

We sum up Equations (17) and (18), and according to second order partial derivative
Equation (21), we get:

λ2
i θ′′i (1) + θA′′i (1) = gi(i, i) (23)

According to second order partial derivative of the cyclic cycle, we get:

θ′′i (1) ≈ θ′′j (1) (24)
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According to Equations (21)–(23), we get:

gi(i, i) =
λ2

i
N
∑

k=1
ρk(1 + ρk)

[
N

∑
k=1

βk
λk

(1 + ρk)gk(k, k)− θ
N

∑
k=1

βk
λk

(1 + ρk)A′′k (1)] (25)

According to Equations (16) and (24), we get:

gih(h, h)

= λ2
hR′′i (1) + γi A′′h (1) + [2λ2

hβiγi + λ2
hB′′h (1) + βi A′′h (1)]gi(i)+

λ2
hβ2

i {
λ2

i
N
∑

k=1
ρk(1 + ρk)

[
N

∑
k=1

βk
λk

(1 + ρk)gk(k, k)− θ
N

∑
k=1

βk
λk

(1 + ρk)A′′k (1)]}
(26)

Definition 1. The average delay of the system is the time interval between the information packet
arriving at the node and the information packet being sent out. The average delay of entering node is
E(wi), and the average delay of h is E(wih) [49], we get:

E(wi) =
gi(i, i)

2λigi(i)
−

λ2
i

2λ2
i (1 + ρi)

+
λiβ

2
i

2(1− ρi)
(27)

Similarly, we get:

E(wih) =
gih(h, h)
2λhgih(i)

−
λ2

h
2λ2

h(1 + ρh)
+

λhβ2
h

2(1− ρh)
(28)

6. Simulation

We have simulated the experimental and theoretical values of the system using MAT-
LAB R2022a, and the entire simulation was carried out under Windows 11 operating system.
The simulation conditions are as follows.

• Each information packet of the nodes is asymmetric
• Each information packet arrives at the nodes independently and Poisson process
• The experiment was repeated 300,000 times, and the mean was taken as the statistic.

• The system remains stable under the condition of
N
∑

i=1
λiβi + λhβh =

N
∑

i=1
ρi + ρh < 1

Based on the initial parameters set in Table 3, the variation of the performance charac-
teristics of the service model is obtained in the following.

Table 3. Initial parameters.

i λi βi γi
Node Arrival Rate Service Time Switch Time

1 0.01 4 2
2 0.006 5 3
3 0.001 3 1.5
4 0.005 2 1.7
5 0.002 1 1.9
h 0.008 1 0

Figures 5 and 6 are the average queue length of nodes i, and h varies with the arrival
rate. The theoretical and experimental values are consistent, indicating the rationality of the
theoretical analysis. According to Figure 5, we can conclude that: The higher the arrival rate,
the larger the average queue length. As the arrival rate increases, the average queue length
for all normal nodes increases. According to Figure 6, we know the average queue length of i
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to h proportional to the switch time of node i. The primary variable that affects the average
queue length is the service time of the node. Moreover, we get: The average queue length of h
is lower than i. Better meet the multiple service priority requirements of the MEC network.
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Figure 5. The average queue length of node i varies with the arrival rate (N = 5).
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Figure 6. The average queue length of h varies with the arrival rate (N = 5).

Figures 7 and 8 are the average queue length of nodes i, and h varies with service time. The
experimental values fit the theoretical values. According to Figure 7, we can conclude that: The
higher the service time, the larger the average queue length. Moreover, the service time of normal
nodes has a more significant impact on the average queue length of nodes than the arrival rate
of information packets from normal nodes. According to Figure 8, we know the average queue
length of h is proportional to the switch time of node i. This conclusion is consistent with the

above because the polling system throughput is T =
N
∑

i=1
λiβi + λhβh =

N
∑

i=1
ρi + ρh. Moreover,

when the service time and switch time of normal nodes are short, the smaller the average queue
length of the central node, the faster the transmission rate.

Comparing Figures 5–8, we can see that the impact of the system arrival rate on the
average queue length is more significant than the service time of a single user, provided
that other parameter characteristics remain constant, indicating that the system has a
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finite throughput and cannot transmit an unlimited number of packets of information. In
addition, we conclude that the average queue length of the central node is much lower
than the normal node, satisfying our need for priority.

We compare Figures 5–8 to know that the average queue length in both Figures 5 and 7
increases with increasing system parameters (Figure 5 is arrival rate, Figure 7 is service
time). Furthermore, both Figures 6 and 8 decreases with increasing system parameters
(Figure 6 is arrival rate, Figure 8 is service time), indicating that when both central and
normal nodes use exhausted services, the increase in system throughput is instead beneficial
to the priority requirement (central node transmits faster).

Figure 9 shows the image of the average queue length as a function of the arrival rate for
two-level priority and symmetric polling system. Comparing Figures 5 and 6 with Figure 9, we
know that although the average queue length of the central node is lower than that of the average
node, the symmetric system can only derive the parameters of one node. The average queue
length derived by each node is the same, and the system cannot cope with multi-task scheduling
requirements. The initial parameters of Figure 9 are taken as the average of Figures 5 and 6.
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Figure 7. The average queue length of node i with the service time (N = 5).
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Figure 8. The average queue length of h varies with the service time (N = 5).
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Figure 9. The average queue length of normal node varies with the arrival rate (N = 5).

Figure 10 shows that the average cyclic period varies with the arrival rate. It can
be seen that the simulated curve and the theoretical value curve show the same trend.
Figure 10 shows the average cyclic period proportional to the arrival rate (or polling system
throughput). The load is the total load of the normal nodes and does not include the load
of the central node. The purpose of this is to facilitate the construction of the simulation
graph and to contrast it with other asymmetric models, in addition to the fact that changes
in the load of the center node will also affect the system’s characteristics.
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Figure 10. The average cyclic period varies with the arrival rate (N = 5).

Figures 11 and 12 are nodes of average delay affected by load changes. The theoretical
value of the average delay is consistent with the experimental value, and the error is
negligible if the number of cycles is large enough. Comparing node 3 with the other nodes
shows that the average delay of the node is longer when both the service time and the
switching time of the node are more significant. When only one parameter is larger, the
average delay of the node is insignificant. For the same system, as the load on the system
increases, the average delay also increases, and this relationship continues as the number
of nodes in the system increases. The average delay of the central node is smaller than the
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average delay of the normal nodes for the same load, which is a good indication of the
effectiveness of using a mixed polling service for prioritization.

The above analysis shows that the system’s throughput is limited. Comparing
Figures 11 and 12, we can see that when the system throughput increases, the average
delay of the system increases rapidly. When the throughput increases to the threshold
value, the system will not work correctly (the delay is much higher than the actual require-
ment). However, the impact of increasing system throughput on the central node’s average
latency is less than the average latency of the normal nodes, indicating that the system
meets the priority requirements.
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Figure 11. The average waiting time of node i queues is affected by load changes (N = 5).
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Figure 12. The average waiting time of h varies is affected by load changes (N = 5).

Figure 13 shows a plot of the average delay as a function of the arrival rate for the
two-level priority and symmetric polling system. Although the average delay of the central
node is much lower than that of the average node, the delay derived by any node is
the same, which cannot be adapted to multi-task scheduling, and the system could be
more resilient.



Axioms 2023, 12, 709 16 of 18

0.01 0.02 0.03 0.04 0.05
0

5

10

15

20

25

30

Arrival rate

 Theory of normal node
 Simulation of normal node
 Theory of central node
 Simulation of central node

A
ve

ra
ge

 d
el

ay

Figure 13. The average delay of normal node varies with the arrival rate (N = 5).

7. Conclusions

With the entry into the B5G/6G era, IoT services have diversified. Taking the MEC
network service as an example, to reduce edge server energy consumption and improve
utilization, we propose a two-level polling MAC protocol with a differentiated priority
that accurately calculates the average length and average period using the probability-
generating functions and the average delay using the period cycle approximation. More-
over, we used MATLAB R2022a to simulate the experimental and theoretical values and
conformity with reality. Two-level priority and asymmetric polling systems are more
relevant than symmetric polling systems. Experiments have shown that our proposed
two-level priority asymmetric polling system yields node-specific latency, which increases
the system’s availability, reduces the latency of the central node, and improves the total
system throughput. Asymmetric polling systems with multiple assignments are closer
to practical applications, computers, communications, the Internet of Things, industrial
control, etc. This paper investigates a polling system with priority for a central node
exhaustive service and an exhaustive asymmetric service for normal nodes. Moreover, the
second-order partial derivative of the Probability-generating function is solved using a
periodic query approximation. In future work, finding a more accurate method for solving
the second-order partial derivatives of the Probability-generating function is the focus of
the work.
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