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Abstract: Bland–Altman limits of agreement are very popular in method comparison studies on
quantitative outcomes. However, a straightforward application of Bland–Altman analysis requires
roughly normally distributed differences, a constant bias, and variance homogeneity across the
measurement range. If one or more assumptions are violated, a variance-stabilizing transformation
(e.g., natural logarithm, square root) may be sufficient before Bland–Altman analysis can be performed.
Sometimes, fractional polynomial regression has been used when the choice of variance-stabilizing
transformation was unclear and increasing variability in the differences was observed with increasing
mean values. In this case, regressing the absolute differences on a function of the average and
applying fractional polynomial regression to this end were previously proposed. This review revisits
a previous inter-rater agreement analysis on the Agatston score for coronary calcification. We
show the inappropriateness of a straightforward Bland–Altman analysis and briefly describe the
nonparametric limits of agreement of the original investigation. We demonstrate the application of
fractional polynomials, use the Stata packages fp and fp_select, and discuss the use of degree-2 (the
default setting) and degree-3 fractional polynomials. Finally, we discuss conditions for evaluating the
appropriateness of nonstandard limits of agreement.

Keywords: fractional polynomial regression; logarithm; method comparison; observer; rater;
reliability; repeatability; reproducibility; square root; transformation

MSC: 92B15

1. Introduction

Bland–Altman limits of agreement, or simply the Bland–Altman plot, is a widely
used technique in method comparison studies on continuous measurements. It consists
of a simple scatterplot of paired differences against their respective averages, with an
estimate for the bias (the estimated mean difference) and the so-called limits of agreement,
which are equal to the estimated bias plus/minus 1.96 times the standard deviation of
the paired differences [1]. The rationale behind this is the 68–95–99.7 rule of normally
distributed variables: the limits of agreement are estimates for the range within which 95%
of the population differences are expected to lie if the bias is constant and the differences
are independent and identically normally distributed across the measurement range [2].
Whether the observed differences actually follow roughly a normal distribution can be
checked visually by plotting a histogram of the differences and supplementing it with an
approximate normal distribution using the empirical mean, m, and standard deviation,
s. Moreover, one may assess the proportion of differences that fall within m ± s, m ± 2 s,
and m ± 3 s and compare these with the expected proportions of 0.68, 0.95, and 0.997,

Axioms 2023, 12, 884. https://doi.org/10.3390/axioms12090884 https://www.mdpi.com/journal/axioms

https://doi.org/10.3390/axioms12090884
https://doi.org/10.3390/axioms12090884
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/axioms
https://www.mdpi.com
https://orcid.org/0000-0001-6335-3303
https://orcid.org/0000-0003-0858-4269
https://doi.org/10.3390/axioms12090884
https://www.mdpi.com/journal/axioms
https://www.mdpi.com/article/10.3390/axioms12090884?type=check_update&version=2


Axioms 2023, 12, 884 2 of 13

respectively, in light of the 68–95–99.7 rule for a normal distribution. Bland–Altman analysis
is a simple technique to assess whether two methods measure sufficiently in agreement
by comparing the limits of agreement with predefined clinically acceptable values. The
seminal paper [3] has been cited about 40,129 times to date and is currently the most cited
Lancet paper according to Scopus.

Bland and Altman [4] emphasized the precision of the estimated limits of agreement
by providing approximate 95% confidence intervals. They also gave a more comprehensive
and pedagogical account of using log transformation as a variance-stabilizing transfor-
mation before analysis, introducing a regression approach for non-uniform differences,
measuring agreement using repeated measurements, and comparing methods with a
nonparametric approach. Ludbrook [5] offered step-by-step guidance for Bland–Altman
analysis and illustrated it visually with examples. Bland and Altman [6] examined method
comparison with multiple observations per individual further, which Olofsen et al. [7] built
on and implemented a freely accessible online assessment sheet [8]. Carkeet [9] proposed
exact confidence intervals for Bland–Altman limits of agreement. Jan and Shieh [10] and
Shieh [11,12] compared approximate 95% confidence intervals for the limits of agreement
with exact ones and motivated, for example, sample size rationales on exact 95% confidence
intervals that cover the central 95% proportion of the differences. Taffé [13–16] advised
against Bland–Altman analysis if the precision of the two measurement methods differs
or in the case of nonconstant bias. As an alternative graphical approach, he proposed a
set of graphs that support the assessment of bias, precision, and agreement between two
measurement methods. His method requires repeated measurements of at least one of
the two methods to be compared with another. Gerke et al. [17] gave a brief overview
of recent developments and recommendations on sample size considerations in method
comparison studies.

Figure 1 shows a collection of four Bland–Altman analyses that were derived using
different methods. The top left corner shows an example of a straightforward Bland–
Altman inter-rater analysis with exact 95% confidence intervals for the limits of agreement,
as proposed by Carkeet [9]. The top right corner is an example of a regression approach
for non-uniform differences [4], the bottom left corner of deriving Bland–Altman limits of
agreement on log-transformed measurements and transforming the limits of agreement
back to the original scale [4]. Finally, the example in the bottom right corner shows
limits of agreement that resulted from Bland–Altman analysis on square root-transformed
measurements [18]. The latter limits of agreement were the outcome of a modeling process
that started with fractional polynomial regression.

This review revisits a previous inter-rater agreement analysis of the Agatston score for
coronary calcification [19] and explores an alternative assessment of the limits of agreement
following the approach of Sevrukov et al. [18]. We conclude that obtaining nonstandard
Bland–Altman limits of agreement may require a modeling process when straightforward
Bland–Altman analysis is, given the scatter of differences against averages, inappropriate
and an appropriate choice for a variance-stabilizing transformation is unclear. Finally, we
discuss conditions for the appropriateness of nonstandard limits of agreement.
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Figure 1. Top left: Bland–Altman plot for inter-rater agreement analysis of left atrium area (cm2) 
measurements in non-contrast computed tomography, n = 140 (reproduced with permission from 
[20]). Top right: Bland–Altman plot of glomerular filtration rate measured with 51Cr-ethylenedia-
mine tetraacetic acid (EDTA) and 99mTc-diethylenetriamine pentaacetic acid (DTPA), n = 51 (repro-
duced with permission from [21]). Bottom left: Intra-rater agreement assessment for 2D measure-
ments (cm2) for raters 1, 2, 3, and 4, respectively; n = 48 (reproduced with permission from [22]). 
Bottom right: Distribution of differences between repeated measurements of coronary artery cal-
cium (CAC) as function of average CAC score expressed in Agatston CAC score units; the curve 
shows 95% repeatability limits which include 98% of differences, n = 2217 (reprinted from ‘Serial 
electron beam CT measurements of coronary artery calcium: Has your patient’s calcium score actu-
ally changed?’, A.B. Sevrukov, J.M. Bland, and G.T. Kondos, the American Journal of Roentgenology 
185, Copyright© 2023, copyright owner as specified in the American Journal of Roentgenology [18]). 

2. Data 
An intra-rater variation analysis of the CAC score was part of a previous study that 

aimed to calculate population-based CAC score percentiles in Danish women and men, 
50–75 years of age [19]. These analyses were based on two Danish trials, namely, the Dan-
ish Cardiovascular Screening Trial (DANCAVAS) [23] and its precursor called the Danish 
Risk Score study (DanRisk) [24]. The CAC score has been shown to improve the discrim-
ination and reclassification of coronary artery disease on top of the traditional risk factors, 
which are age, sex, smoking status, diabetes mellitus, blood pressure, hyperlipidemia, and 
race [25–29]. A low-dose computed tomography scan without contrast visualizes calcifi-
cations of any artery for which CAC scores are derived [23]. Since its original proposal 
back in 1990 [30], the CAC score has repeatedly been subject to agreement assessments in 
order to investigate the score’s reliability. A recent review [31] found sample sizes to be 
highly variable in studies of agreement on the CAC score (10–9761), and research groups 
focused on intra- and inter-rater as well as intra- and inter-scanner variability assessments. 

Figure 1. Top left: Bland–Altman plot for inter-rater agreement analysis of left atrium area (cm2)
measurements in non-contrast computed tomography, n = 140 (reproduced with permission from [20]).
Top right: Bland–Altman plot of glomerular filtration rate measured with 51Cr-ethylenediamine
tetraacetic acid (EDTA) and 99mTc-diethylenetriamine pentaacetic acid (DTPA), n = 51 (reproduced
with permission from [21]). Bottom left: Intra-rater agreement assessment for 2D measurements
(cm2) for raters 1, 2, 3, and 4, respectively; n = 48 (reproduced with permission from [22]). Bottom
right: Distribution of differences between repeated measurements of coronary artery calcium (CAC)
as function of average CAC score expressed in Agatston CAC score units; the curve shows 95%
repeatability limits which include 98% of differences, n = 2217 (reprinted from ‘Serial electron beam
CT measurements of coronary artery calcium: Has your patient’s calcium score actually changed?’,
A.B. Sevrukov, J.M. Bland, and G.T. Kondos, the American Journal of Roentgenology 185, Copyright©
2023, copyright owner as specified in the American Journal of Roentgenology [18]).

2. Data

An intra-rater variation analysis of the CAC score was part of a previous study that
aimed to calculate population-based CAC score percentiles in Danish women and men,
50–75 years of age [19]. These analyses were based on two Danish trials, namely, the Danish
Cardiovascular Screening Trial (DANCAVAS) [23] and its precursor called the Danish Risk
Score study (DanRisk) [24]. The CAC score has been shown to improve the discrimina-
tion and reclassification of coronary artery disease on top of the traditional risk factors,
which are age, sex, smoking status, diabetes mellitus, blood pressure, hyperlipidemia, and
race [25–29]. A low-dose computed tomography scan without contrast visualizes calcifi-
cations of any artery for which CAC scores are derived [23]. Since its original proposal
back in 1990 [30], the CAC score has repeatedly been subject to agreement assessments in
order to investigate the score’s reliability. A recent review [31] found sample sizes to be
highly variable in studies of agreement on the CAC score (10–9761), and research groups
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focused on intra- and inter-rater as well as intra- and inter-scanner variability assessments.
Andersen and Gerke [31] concluded that only very few research articles were capable
of deriving limits of agreement that fit the observed data visually in a convincing way.
This is why alternative methods like fractional polynomial modeling may prove useful in
assessing the agreement of the CAC score.

Our dataset consists of 129 randomly selected participants of DanRisk and 101 ran-
domly selected participants of DANCAVAS. The scatterplot of these 230 inter-rater differ-
ences against their respective means is shown in Figure 2. The distribution of differences is
markedly over-represented with zeros (n = 101, 43.9%) and 12 out of 230 observations (5%)
were associated with absolute differences exceeding 50 HU. Table 1 shows the descriptive
statistics for the paired differences. The distribution was highly centered around 0, with
flat tails and far from normal. The mean and the standard deviation of the 230 differences
were −0.93 and 80.25, respectively.
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Applying Bland–Altman analysis naively despite non-normally distributed differ-
ences results in Bland–Altman limits of agreement of −158.22 and 156.36 (Figure 3, left). 
Obviously, four paired differences that exceeded 500 HU in absolute terms widen the 
band that the Bland–Altman limits of agreement span. These four pairs of differences have 
a significant influence on the limits themselves. 

As no obvious transformation to another scale of the measurements came to mind 
[32,33], nonparametric limits of agreement were derived for the inter-rater comparison in 
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Figure 2. Mean difference plot for inter-rater variation analysis reported in [19].

Table 1. Descriptive statistics for the paired differences (n = 230).

Minimum P5 1 P25 Median P75 P95 Maximum

−538 −42 −0.3 0 0.4 15 740
1 5th quantile.

3. Bland–Altman Limits of Agreement and Previously Reported Nonparametric Limits
of Agreement

Applying Bland–Altman analysis naively despite non-normally distributed differ-
ences results in Bland–Altman limits of agreement of −158.22 and 156.36 (Figure 3, left).
Obviously, four paired differences that exceeded 500 HU in absolute terms widen the band
that the Bland–Altman limits of agreement span. These four pairs of differences have a
significant influence on the limits themselves.

As no obvious transformation to another scale of the measurements came to mind [32,33],
nonparametric limits of agreement were derived for the inter-rater comparison in [19], which
were −83 and 38 HU (Figure 3, right). These limits were estimated using a simple sample
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quantile estimator for the 2.5% and 97.5% percentiles [34] and are—unlike Bland–Altman limits
of agreement—by definition usually asymmetrical around the y-axis. This nonparametric
estimator is a weighted average of the two paired differences that are closest to the target
percentile. In other words: only four paired differences were used to estimate the 2.5% (lower
limit of agreement) and the 97.5% percentile (upper limit of agreement). The estimated bias in
terms of the median difference was 0 HU.
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Figure 3. Bland–Altman limits of agreement (left) and nonparametric limits of agreement (right)
reported in [19].

Bland–Altman limits of agreement (Figure 3, left) cover all paired differences except
the four pairs mentioned above, that is, 226 out of 230 (98.26%). The asymmetrical nonpara-
metric limits of agreement (Figure 3, right) cover 95.65% of the 230 paired differences.

4. Regression of Non-Uniform Differences on the Averages

Sevrukov et al. [18] observed that the size of the difference in their dataset increased
with increasing average (see Figure 1, bottom right) and defined the repeatability of the
measurement method as a function of the measurement size. They employed a regres-
sion approach for non-uniform differences [4,35], and the variation in the differences (D)
between repeated measurements was modeled as a function of the measurement size,
which in turn was estimated from the average (A) of the paired measurements. Sevrukov
et al. [18] considered the absolute values of D, namely, |D|, and regressed |D| on A. The
repeatability of the method only depends on the distribution of random measurement
errors; therefore, D is normally distributed with mean zero for all A, and |D| is half-
normally distributed with a mean that equals the standard deviation of |D| multiplied by√

π/2 [35,36]. As a consequence, multiplying the mean value of |D| with
√

π/2 results
in the standard deviation of the differences. Multiplying this standard deviation with the
97.5% percentile of the standard normal distribution, i.e., 1.96, leads to the 95% repeatability
coefficient for any given value of A.
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5. Fractional Polynomials

Royston and Altman [37] described a family of model functions for a single, positive
covariate X and defined a fractional polynomial of degree m as

fm(x, β, p) = β0 + β1x(p1) + β2x(p2) + . . . + βmx(pm) (1)

with a real-valued vector of powers p = (p1, . . . , pm), and a real-valued vector of coef-
ficients β = (β0, β1, β2, . . . , βm). The round bracket notation indicates the Box–Tidwell
transformation

x(pj) =

{
x(pj) i f pj 6= 0
ln(x) i f pj = 0

(2)

.
The powers pj are chosen from a restricted set; S. Royston and Altman [37] suggested

for pragmatic reasons S = {−2,−1,−0.5, 0, 0.5, 1, 2, 3}. Powers pj are allowed to repeat in
fractional polynomials. Whenever a power repeats, it is multiplied by another ln(x). For
instance, a fractional polynomial with p = (0, 0, 2) becomes

f3(x, β, p) = β0 + β1 ln(x) + β2{ln(x)}2 + β3x2. (3)

Figure 4 shows some examples of degree-1, degree-2, and degree-3 fractional polyno-
mials for illustration purposes.
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Figure 4. Examples of some functional forms available with degree-1, degree-2, and degree-3
fractional polynomials with various powers (p1), (p1,p2), and (p1,p2,p3), respectively.

Fractional polynomials increase the flexibility known from the family of conventional
polynomials. Despite their popularity in data analysis, linear and quadratic functions
are limited in their range of curve shapes. Cubic and higher-order curves may produce
undesirable artifacts. Fractional polynomials are different from regular polynomials as they
allow logarithms, non-integer powers, and powers to be repeated [38].

Sauerbrei et al. [39] revisited the approach in terms of software implementation in
SAS, Stata, and R. In Stata, the package fp (fractional polynomial regression) fits degree-2
fractional polynomial models (that is m = 2) by default and chooses the fractional powers
from the set S = {−2,−1,−0.5, 0, 0.5, 1, 2, 3}.

A search through all possible fractional polynomials up to degree-2 and with the
powers set S is performed. Later, fp was supplemented by the post-estimation command
fp_select [40]. Taking the results from the most recent run of fp, fp_select tries to simplify the
most complex reported fractional polynomial model by applying an ordered sequence of
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significance tests to reduce possible overfitting. We have used fp and fp_select on our data,
as follows in Section 7.

6. Analysis Strategy of Sevrukov, Bland, and Kondos

Sevrukov et al. [18] started predicting the absolute difference |D| of the repeated
measurements of CAC using fractional polynomials and S = {0.5, 1} :

|D| = −0.04632 + 1.488
√

A + 0.02393 A. (4)

Inspection of Equation (4) led Sevrukov et al. [18] to omit the final term because the
main predicting variable was a square root transform of A. Regressing |D| on A resulted in

|D| = −0.9733 + 2.067
√

A. (5)

The residual mean square of model (5) was 186.96 and, hence, only slightly increased
compared to the residual mean square of the polynomial regression of model (4) of 183.44.
As the residual variance was almost identical, Sevrukov et al. [18] retained the simpler
model (5). Beyond that, they forced the constant term in the regression model (5) to be zero
in order to avoid negative standard deviations at small values of A. Model (5) simplified,
then, to

|D| = 2.007
√

A (6)

with a residual variance of 187.53. This slight increase in residual variance was deemed a
marginal price to pay for model simplicity when moving from models (4)–(6). Therefore,
they regressed the absolute differences on square root-transformed averages (S = {0.5})
and forced the intercept to be zero in their final model.

As described in the previous section, the standard deviation of the differences resulted
then from multiplying the mean value of |D| by

√
π/2:

SD|D| =
{

2.007
√

A
}√

π/2 = 2.515
√

A, (7)

and the repeatability coefficient, r, from multiplying SD|D| by 1.96:

r = 1.96
{

2.007
√

A
}√

π/2 = 4.930
√

A. (8)

Figure 1 (bottom right) shows the resulting parabola-shaped repeatability limits based
on model (6) and reported by Sevrukov et al. [18].

7. Reanalysis of Inter-Rater Agreement Reported in [19]

Revisiting the former inter-rater agreement analysis by Gerke et al. [19], we followed
the analysis thread along the lines of Sevrukov et al. [18], but applied the readily available
Stata packages fp and fp_select as a starting point. We have attached our Stata codes, the
dataset, and our output as File S1, File S2, and File S3, respectively.

7.1. Degree-2 Fractional Polynomial Models

Figure 5 shows the Stata output for the default setting m = 2 that implies the use
of degree-2 fractional polynomial models. The fp package investigated 44 models and
proposed the set S = {0.5, 2} for m = 2. The post-estimation package fp_select indicated
that a simpler model, just including a linear term (S = {1} for m = 1), may be equally
sufficient while reducing the complexity of the model.

For m = 2 (S = {0.5, 2}), Equation (1) becomes here

|D| = 0.6248949 + 1.029373
√

A + 0.0000143 A2. (9)
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Consequently, the standard deviation of the differences resulted from multiplying the
mean value of |D| by

√
π/2:

SD|D| =
{

0.6248949 + 1.029373
√

A + 0.0000143 A2
}√

π/2, (10)

and the repeatability coefficient, r, from multiplying SD|D| by 1.96:

r = 1.96
{

0.6248949 + 1.029373
√

A + 0.0000143 A2
}√

π/2. (11)

Figure 6 (top right) shows the resulting repeatability limits based on model (9). The
coverage of these limits of agreement was 91.30%, i.e., considerably below 95%.
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For the simpler model m = 1 with S = {1}, Equation (1) turns into

|D| = 0.6730657 + 0.0628848A. (12)

The resulting limits of agreement cover only 84.78% of the observed differences
(Figure 6, top left), which falls unacceptably short of 95%.
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7.2. Degree-3 Fractional Polynomial Models

Increasing the allowed complexity by moving from degree-2 fractional polynomial
models (m = 2; default setting) to degree-3 fractional polynomial models (m = 3) makes Stata
evaluate 164 possible models (Figure S1). The proposed degree-3 fractional polynomial
model was S = {0.5, 3, 3}, the coverage was 91.74%, and the resulting limits of agreement
are shown in Figure 6, bottom left. Again, the post-estimation package fp_select indicated
that a simpler model, just including a linear term (S = {1} for m = 1), may be equally
sufficient while reducing the complexity of the model.

7.3. Sevrukov, Bland, and Kondos Model

For the sake of comparison with the final model of Sevrukov et al. [18], we evalu-
ated the analogous model regressing the absolute differences on square root-transformed
averages and forced the intercept to be zero:

|D| = 2.193837
√

A (13)

The respective parabola-like limits of agreement are shown in Figure 6, bottom right.
These limits cover 95.22% of the paired differences.

8. Discussion
8.1. Main Findings

Sevrukov et al. [18] quantified the coverage of paired differences by their limits
of agreement very conservatively as 98% (Figure 1, bottom right). In straightforward
Bland–Altman analysis, where the assumptions of normality, constant bias, and variance
homogeneity hold, the coverage is by definition roughly 95% (see, for instance, top left of
Figure 1 with a coverage of 93.6%).

For the limits of agreement that were based on fractional polynomial regression models
on our data, the coverage varied hugely: 84.78% for S = {1}, 91.30% for S = {0.5, 2}, 91.74%
for S = {0.5, 3, 3}, and 95.22% for S = {0.5} (Figure 6). The former three models employ
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a constant term as per the definition of fractional polynomial models, whereas the latter
model by Sevrukov, Bland, and Kondos [18] forces the constant to be zero. We increased the
flexibility and the complexity by moving from the default setting of fp in Stata of degree-2
to degree-3 fractional polynomial models and identified S = {0.5, 3, 3} (Figure 6, bottom
left) as the final model. However, its coverage of 91.74% was actually considerably lower
than both the nominal target level of 95% and the coverage of the Sevrukov-like model
based on a square root transformation (95.22%, Figure 6, bottom right).

8.2. How Good Is Good Enough?

Appropriate classical Bland–Altman limits of agreement fit the observed point cloud,
the bias is constant, the variance in the differences is homogeneous across the measurement
range, and the sampled data cover the measurement range of interest sufficiently [20].
The limits of agreement cover (roughly) 95% of paired differences by definition due to the
68–95–99.7 rule [2]. For nonstandard limits of agreement, we propose the following two
conditions to be useful for practical purposes:

1. The coverage of the observed differences should be roughly around 95%, in line with
classical Bland–Altman limits of agreement.

2. The limits of agreement fit the data nicely and harmonize with the point cloud of
paired differences.

For our data, the simple model with S = {0.5} (see Figure 6, bottom right) based on a
square root transformation (as in Sevrukov et al. [18]) fulfills the first and to some extent
the second condition. The much more complex degree-3 fractional polynomial model
with S = {0.5, 3, 3} falls short of the first condition but fulfills the second condition and
covers even the extreme observations (3331, 538) and (3870, −538); however, you may
likewise argue that this is simply the result of an overfitting model. Bland–Altman limits
of agreement (Figure 3, left) fulfill the first, but not the second condition. The originally
proposed nonparametric limits of agreement (Figure 3, right) fulfill both conditions.

8.3. Strengths and Limitations

In Sevrukov et al. [18], the relationship between the difference and the average was
nonlinear, and the size of the differences increased with increasing average of the paired
measurements across the measurement range. This was not the case for our data, for
which the distribution of differences was centered heavily around 0 and had a very flat
tail. Still, deriving nonstandard limits of agreement with fractional polynomial regression
offered visually appealing solutions with S = {0.5, 2} and S = {0.5, 3, 3} which, therefore,
provides at least partly satisfying solutions with respect to conditions 1 and 2 above. For
nonstandard limits of agreement, fractional polynomial modeling offers an alternative
route of derivation, but the risk of overfitting simply irregularly scattered outliers (Figure 6,
bottom left) exists and warrants caution in practice.

8.4. Future Perspectives

Previous pedagogical papers [4,5,7] have advised on Bland–Altman limits of agree-
ment that come in various shapes and forms. A tutorial on how to tackle nonstandard
situations in which the assumptions for classical Bland–Altman analysis fail and cannot
be fulfilled by appropriate transformation of the data is lacking. Such a guidance paper
will provide examples with unusually distributed paired differences like our worked ex-
ample on the Agatston score for coronary calcification. Despite the challenge of covering
sufficiently many different distributions of paired differences, such a tutorial will provide
an overview of what methods have been applied across different research fields in the
literature.

9. Concluding Remarks

Straightforward Bland–Altman analysis requires roughly normally distributed dif-
ferences, a constant bias, and variance homogeneity across the measurement range. In
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cases that violate these assumptions, the application of the simple and readily interpretable
classical Bland–Altman limits of agreement would be misleading and would misrepresent
the data at hand. This was visualized for our data in Figure 3 (left), with heavily inflated
limits that were affected by four outliers.

Variance-stabilizing transformations (natural logarithm, square root [4,5,32,33]) may
enable Bland–Altman analysis on another scale, implying back-transformation to the
original scale after analysis (e.g., Figure 1, bottom left). The half-normal method [4,35] is a
powerful and simple method for estimating nonstandard limits of agreement in light of
nonconstant bias and/or variance heterogeneity [18]. Sevrukov et al. [18] exemplified a
modeling process for deriving nonstandard limits of agreement for repeated CAC data. We
have reanalyzed a formerly reported inter-rater agreement evaluation [19] on CAC data
that followed a quite different distribution than those of Sevrukov et al. [18].

Fractional polynomials offer considerable flexibility whenever variance-stabilizing
transformations are difficult to find. As holds true for any automated solution, the proposed
choice of powers by fp and fp_select requires thoughtful judgement by the user. For our data,
the empirical coverage satisfied the nominal aim of 95% for square root-transformed data.
We have proposed two intuitively appealing conditions for judging the appropriateness of
nonstandard limits of agreement that will hopefully prove useful to this end.

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/axioms12090884/s1, File S1: Stata source code (“analyse_2023_06_22.do”),
File S2: worked example data in Stata format (“interrater.dta”), File S3: Stata output (“Stata output 22
June 2023.pdf”), Figure S1: Stata output for m = 3.

Author Contributions: Conceptualization, O.G.; data curation, O.G.; formal analysis, O.G.; investi-
gation, O.G. and S.M.; methodology, O.G. and S.M.; project administration, O.G.; resources, O.G.;
software, O.G.; supervision, S.M.; validation, O.G.; visualization, O.G.; writing—original draft prepa-
ration, O.G.; writing—review and editing, O.G. and S.M. All authors have read and agreed to the
published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: File S2 comprises the worked example data.

Acknowledgments: The authors would like to express their gratitude to Axel Diederichsen (Odense
University Hospital, Denmark) for the permission to reuse the example data. The authors would like
to thank three anonymous reviewers for their helpful comments on earlier versions of the manuscript.
Finally, the authors thank Bing, an AI language model developed by Microsoft, for grammar and
spelling checking.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Altman, D.G.; Bland, J.M. Measurement in Medicine: The Analysis of Method Comparison Studies. J. R. Stat. Soc. Ser. D Stat.

1983, 32, 307–317. [CrossRef]
2. 68-95-99.7 Rule. Available online: https://en.wikipedia.org/wiki/68%E2%80%9395%E2%80%9399.7_rule (accessed on 22 June

2023).
3. Bland, J.M.; Altman, D.G. Statistical methods for assessing agreement between two methods of clinical measurement. Lancet 1986,

1, 307–310. [CrossRef] [PubMed]
4. Bland, J.M.; Altman, D.G. Measuring agreement in method comparison studies. Stat. Methods Med. Res. 1999, 8, 135–160.

[CrossRef] [PubMed]
5. Ludbrook, J. Confidence in Altman-Bland plots: A critical review of the method of differences. Clin. Exp. Pharmacol. Physiol. 2010,

37, 143–149. [CrossRef] [PubMed]
6. Bland, J.M.; Altman, D.G. Agreement between methods of measurement with multiple observations per individual. J. Biopharm.

Stat. 2007, 17, 571–582. [CrossRef] [PubMed]
7. Olofsen, E.; Dahan, A.; Borsboom, G.; Drummond, G. Improvements in the application and reporting of advanced Bland-Altman

methods of comparison. J. Clin. Monit. Comput. 2015, 29, 127–139. [CrossRef] [PubMed]
8. Webpage for Bland-Altman Analysis. Available online: https://sec.lumc.nl/method_agreement_analysis/ (accessed on 22 June

2023).

https://www.mdpi.com/article/10.3390/axioms12090884/s1
https://www.mdpi.com/article/10.3390/axioms12090884/s1
https://doi.org/10.2307/2987937
https://en.wikipedia.org/wiki/68%E2%80%9395%E2%80%9399.7_rule
https://doi.org/10.1016/S0140-6736(86)90837-8
https://www.ncbi.nlm.nih.gov/pubmed/2868172
https://doi.org/10.1177/096228029900800204
https://www.ncbi.nlm.nih.gov/pubmed/10501650
https://doi.org/10.1111/j.1440-1681.2009.05288.x
https://www.ncbi.nlm.nih.gov/pubmed/19719745
https://doi.org/10.1080/10543400701329422
https://www.ncbi.nlm.nih.gov/pubmed/17613642
https://doi.org/10.1007/s10877-014-9577-3
https://www.ncbi.nlm.nih.gov/pubmed/24806333
https://sec.lumc.nl/method_agreement_analysis/


Axioms 2023, 12, 884 12 of 13

9. Carkeet, A. Exact parametric confidence intervals for Bland-Altman limits of agreement. Optom. Vis. Sci. 2015, 92, e71–e80.
[CrossRef] [PubMed]

10. Jan, S.L.; Shieh, G. The Bland-Altman range of agreement: Exact interval procedure and sample size determination. Comput. Biol.
Med. 2018, 100, 247–252. [CrossRef] [PubMed]

11. Shieh, G. The appropriateness of Bland-Altman’s approximate confidence intervals for limits of agreement. BMC Med. Res.
Methodol. 2018, 18, 45. [CrossRef] [PubMed]

12. Shieh, G. Assessing Agreement Between Two Methods of Quantitative Measurements: Exact Test Procedure and Sample Size
Calculation. Stat. Biopharm. Res. 2020, 12, 352–359. [CrossRef]

13. Taffé, P. Effective plots to assess bias and precision in method comparison studies. Stat. Methods Med. Res. 2018, 27, 1650–1660.
[CrossRef] [PubMed]

14. Taffé, P.; Peng, M.; Stagg, V.; Williamson, T. MethodCompare: An R package to assess bias and precision in method comparison
studies. Stat. Methods Med. Res. 2019, 28, 2557–2565. [CrossRef]

15. Taffé, P. Assessing bias, precision, and agreement in method comparison studies. Stat. Methods Med. Res. 2020, 29, 778–796.
[CrossRef] [PubMed]

16. Taffé, P. When can the Bland & Altman limits of agreement method be used and when it should not be used. J. Clin. Epidemiol.
2021, 137, 176–181. [CrossRef]

17. Gerke, O.; Pedersen, A.K.; Debrabant, B.; Halekoh, U.; Möller, S. Sample size determination in method comparison and observer
variability studies. J. Clin. Monit. Comput. 2022, 36, 1241–1243. [CrossRef] [PubMed]

18. Sevrukov, A.B.; Bland, J.M.; Kondos, G.T. Serial electron beam CT measurements of coronary artery calcium: Has your patient’s
calcium score actually changed? Am. J. Roentgenol. 2005, 185, 1546–1553. [CrossRef] [PubMed]

19. Gerke, O.; Lindholt, J.S.; Abdo, B.H.; Lambrechtsen, J.; Frost, L.; Steffensen, F.H.; Karon, M.; Egstrup, K.; Urbonaviciene, G.; Busk,
M.; et al. Prevalence and extent of coronary artery calcification in the middle-aged and elderly population. Eur. J. Prev. Cardiol.
2021, 28, 2048–2055. [CrossRef] [PubMed]

20. Gerke, O. Reporting Standards for a Bland-Altman Agreement Analysis: A Review of Methodological Reviews. Diagnostics 2020,
10, 334. [CrossRef]

21. Simonsen, J.A.; Thilsing-Hansen, K.; Høilund-Carlsen, P.F.; Gerke, O.; Andersen, T.L. Glomerular filtration rate: Comparison
of simultaneous plasma clearance of 99mTc-DTPA and 51Cr-EDTA revisited. Scand. J. Clin. Lab. Investig. 2020, 80, 408–411.
[CrossRef] [PubMed]

22. Jørgensen, L.B.; Skov-Jeppesen, S.M.; Halekoh, U.; Rasmussen, B.S.; Sørensen, J.A.; Jemec, G.B.E.; Yderstraede, K.B. Validation of
three-dimensional wound measurements using a novel 3D-WAM camera. Wound Repair Regen. 2018, 26, 456–462. [CrossRef]
[PubMed]

23. Diederichsen, A.C.; Rasmussen, L.M.; Søgaard, R.; Lambrechtsen, J.; Steffensen, F.H.; Frost, L.; Egstrup, K.; Urbonaviciene,
G.; Busk, M.; Olsen, M.H.; et al. The Danish Cardiovascular Screening Trial (DANCAVAS): Study protocol for a randomized
controlled trial. Trials 2015, 16, 554. [CrossRef] [PubMed]

24. Diederichsen, A.C.; Sand, N.P.; Nørgaard, B.; Lambrechtsen, J.; Jensen, J.M.; Munkholm, H.; Aziz, A.; Gerke, O.; Egstrup, K.;
Larsen, M.L.; et al. Discrepancy between coronary artery calcium score and HeartScore in middle-aged Danes: The DanRisk
study. Eur. J. Prev. Cardiol. 2012, 19, 558–564. [CrossRef] [PubMed]

25. Alashi, A.; Lang, R.; Seballos, R.; Feinleib, S.; Sukol, R.; Cho, L.; Schoenhagen, P.; Griffin, B.P.; Flamm, S.D.; Desai, M.Y.
Reclassification of coronary heart disease risk in a primary prevention setting: Traditional risk factor assessment vs. coronary
artery calcium scoring. Cardiovasc. Diagn. Ther. 2019, 9, 214–220. [CrossRef] [PubMed]

26. Yeboah, J.; McClelland, R.L.; Polonsky, T.S.; Burke, G.L.; Sibley, C.T.; O’Leary, D.; Carr, J.J.; Goff, D.C.; Greenland, P.; Herrington,
D.M. Comparison of novel risk markers for improvement in cardiovascular risk assessment in intermediate-risk individuals.
JAMA 2012, 308, 788–795. [CrossRef] [PubMed]

27. Erbel, R.; Möhlenkamp, S.; Moebus, S.; Schmermund, A.; Lehmann, N.; Stang, A.; Dragano, N.; Grönemeyer, D.; Seibel, R.; Kälsch,
H.; et al. Coronary risk stratification, discrimination, and reclassification improvement based on quantification of subclinical
coronary atherosclerosis: The Heinz Nixdorf Recall study. J. Am. Coll. Cardiol. 2010, 56, 1397–1406. [CrossRef] [PubMed]

28. Polonsky, T.S.; McClelland, R.L.; Jorgensen, N.W.; Bild, D.E.; Burke, G.L.; Guerci, A.D.; Greenland, P. Coronary artery calcium
score and risk classification for coronary heart disease prediction. JAMA 2010, 303, 1610–1616. [CrossRef] [PubMed]

29. Folsom, A.R.; Kronmal, R.A.; Detrano, R.C.; O’Leary, D.H.; Bild, D.E.; Bluemke, D.A.; Budoff, M.J.; Liu, K.; Shea, S.; Szklo, M.;
et al. Coronary artery calcification compared with carotid intima-media thickness in the prediction of cardiovascular disease
incidence: The Multi-Ethnic Study of Atherosclerosis (MESA). Arch. Intern. Med. 2008, 168, 1333–1339. [CrossRef]

30. Agatston, A.S.; Janowitz, W.R.; Hildner, F.J.; Zusmer, N.R.; Viamonte, M., Jr.; Detrano, R. Quantification of coronary artery calcium
using ultrafast computed tomography. J. Am. Coll. Cardiol. 1990, 15, 827–832. [CrossRef]

31. Andersen, K.P.; Gerke, O. Assessing Agreement When Agreement Is Hard to Assess-The Agatston Score for Coronary Calcification.
Diagnostics 2022, 12, 2993. [CrossRef]

32. Bartlett, M.S. The use of transformations. Biometrics 1947, 3, 39–52. [CrossRef] [PubMed]
33. Tukey, J.W. On the Comparative Anatomy of Transformations. Ann. Math. Statist. 1957, 28, 602–632. [CrossRef]
34. Gerke, O. Nonparametric Limits of Agreement in Method Comparison Studies: A Simulation Study on Extreme Quantile

Estimation. Int. J. Environ. Res. Public Health 2020, 17, 8330. [CrossRef]

https://doi.org/10.1097/OPX.0000000000000513
https://www.ncbi.nlm.nih.gov/pubmed/25650900
https://doi.org/10.1016/j.compbiomed.2018.06.020
https://www.ncbi.nlm.nih.gov/pubmed/30056297
https://doi.org/10.1186/s12874-018-0505-y
https://www.ncbi.nlm.nih.gov/pubmed/29788915
https://doi.org/10.1080/19466315.2019.1677495
https://doi.org/10.1177/0962280216666667
https://www.ncbi.nlm.nih.gov/pubmed/27705883
https://doi.org/10.1177/0962280218759693
https://doi.org/10.1177/0962280219844535
https://www.ncbi.nlm.nih.gov/pubmed/31018772
https://doi.org/10.1016/j.jclinepi.2021.04.004
https://doi.org/10.1007/s10877-022-00853-x
https://www.ncbi.nlm.nih.gov/pubmed/35438365
https://doi.org/10.2214/AJR.04.1589
https://www.ncbi.nlm.nih.gov/pubmed/16304011
https://doi.org/10.1093/eurjpc/zwab111
https://www.ncbi.nlm.nih.gov/pubmed/34179988
https://doi.org/10.3390/diagnostics10050334
https://doi.org/10.1080/00365513.2020.1759138
https://www.ncbi.nlm.nih.gov/pubmed/32362172
https://doi.org/10.1111/wrr.12664
https://www.ncbi.nlm.nih.gov/pubmed/30118155
https://doi.org/10.1186/s13063-015-1082-6
https://www.ncbi.nlm.nih.gov/pubmed/26637993
https://doi.org/10.1177/1741826711409172
https://www.ncbi.nlm.nih.gov/pubmed/21525124
https://doi.org/10.21037/cdt.2019.04.05
https://www.ncbi.nlm.nih.gov/pubmed/31275811
https://doi.org/10.1001/jama.2012.9624
https://www.ncbi.nlm.nih.gov/pubmed/22910756
https://doi.org/10.1016/j.jacc.2010.06.030
https://www.ncbi.nlm.nih.gov/pubmed/20946997
https://doi.org/10.1001/jama.2010.461
https://www.ncbi.nlm.nih.gov/pubmed/20424251
https://doi.org/10.1001/archinte.168.12.1333
https://doi.org/10.1016/0735-1097(90)90282-T
https://doi.org/10.3390/diagnostics12122993
https://doi.org/10.2307/3001536
https://www.ncbi.nlm.nih.gov/pubmed/20240416
https://doi.org/10.1214/aoms/1177706875
https://doi.org/10.3390/ijerph17228330


Axioms 2023, 12, 884 13 of 13

35. Altman, D.G. Construction of age-related reference centiles using absolute residuals. Stat. Med. 1993, 12, 917–924. [CrossRef]
[PubMed]

36. Johnson, N.L.; Kotz, S. Continuous Univariate Distributions; Wiley: New York, NY, USA, 1970; Volume 1, p. 81.
37. Royston, P.; Altman, D.G. Regression Using Fractional Polynomials of Continuous Covariates: Parsimonious Parametric

Modelling. J. Roy. Stat. Soc. Ser. C (Appl. Stat.) 1994, 43, 429–467. [CrossRef]
38. FP—Fractional Polynomial Regression. Available online: https://www.stata.com/manuals/rfp.pdf (accessed on 22 June 2023).
39. Sauerbrei, W.; Meier-Hirmer, C.; Benner, A.; Royston, P. Multivariable regression model building by using fractional polynomials:

Description of SAS, STATA and R programs. Comput. Stat. Data Anal. 2006, 50, 3464–3485. [CrossRef]
40. Royston, P. Model selection for univariable fractional polynomials. Stata J. 2017, 17, 619–629. [CrossRef] [PubMed]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1002/sim.4780121003
https://www.ncbi.nlm.nih.gov/pubmed/8337548
https://doi.org/10.2307/2986270
https://www.stata.com/manuals/rfp.pdf
https://doi.org/10.1016/j.csda.2005.07.015
https://doi.org/10.1177/1536867X1701700305
https://www.ncbi.nlm.nih.gov/pubmed/29398979

	Introduction 
	Data 
	Bland–Altman Limits of Agreement and Previously Reported Nonparametric Limits of Agreement 
	Regression of Non-Uniform Differences on the Averages 
	Fractional Polynomials 
	Analysis Strategy of Sevrukov, Bland, and Kondos 
	Reanalysis of Inter-Rater Agreement Reported in B19-axioms-2492875 
	Degree-2 Fractional Polynomial Models 
	Degree-3 Fractional Polynomial Models 
	Sevrukov, Bland, and Kondos Model 

	Discussion 
	Main Findings 
	How Good Is Good Enough? 
	Strengths and Limitations 
	Future Perspectives 

	Concluding Remarks 
	References

