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#### Abstract

This study introduces a new two-parameter Liu estimator (PMTPLE) for addressing the multicollinearity problem in the Poisson regression model (PRM). The estimation of the PRM is traditionally accomplished through the Poisson maximum likelihood estimator (PMLE). However, when the explanatory variables are correlated, thus leading to multicollinearity, the variance or standard error of the PMLE is inflated. To address this issue, several alternative estimators have been introduced, including the Poisson ridge regression estimator (PRRE), Liu estimator (PLE), and adjusted Liu estimator (PALE), each of them relying on a single shrinkage parameter. The PMTPLE uses two shrinkage parameters, which enhances its adaptability and robustness in the presence of multicollinearity between explanatory variables. To assess the performance of the PMTPLE compared to the four existing estimators (the PMLE, PRRE, PLE, and PALE), a simulation study is conducted that encompasses various scenarios and two empirical applications. The evaluation of the performance is based on the mean square error (MSE) criterion. The theoretical comparison, simulation results, and findings of the two applications consistently demonstrate the superiority of the PMTPLE over the other estimators, establishing it as a robust solution for count data analysis under multicollinearity conditions.
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## 1. Introduction

The Poisson regression model (PRM) is a crucial statistical tool applied in various fields for the analysis of count data. It is particularly valuable when examining the relationships between one or more explanatory variables and a response variable that represents rare events or non-negative integer counts. The significance of the PRM lies in its ability to accommodate data with distinct characteristics, such as the distribution of event occurrences. This makes it a fundamental component in epidemiology, ecology, economics, and numerous scientific disciplines. The Poisson regression model is not only the most commonly employed model for count data, but it is also highly popular for estimating the parameters of multiplicative models [1,2]. By employing the maximum likelihood estimation (MLE) method, the PRM enables researchers to estimate regression coefficients. This makes it an indispensable asset for precise modeling and hypothesis testing in data analysis.

In the context of multiple regression modeling, interpreting individual parameter estimates becomes difficult when the explanatory variables are highly correlated with each
other-a phenomenon known as multicollinearity. This presents a significant challenge when estimating the unknown regression coefficients, especially in the PRM (which relies on MLE). Månsson and Shukur [3] emphasized the sensitivity of MLE to multicollinearity, highlighting the need to address this concern in statistical analysis. When multicollinearity is present, constructing robust inferences becomes complex as the variances and standard errors of the regression estimates increase, thus potentially leading to incorrect indications of the sign. Additionally, the t and F ratios, which are crucial for hypothesis testing, often lose their statistical significance in the presence of severe multicollinearity. This further underscores the importance of addressing this issue in multiple regression analysis.

Multicollinearity presents a challenge by causing an inflated variance in the estimated coefficient vectors, making interpreting parameter estimates difficult. This leads to unreliable statistical inferences and limits the ability to assess the impact of various economic factors on the dependent variable. To address this issue, ridge regression (RR) analysis is widely used. RR was introduced by Hoerl and Kennard [4], and it involves adding a positive value k , known as the ridge parameter, to the variance-covariance matrix. Alkhamisi et al. [5]; Alkhamisi and Shukur [6]; Khalaf and Shukur [7]; Kibria [8]; Manson and Shukur [3]; and Muniz and Kibria [9] have proposed different techniques for estimating k . These studies compared the performance of the RR estimator through simulations and found it to be an effective analysis method. Manson and Shukur [3] introduced the Poisson ridge regression estimator (PRRE) method for addressing multicollinearity and demonstrated that the PRRE outperformed the MLE method in Poisson regression analysis. Another approach to combat multicollinearity is the Liu estimator (LE) [10], which has gained popularity due to its linear function of the shrinkage parameter (d). Månsson et al. [11] extended this concept to propose the Poisson Liu regression (PLE) method, thereby showing its superior performance to the PRRE in Poisson regression analysis. Amin et al. [12] introduced the adjusted Liu estimator for Poisson regression, referred to as the PALE, which is a modified version of the one-parameter LE for linear regression models [13]. The PALE has proven effective in addressing multicollinearity challenges and is considered superior to both the PRRE and PLE methods in managing multicollinearity concerns, thereby enhancing the toolkit for robust statistical analysis according to the current literature.

Several research articles have suggested new two-parameter estimators for various regression models as a solution to the problem of multicollinearity. These articles have demonstrated that estimators relying on two parameters outperform those relying on only one parameter. Notable studies include those of Algamal and Abonazel [14]; Yang and Chang [15]; Abonazel et al. [16]; Omara [17]; and Abonazel et al. [18]. The objective of this article was to introduce a new modified two-parameter Liu estimator for the Poisson model, and to propose methods for selecting its parameters. Additionally, the maximum likelihood, ridge, Liu, and adjusted Liu estimators were compared with the proposed estimator.

The structure of this paper is as follows: Section 1 provides a definition of the Poisson distribution and its regression model. Section 2 introduces the PRRE, PLE, and PALE, as well as presents our proposed estimator. Section 3 offers theoretical comparisons of the proposed estimator and other estimators. Section 4 presents the optimal value of the biasing parameter. Section 5 discusses the simulation study conducted to evaluate the performance of the proposed estimator. Section 6 provides the results of the real-world application. Finally, Section 7 concludes the paper.

## 2. Methodology

### 2.1. Poisson Regression Model

The PRM was used to analyze data, which consist of counts. In this model, the response variable, denoted as $Y_{i}$, follows a Poisson distribution. The Poisson distribution is characterized by its probability density function, which is expressed as follows:

$$
\begin{equation*}
f\left(y_{i}\right)=\frac{\mu_{i}^{y_{i}} \exp \left(-\mu_{i}\right)}{y_{i}!} \quad y_{i}=0,1,2, \ldots \tag{1}
\end{equation*}
$$

where $\mu_{i}>0$ for all $i=1,2, \ldots, n$, and the expected value and the variance of $y_{i}$ are equal to $\mu_{i}$, i.e., $E\left(y_{i}\right)=\operatorname{var}\left(y_{i}\right)=\mu_{i}$. The expression for $\mu_{i}$ is represented using the canonical log link function and a linear combination of the explanatory variables. This can be written as $\mu_{i}=\exp \left(x_{i} \beta\right)$, where $x_{i}$ represents the ith row of the data matrix $X$. The data matrix $X$ has dimensions of $n \times(p+1)$, where n represents the number of observations and p the number of explanatory variables. The vector $\beta$ has dimensions of $(p+1) \times 1$ and contains the coefficients for the linear combination.

The maximum likelihood method is a widely recognized technique for estimating model parameters in the PRM. The log-likelihood function for the PRM is provided below.

$$
\begin{equation*}
\ell(\beta)=\sum_{i=1}^{n}\left[y_{i} x_{i} \beta-\exp \left(x_{i} \beta\right)-\log \left(y_{i}!\right)\right] \tag{2}
\end{equation*}
$$

The PMLE is determined by calculating the first derivative of Equation (2) and equating it to zero. This process can be expressed as follows:

$$
\begin{equation*}
S(\beta)=\frac{\partial \ell(\beta ; y)}{\partial \beta}=\sum_{i=1}^{n}\left[y_{i}-\exp \left(x_{i} \beta\right)\right] x_{i}=0 \tag{3}
\end{equation*}
$$

where it is given that Equation (3) presents a nonlinear relationship with respect to $\beta$. To overcome this nonlinearity, the iteratively weighted least squares (IWLS) algorithm can be employed. This algorithm allows for the estimation of the PMLE values for the Poisson regression parameters as follows:

$$
\begin{equation*}
\hat{\beta}_{\text {PMLE }}=(H)^{-1} X^{T} \hat{W} \hat{s}, \tag{4}
\end{equation*}
$$

where $H=X^{T} \hat{W} X, \hat{s}$ is an n-dimensional vector with the ith element $\hat{s}_{i}=\log \hat{\mu}_{i}+\frac{\left(y_{i}-\hat{\mu}_{i}\right)}{\hat{\mu}_{i}}$, and $\hat{W}=\operatorname{diag}\left[\hat{\mu}_{i}\right]$.

The MLE follows a normal distribution, with a covariance matrix that is equal to the inverse of the second derivative, which is given by

$$
\begin{equation*}
\operatorname{Cov}\left(\hat{\beta}_{\mathrm{PMLE}}\right)=\left[-E\left(\frac{\partial \ell}{\partial \beta_{j} \partial \beta_{j}^{T}}\right)\right]^{-1}=H^{-1} \tag{5}
\end{equation*}
$$

The mean square error can calculated as follows:

$$
\begin{equation*}
\operatorname{MSE}\left(\hat{\beta}_{\mathrm{PMLE}}\right)=E\left[\left(\hat{\beta}_{\mathrm{PMLE}}-\beta\right)^{T}\left(\hat{\beta}_{\mathrm{PMLE}}-\beta\right)\right]=\operatorname{trace}\left(G U^{-1} G^{T}\right)=\sum_{j=1}^{p+1} \frac{1}{u_{j}} \tag{6}
\end{equation*}
$$

Given the equation $U=\operatorname{diag}\left(u_{1}, u_{2}, \ldots, u_{p+1}\right)=G H G^{T}$, one can observe that $G$ represents an orthogonal matrix with its columns corresponding to the eigenvectors of the matrix $H$. Moreover, $u_{j}$ refers to the eigenvalue associated with the $j^{\text {th }}$ position of the matrix $H$.

The correlation of the predictor variables significantly affects the $H$ value, thus resulting in the high variance and instability of the PMLE estimator. The biased estimators proposed in the literature to deal with the multicollinearity problem in the PRM are addressed below.

### 2.2. Poisson Ridge Regression Estimator (PRRE)

In response to the multicollinearity issues in generalized linear models (GLMs), Segerstedt [19] introduced, inspired by Hoerl and Kannard [4], the RR estimator. Multi-
collinearity arises when explanatory variables in the PRM are correlated, which causes problems with MLE. To address this, Manson and Shukur [3] proposed the RR estimator for the PRM, thus offering a solution to the multicollinearity challenges. The formulation and characterization of the PRRE are as follows:

$$
\begin{equation*}
\hat{\beta}_{\text {PRRE }}=(H+k I)^{-1} H \hat{\beta}_{\text {PMLE }} \quad k>0 . \tag{7}
\end{equation*}
$$

The ridge parameter, denoted as k , and the identity matrix of order $(p+1) \times(p+1)$, denoted as I, play a crucial role in Equation (7). When k equals zero, the biased corrected PRRE is equivalent to the PMLE. To define the bias vector and covariance matrix in Equation (7), the following expressions are used:

$$
\begin{gather*}
\operatorname{Bias}\left(\hat{\beta}_{\text {PRRE }}\right)=E\left(\hat{\beta}_{\text {PRRE }}\right)-\beta=-k G U_{k}^{-1} \alpha  \tag{8}\\
\operatorname{Cov}\left(\hat{\beta}_{\text {PRRE }}\right)=E\left[\left(\hat{\beta}_{\text {PRRE }}-E\left(\hat{\beta}_{\text {PRRE }}\right)\right)\left(\hat{\beta}_{\text {PRRE }}-E\left(\hat{\beta}_{\text {PRRE }}\right)\right)^{T}\right]=G U_{k}^{-1} U U_{k}^{-1} G^{T} . \tag{9}
\end{gather*}
$$

The formulation of the MSE and the matrix mean square error (MMSE) related to the PRRE is as follows:

$$
\begin{align*}
\operatorname{MMSE}\left(\hat{\beta}_{\text {PRRE }}\right) & =\operatorname{Cov}\left(\hat{\beta}_{\text {PRRE }}\right)+\operatorname{Bias}\left(\hat{\beta}_{\text {PRRE }}\right) \operatorname{Bias}\left(\hat{\beta}_{\text {PRRE }}\right)^{T} \\
& =G U_{k}^{-1} U U_{k}^{-1} G^{T}+k^{2} G U_{k}^{-1} \alpha \alpha^{T} U_{k}^{-1} G^{T} . \tag{10}
\end{align*}
$$

In the given expression, the matrix $U_{k}$ is formed as a diagonal matrix $\operatorname{diag}\left(u_{1}+k\right.$, $\left.u_{2}+k, \ldots, u_{p}+k\right)$. Here, $k$ is added to each diagonal element $u_{j}$ of the original diagonal matrix $U$. Using the trace operator trace $(\cdot)$ in Equation (10), Manson and Shukur [3] introduced a formulation for the MSE of the PRRE. This MSE acts as a metric for evaluating the accuracy and precision of the PRRE in estimating true parameter values, even in the presence of multicollinearity and other influencing factors.

$$
\begin{align*}
\operatorname{MSE}\left(\hat{\beta}_{\text {PRRE }}\right) & =\operatorname{trace}\left(\operatorname{MMSE}\left(\hat{\beta}_{\mathrm{PRRE}}\right)\right) \\
& =\sum_{j=1}^{p+1} \frac{u_{j}}{\left(u_{j}+k\right)^{2}}+k^{2} \sum_{j=1}^{p+1} \frac{\alpha_{j}^{2}}{\left(u_{j}+k\right)^{2}} \tag{11}
\end{align*}
$$

where $\alpha$ represents the $j$ th element of the vector $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{p+1}\right)^{T}$. This vector is derived by multiplying the transpose of the matrix $G$ by the parameter vector $\beta=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{p+1}\right)^{T}$. The matrix $G$ is an orthogonal matrix composed of the eigenvectors of a particular matrix $H$.

### 2.3. Poisson Liu Estimator (PLE)

Månsson et al. [20] introduced an alternative estimator known as the PLE to address multicollinearity more effectively than the previously mentioned PRRE. The PLE is defined by the following equation:

$$
\begin{equation*}
\hat{\beta}_{\text {PLE }}=(H+I)^{-1}(H+d I) \hat{\beta}_{\text {PMLE }} \quad 0<d<1 . \tag{12}
\end{equation*}
$$

The behavior of the Liu estimator depends on the value of the shrinkage parameter, $d$, as follows:

- When $d=1$, the PLE is the same as the PMLE.
- When $d<1$, the PLE tends to produce parameter estimates that are closer to zero than the PMLE. This effect helps reduce the impact of multicollinearity in the data.
The formulae for the bias vector, covariance matrix, and MMSE related to the PLE are as follows:

$$
\begin{align*}
& \operatorname{Bias}\left(\hat{\beta}_{\text {PLE }}\right)=E\left(\hat{\beta}_{\text {PLE }}\right)-\beta=G(U+I)^{-1} \alpha(d-1)  \tag{13}\\
& \operatorname{Cov}\left(\hat{\beta}_{\text {PLE }}\right)= E\left[\left(\hat{\beta}_{\text {PLE }}-E\left(\hat{\beta}_{\text {PLE }}\right)\right)\left(\hat{\beta}_{\text {PLE }}-E\left(\hat{\beta}_{\text {PLE }}\right)\right)^{T}\right]  \tag{14}\\
&= G(U+I)^{-1}(U+d I) U^{-1}(U+d I)(U+I)^{-1} G^{T} \\
& \operatorname{MMSE}\left(\hat{\beta}_{\text {PLE }}\right)=\operatorname{Cov}\left(\hat{\beta}_{\text {PLE }}\right)+\operatorname{Bias}\left(\hat{\beta}_{\text {PLE }}\right) \operatorname{Bias}\left(\hat{\beta}_{\text {PLE }}\right)^{T} \\
&=G(U+I)^{-1}(U+d I) U^{-1}(U+d I)(U+I)^{-1} G^{T}  \tag{15}\\
&+(d-1)^{2} G(U+I)^{-1} \alpha \alpha^{T}(U+I)^{-1} G^{T} .
\end{align*}
$$

The MSE attributed to the PLE is expressed as follows:

$$
\begin{align*}
\operatorname{MSE}\left(\hat{\beta}_{\text {PLE }}\right) & =\operatorname{trace}\left(\operatorname{MMSE}\left(\hat{\beta}_{\text {PLE }}\right)\right) \\
& =\sum_{j=1}^{p+1} \frac{\left(u_{j}+d\right)^{2}}{u_{j}\left(u_{j}+1\right)^{2}}+(d-1)^{2} \sum_{j=1}^{p+1} \frac{\alpha_{j}^{2}}{\left(u_{j}+1\right)^{2}} \tag{16}
\end{align*}
$$

The Liu parameter, denoted as d , can be determined by taking the derivative of Equation (16) with respect to $d$ and setting it equal to zero. This process allows one to find the optimal value for the Liu parameter as follows:

$$
\begin{equation*}
d_{o p t}=\frac{\alpha_{j}^{2}-1}{\frac{1}{u_{j}}+\alpha_{j}^{2}} \tag{17}
\end{equation*}
$$

### 2.4. Poisson-Adjusted Liu Estimator (PALE)

Expanding on the work of Lukman et al. [13], Amin et al. [12] proposed a modified version of the Liu estimator designed for the Poisson regression model called the Poissonadjusted Liu estimator. This adaptation aimed to improve the effectiveness of the original Liu estimator when applied in the context of the Poisson model. The modified estimator is defined as follows:

$$
\begin{equation*}
\hat{\beta}_{\text {PALE }}=(H+I)^{-1}\left(H-d_{0} I\right) \hat{\beta}_{\text {PMLE }} \quad 0<d_{0}<1 \tag{18}
\end{equation*}
$$

The parameter $d_{0}$ is referred to as the adjusted Liu parameter. This modification significantly enhanced the effectiveness of the new PALE. The recommended estimator consistently achieves a lower MSE compared to the PMLE, PRRE, and PLE. The bias, covariance, and MMSE of the PALE can be expressed as follows:

$$
\begin{gather*}
\operatorname{Bias}\left(\hat{\beta}_{\text {PALE }}\right)=-\left(d_{0}+1\right) G(U+I)^{-1} \alpha  \tag{19}\\
\operatorname{Cov}\left(\hat{\beta}_{\text {PALE }}\right)=E\left[\left(\hat{\beta}_{\text {PALE }}-E\left(\hat{\beta}_{\text {PALE }}\right)\right)\left(\hat{\beta}_{\text {PALE }}-E\left(\hat{\beta}_{\text {PALE }}\right)\right)^{T}\right]  \tag{20}\\
= \\
\operatorname{MMSE}\left(\hat{\beta}_{\text {PALE }}\right)= \\
 \tag{21}\\
=\operatorname{Cov}\left(\hat{\beta}_{\text {PALE }}\right)+\operatorname{Bias}\left(\hat{\beta}_{\text {PALE }}\right) \operatorname{Bias}\left(\hat{\beta}_{\text {PALE }}\right)^{T}\left(U-d_{0} I\right) U^{-1}\left(U-d_{0} I\right)(U+I)^{-1} G^{T} \\
\\
+\left(d_{0}+1\right)^{2} G(U+I)^{-1} \alpha \alpha^{T}(U+I)^{-1} G^{T} .
\end{gather*}
$$

The MSE of the PALE can be defined as follows:

$$
\begin{align*}
\operatorname{MSE}\left(\hat{\beta}_{\text {PALE }}\right) & =\operatorname{trace}\left(\operatorname{MMSE}\left(\hat{\beta}_{\text {PALE }}\right)\right) \\
& =\sum_{j=1}^{p+1} \frac{\left(u_{j}-d_{0}\right)^{2}}{u_{j}\left(u_{j}+1\right)^{2}}+\left(d_{0}+1\right)^{2} \sum_{j=1}^{p+1} \frac{\alpha_{j}^{2}}{\left(u_{j}+1\right)^{2}} . \tag{22}
\end{align*}
$$

The procedure for determining the optimal value of $d_{0}$ involves calculating the partial derivative of Equation (22) with respect to $d_{0}$, setting it equal to zero, and then solving for $d_{0}$. The outcome provides the jth term for the biasing parameter as follows:

$$
\begin{equation*}
d_{0_{(o p t)}}=\frac{u_{j}\left(1-\alpha_{j}^{2}\right)}{1+u_{j} \alpha_{j}^{2}} . \tag{23}
\end{equation*}
$$

### 2.5. Proposed Poisson Modified Two-Parameter Liu Estimator (PMTPLE)

Based on the research conducted by Abonazel [21], we propose a modified twoparameter Liu estimator for the PRM. This modified estimator, referred to as the PMTPLE, is constructed using a pair of parameters $\left(k^{*}, d_{0}^{*}\right)$. The PMTPLE formulation is summarized as follows:

$$
\begin{equation*}
\hat{\beta}_{\text {PMTPLE }}=(H+I)^{-1}\left(H-\left(k^{*}+d_{0}^{*}\right) I\right) \hat{\beta}_{\text {PMLE }} ; \quad k^{*}>0,0<d_{0}^{*}<1 . \tag{24}
\end{equation*}
$$

The bias vector, variance-covariance matrix, and MSE matrix for the PMTPLE are given by the following expressions:

$$
\begin{align*}
& \operatorname{Bias}\left(\hat{\beta}_{\text {PMTPLE }}\right)=-\left(k^{*}+d_{0}^{*}+1\right) G(U+I)^{-1} \alpha  \tag{25}\\
\operatorname{Cov}\left(\hat{\beta}_{\text {PMTPLE }}\right)= & E\left[\left(\hat{\beta}_{\text {PMTPLE }}-E\left(\hat{\beta}_{\text {PMTPLE }}\right)\right)\left(\hat{\beta}_{\text {PMTPLE }}-E\left(\hat{\beta}_{\text {PMTPLE }}\right)\right)^{T}\right] \\
= & G(U+I)^{-1}\left(U-\left(k^{*}+d_{0}^{*}\right) I\right) U^{-1}(U+I)^{-1}\left(U-\left(k^{*}+d_{0}^{*}\right) I\right) G^{T} \\
\operatorname{MMSE}\left(\hat{\beta}_{\text {PMTPLE }}\right)= & \operatorname{Cov}\left(\hat{\beta}_{\text {PMTPLE }}\right)+\operatorname{Bias}\left(\hat{\beta}_{\text {PMTPLE }}\right) \operatorname{Bias}\left(\hat{\beta}_{\text {PMTPLE }}\right)^{T} \\
= & G(U+I)^{-1}\left(U-\left(k^{*}+d_{0}^{*}\right) I\right) U^{-1}(U+I)^{-1}\left(U-\left(k^{*}+d_{0}^{*}\right) I\right) G^{T}  \tag{26}\\
+ & \left(k^{*}+d_{0}^{*}+1\right)^{2} G(U+I)^{-1} \alpha \alpha^{T}(U+I)^{-1} G^{T} .
\end{align*}
$$

Then, the MSE of the PMTPLE is

$$
\begin{align*}
\operatorname{MSE}\left(\hat{\beta}_{\text {PMTPLE }}\right) & =\operatorname{trace}\left(\operatorname{MMSE}\left(\hat{\beta}_{\text {PMTPLE }}\right)\right) \\
& =\sum_{j=1}^{p+1} \frac{\left(u_{j}-\left(k^{*}+d_{0}^{*}\right)\right)^{2}}{u_{j}\left(u_{j}+1\right)^{2}}+\left(k^{*}+d_{0}^{*}+1\right)^{2} \sum_{j=1}^{p+1} \frac{\alpha_{j}^{2}}{\left(u_{j}+1\right)^{2}} . \tag{27}
\end{align*}
$$

Following Abonazel [21], we provide a definition for the optimal values of $k^{*}$ and $d_{0}^{*}$ for $\hat{\beta}_{\text {PMTPLE }}$ by equating the partial differentiation of $\operatorname{MSE}\left(\hat{\beta}_{\text {PMTPLE }}\right)$ with respect to $k^{*}$ and $d_{0}^{*}$ to zero. This yields the following equations:

$$
\begin{equation*}
k_{o p t}^{*}=\left(\frac{u_{j}\left(1-\alpha_{j}^{2}\right)}{\left.1+u_{j} \alpha_{j}^{2}\right)}\right)-d_{0}^{*} \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
d_{0_{(o p t)}}^{*}=\frac{u_{j}\left(1-\alpha_{j}^{2}\right)-k\left(1+u_{j} \alpha_{j}^{2}\right)}{1+u_{j} \alpha_{j}^{2}} . \tag{29}
\end{equation*}
$$

## 3. Comparison of the Estimators

In this section, we make theoretical comparisons between the above estimators based on the MMSE and extract the main conditions that make the proposed PMTPLE estimator more efficient than other estimators. The following lemma is useful for theoretical comparisons between the proposed PMTPLE estimator and other estimators.

Lemma 1. Assume two estimators for $\beta: \hat{\beta}_{1}=C_{1} y$ and $\hat{\beta}_{2}=C_{2} y$, where $C_{1}$ and $C_{2}$ are nonstochastic matrices. If the covariance matrix difference $D=\operatorname{Cov}\left(\hat{\beta}_{1}\right)-\operatorname{Cov}\left(\hat{\beta}_{2}\right)>0$, where $\operatorname{Cov}\left(\hat{\beta}_{1}\right)$ and $\operatorname{Cov}\left(\hat{\beta}_{2}\right)$ are the covariance matrices of $\hat{\beta}_{1}$ and $\hat{\beta}_{2}$, respectively, then $\operatorname{MMSE}\left(\hat{\beta}_{1}\right)-$ $\operatorname{MMSE}\left(\hat{\beta}_{2}\right)>0$ if and only if $b_{2}^{T}\left[D+b_{1} b_{1}^{T}\right]^{-1} b_{2}<1$. Here, $\operatorname{MMSE}\left(\hat{\beta}_{j}\right)=\operatorname{Cov}\left(\hat{\beta}_{j}\right)+b_{j} b_{j}^{T}$, with $b_{j}$ representing the bias vector of $\hat{\beta}_{j}$ for $j=1,2$, as discussed by [22].

Theorem 1. $\operatorname{MMSE}\left(\hat{\beta}_{P M L E}\right)-\operatorname{MMSE}\left(\hat{\beta}_{P M T P L E}\right)>0$, if and only if $A^{T}\left[D_{1}\right]^{-1} A<1$, and $\left(u_{j}+1\right)^{2}-\left(u_{j}-k^{*}-d_{0}^{*}\right)^{2}>0$ for $k^{*}>0$ and $0<d_{0}^{*}<1$, where $D_{1}=\operatorname{Cov}\left(\hat{\beta}_{P M L E}\right)-$ $\operatorname{Cov}\left(\hat{\beta}_{\text {PMTPLE }}\right), A=-\left(k^{*}+d_{0}^{*}+1\right) G(U+I)^{-1} \alpha$.

## Proof.

$$
\begin{aligned}
D_{1}=\operatorname{Cov}\left(\hat{\beta}_{\text {PMLE }}\right)-\operatorname{Cov}\left(\hat{\beta}_{\text {PMTPLE }}\right)= & \\
= & G\left[U^{-1}-(U+I)^{-1}\left(U-\left(k^{*}+d_{0}^{*}\right) I\right) U^{-1}\left(U-\left(k^{*}+d_{0}^{*}\right) I\right)\right. \\
& \left.\times(U+I)^{-1}\right] G^{T} \\
= & G \operatorname{diag}\left[\frac{1}{u_{j}}-\frac{\left(u_{j}-k^{*}-d_{0}^{*}\right)^{2}}{u_{j}\left(u_{j}+1\right)^{2}}\right]_{j=1}^{p+1} G^{T} \\
= & G \operatorname{diag}\left[\frac{\left(u_{j}+1\right)^{2}-\left(u_{j}-k^{*}-d_{0}^{*}\right)^{2}}{u_{j}\left(u_{j}+1\right)^{2}}\right]_{j=1}^{p+1} G^{T} .
\end{aligned}
$$

Using Lemma (1), $\operatorname{MMSE}\left(\hat{\beta}_{\text {PMLE }}\right)-\operatorname{MMSE}\left(\hat{\beta}_{\text {PMTPLE }}\right)>0$, if and only if $A^{T}\left[D_{1}\right]^{-1} A<$ 1 , under the assumption that $D_{1}$ is a positive definite ( pd ) matrix $\left(D_{1}>0\right)$. Therefore $D_{1}>0$, if $U^{-1}-(U+I)^{-1}\left(U-\left(k^{*}+d_{0}^{*}\right) I\right) U^{-1}\left(U-\left(k^{*}+d_{0}^{*}\right) I\right)(U+I)^{-1}>0$, and this is achieved when $\left(u_{j}+1\right)^{2}-\left(u_{j}-k^{*}-d_{0}^{*}\right)^{2}>0$ for $k^{*}>0$ and $0<d_{0}^{*}<1$. This means that $\hat{\beta}_{\text {PMTPLE }}$ is favored over $\hat{\beta}_{\text {PMLE }}$ if and only if $A^{T}\left[D_{1}\right]^{-1} A<1$ and $\left(u_{j}+1\right)^{2}-\left(u_{j}-\right.$ $\left.k^{*}-d_{0}^{*}\right)^{2}>0$.

Theorem 2. $\operatorname{MMSE}\left(\hat{\beta}_{P R R E}\right)-\operatorname{MMSE}\left(\hat{\beta}_{P M T P L E}\right)>0$, if and only if $A^{T}\left[D_{2}+B B^{T}\right]^{-1} A<1$ and $u_{j}^{2}\left(u_{j}+1\right)^{2}-\left(u_{j}+k\right)^{2}\left(u_{j}-k^{*}-d_{0}^{*}\right)^{2}>0$ for $k>0, k^{*}>0$, and $0<d_{0}^{*}<1$, where $D_{2}=\operatorname{Cov}\left(\hat{\beta}_{P R R E}\right)-\operatorname{Cov}\left(\hat{\beta}_{\text {PMTPLE }}\right), B=-k G U_{k}^{-1} \alpha$.

## Proof.

$$
\begin{aligned}
D_{2}=\operatorname{Cov}\left(\hat{\beta}_{\text {PRRE }}\right)-\operatorname{Cov}\left(\hat{\beta}_{\text {PMTPLE }}\right)= & \\
= & G\left[U_{k}^{-1} U U_{k}^{-1}-(U+I)^{-1}\left(U-\left(k^{*}+d_{0}^{*}\right) I\right) U^{-1}(U-\right. \\
& \left.\left.\times\left(k^{*}+d_{0}^{*}\right) I\right)(U+I)^{-1}\right] G^{T} \\
= & G \operatorname{diag}\left[\frac{u_{j}}{\left(u_{j}+k\right)^{2}}-\frac{\left(u_{j}-k^{*}-d_{0}^{*}\right)^{2}}{u_{j}\left(u_{j}+1\right)^{2}}\right]_{j=1}^{p+1} G^{T} \\
= & G \operatorname{diag}\left[\frac{u_{j}^{2}\left(u_{j}+1\right)^{2}-\left(u_{j}+k\right)^{2}\left(u_{j}-k^{*}-d_{0}^{*}\right)^{2}}{u_{j}\left(u_{j}+1\right)^{2}\left(u_{j}+k\right)^{2}}\right]_{j=1}^{p+1} G^{T} .
\end{aligned}
$$

Using Lemma (1), $\operatorname{MMSE}\left(\hat{\beta}_{\text {PRRE }}\right)-\operatorname{MMSE}\left(\hat{\beta}_{P M T P L E}\right)>0$, if and only if $A^{T}\left[D_{2}+B B^{T}\right]^{-1} A<1$, under the assumption that $D_{2}=\operatorname{Cov}\left(\hat{\beta}_{\text {PRRE }}\right)-\operatorname{Cov}\left(\hat{\beta}_{\text {PMTPLE }}\right)>0$. Therefore, $D_{2}>0$, if $U_{k}^{-1} U U_{k}^{-1}-(U+I)^{-1}\left(U-\left(k^{*}+d_{0}^{*}\right) I\right) U^{-1}\left(U-\left(k^{*}+d_{0}^{*}\right) I\right)(U+$ $I)^{-1}>0$, and this is achieved when $u_{j}^{2}\left(u_{j}+1\right)^{2}-\left(u_{j}+k\right)^{2}\left(u_{j}-k^{*}-d_{0}^{*}\right)^{2}>0$ for $k>0$, $k^{*}>0$ and $0<d_{0}^{*}<1$. This means that $\hat{\beta}_{\text {PMTPLE }}$ is favored over $\hat{\beta}_{\text {PRRE }}$ if and only if $A^{T}\left[D_{2}+B B^{T}\right]^{-1} A<1$ and $u_{j}^{2}\left(u_{j}+1\right)^{2}-\left(u_{j}+k\right)^{2}\left(u_{j}-k^{*}-d_{0}^{*}\right)^{2}>0$ for $k>0, k^{*}>0$, and $0<d_{0}^{*}<1$.

Theorem 3. $\operatorname{MMSE}\left(\hat{\beta}_{P L E}\right)-\operatorname{MMSE}\left(\hat{\beta}_{P M T P L E}\right)>0$, if and only if $A^{T}\left[D_{3}+S S^{T}\right]^{-1} A<1$ and $\left(u_{j}+d\right)^{2}-\left(u_{j}-k^{*}-d_{0}^{*}\right)^{2}>0$ for $k^{*}>0$, and $0<d, d_{0}^{*}<1$, where $D_{3}=\operatorname{Cov}\left(\hat{\beta}_{P L E}\right)-$ $\operatorname{Cov}\left(\hat{\beta}_{\text {PMTPLE }}\right), S=G(U+I)^{-1} \alpha(d-1)$.

## Proof.

$$
\begin{aligned}
D_{3}=\operatorname{Cov}\left(\hat{\beta}_{\text {PLE }}\right)-\operatorname{Cov}\left(\hat{\beta}_{\text {PMTPLE }}\right)= & \\
= & G\left[(U+I)^{-1}(U+d I) U^{-1}(U+d I)(U+I)^{-1}-(U+I)^{-1}\right. \\
& \left.\times\left(U-\left(k^{*}+d_{0}^{*}\right) I\right) U^{-1}\left(U-\left(k^{*}+d_{0}^{*}\right) I\right)(U+I)^{-1}\right] G^{T} \\
= & G \operatorname{diag}\left[\frac{\left(u_{j}+d\right)^{2}}{u_{j}\left(u_{j}+1\right)^{2}}-\frac{\left(u_{j}-k^{*}-d_{0}^{*}\right)^{2}}{u_{j}\left(u_{j}+1\right)^{2}}\right]_{j=1}^{p+1} G^{T} \\
= & G \operatorname{diag}\left[\frac{\left(u_{j}+d\right)^{2}-\left(u_{j}-k^{*}-d_{0}^{*}\right)^{2}}{u_{j}\left(u_{j}+1\right)^{2}}\right]_{j=1}^{p+1} G^{T} .
\end{aligned}
$$

Using Lemma (1), $\operatorname{MMSE}\left(\hat{\beta}_{P L E}\right)-\operatorname{MMSE}\left(\hat{\beta}_{P M T P L E}\right)>0$, if and only if $A^{T}\left[D_{3}+S S^{T}\right]^{-1} A<1$, under the assumption that $D_{3}>0$. Therefore, $D_{3}>0$, if $(U+$ $I)^{-1}(U+d I) U^{-1}(U+d I)(U+I)^{-1}-(U+I)^{-1}\left(U-\left(k^{*}+d_{0}^{*}\right) I\right) U^{-1}\left(U-\left(k^{*}+d_{0}^{*}\right) I\right)(U+$ $I)^{-1}>0$, and this is achieved when $\left(u_{j}+d\right)^{2}-\left(u_{j}-k^{*}-d_{0}^{*}\right)^{2}>0$ for $k, k^{*}>0$, and $0<$ $d, d_{0}^{*}<1$. This means that $\hat{\beta}_{\text {PMTPLE }}$ is favored over $\hat{\beta}_{\text {PLE }}$ if and only if $A^{T}\left[D_{3}+S S^{T}\right]^{-1} A<1$ and $\left(u_{j}+d\right)^{2}-\left(u_{j}-k^{*}-d_{0}^{*}\right)^{2}>0$ for $k^{*}>0$, and $0<d, d_{0}^{*}<1$.

Theorem 4. $\operatorname{MMSE}\left(\hat{\beta}_{\text {PALE }}\right)-\operatorname{MMSE}\left(\hat{\beta}_{\text {PMTPLE }}\right)>0$, if and only if $A^{T}\left[D_{4}+N N^{T}\right]^{-1} A<1$ and $\left(u_{j}-d_{0}\right)^{2}-\left(u_{j}-k^{*}-d_{0}^{*}\right)^{2}>0$ for $k^{*}>0$, and $0<d_{0}, d_{0}^{*}<1$, where $D_{4}=\operatorname{Cov}\left(\hat{\beta}_{\text {PALE }}\right)-$ $\operatorname{Cov}\left(\hat{\beta}_{\text {PMTPLE }}\right), N=-\left(d_{0}+1\right) G(U+I)^{-1} \alpha$.

## Proof.

$$
\begin{aligned}
D_{4}=\operatorname{Cov}\left(\hat{\beta}_{\text {PALE }}\right)-\operatorname{Cov}\left(\hat{\beta}_{\text {PMTPLE }}\right)= & \\
= & G\left[(U+I)^{-1}\left(U-d_{0} I\right) U^{-1}\left(U-d_{0} I\right)(U+I)^{-1}-(U+I)^{-1}\right. \\
& \left.\times\left(U-\left(k^{*}+d_{0}^{*}\right) I\right) U^{-1}\left(U-\left(k^{*}+d_{0}^{*}\right) I\right)(U+I)^{-1}\right] G^{T} \\
= & G \operatorname{diag}\left[\frac{\left(u_{j}-d_{0}\right)^{2}}{u_{j}\left(u_{j}+1\right)^{2}}-\frac{\left(u_{j}-k^{*}-d_{0}^{*}\right)^{2}}{u_{j}\left(u_{j}+1\right)^{2}}\right]_{j=1}^{p+1} G^{T} \\
= & G \operatorname{diag}\left[\frac{\left(u_{j}-d_{0}\right)^{2}-\left(u_{j}-k^{*}-d_{0}^{*}\right)^{2}}{u_{j}\left(u_{j}+1\right)^{2}}\right]_{j=1}^{p+1} G^{T} .
\end{aligned}
$$

Using Lemma (1), MMSE $\left(\hat{\beta}_{\text {PALE }}\right)-\operatorname{MMSE}\left(\hat{\beta}_{\text {PMTPLE }}\right)>0$, if and only if $A^{T}\left[D_{4}+N N^{T}\right]^{-1} A<1$, under the assumption that $D_{4}>0$. Therefore, $D_{4}>0$, if $(U+$ I) $)^{-1}\left(U-d_{0} I\right) U^{-1}\left(U-d_{0} I\right)(U+I)^{-1}-(U+I)^{-1}\left(U-\left(k^{*}+d_{0}^{*}\right) I\right) U^{-1}\left(U-\left(k^{*}+d_{0}^{*}\right) I\right)(U+$ I) $)^{-1}>0$, and this is achieved when $\left(u_{j}-d_{0}\right)^{2}-\left(u_{j}-k^{*}-d_{0}^{*}\right)^{2}>0$ for $k^{*}>0,0<d_{0}^{*}<1$, and $0<d_{0}<1$. This means that $\hat{\beta}_{\text {PMTPLE }}$ is favored over $\hat{\beta}_{\text {PALE }}$ if and only if $A^{T}\left[D_{4}+\right.$ $\left.N N^{T}\right]^{-1} A<1$ and $\left(u_{j}-d_{0}\right)^{2}-\left(u_{j}-k^{*}-d_{0}^{*}\right)^{2}>0$ for $k^{*}>0$, and $0<d_{0}, d_{0}^{*}<1$.

## 4. Selection of the Biasing Parameter

### 4.1. Ridge Parameter

Given the abundance in the literature addressing multicollinearity in the PRM, the optimal value of k for ridge regression is used, as outlined in the relevant scholarly works.

According to Lukman et al. [23] and Aladeitan et al. [24], the preferred value of k can be determined as follows:

$$
\begin{equation*}
\hat{k}_{1}=\left(\frac{1}{\hat{\alpha}_{\max }^{2}}\right) . \tag{30}
\end{equation*}
$$

Amin et al. [12] proposed an alternative optimal value of k :

$$
\begin{equation*}
\hat{k}_{2}=\left(\frac{1}{\sum_{j=1}^{p+1} \hat{\alpha}_{j}^{2}}\right) . \tag{31}
\end{equation*}
$$

Furthermore, Kibria et al. [25]; Ertan and Akay [26]; Akay and Ertan [27]; and Türkan and Özel [28] used the optimal value of $k$, which is described by the following equation:

$$
\begin{equation*}
\hat{k}_{3}=\max _{j}\left(\frac{\hat{\sigma}^{2}}{\hat{\alpha}_{j}^{2}}\right)^{-\frac{1}{2}} \quad ; \hat{\sigma}^{2}=\frac{\sum_{j=1}^{n}\left(y_{i}-\hat{\mu}\right)}{n-p-1} . \tag{32}
\end{equation*}
$$

### 4.2. Liu Parameter

According to the research conducted by Akay and Ertan [27], Qasim et al. [29], Amin et al. [12], Abonazel et al. [16], and Lukman et al. [23], the optimal value of $d$ can be determined as follows:

$$
\begin{gather*}
\hat{d}_{1}=\max _{j}\left(0, \frac{1}{p+1} \sum_{j=1}^{p+1}\left(\frac{\hat{\alpha}_{j}^{2}-1}{\max _{j}\left(\frac{1}{u_{j}}\right)+\max _{j}\left(\hat{\alpha}_{j}^{2}\right)}\right)\right)  \tag{33}\\
\hat{d}_{2}=\max _{j}\left(0, \min _{j}\left(\frac{\hat{\alpha}_{j}^{2}-1}{\max _{j}\left(\frac{1}{u_{j}}\right)+\max _{j}\left(\hat{\alpha}_{j}^{2}\right)}\right)\right) . \tag{34}
\end{gather*}
$$

### 4.3. Adjusted Liu Parameter

Lukman et al. [13], Amin et al. [12], and Abonazel et al. [16] determined the most suitable value of $d_{0}$ as follows:

$$
\begin{equation*}
\hat{d}_{0}=\max _{j}\left(0, \min _{j}\left(\frac{u_{j}\left(1-\hat{\alpha}_{j}^{2}\right)}{1+\left(u_{j} \hat{\alpha}_{j}^{2}\right)}\right)\right) . \tag{35}
\end{equation*}
$$

### 4.4. Proposed Estimator Parameters

Based on the research conducted by Abonazel et al. [16] and Abonazel [21], we suggest using the estimator $\hat{d}_{0}^{*}$ for the $d_{0}^{*}$ parameter in the PMTPLE. This can be achieved by incorporating the value of $\hat{d}_{0}^{*}$ within Equation (29), as outlined below:

$$
\begin{equation*}
\hat{d}_{0}^{*}=\max _{j}\left(0, \min _{j}\left(\frac{\left(u_{\min }\right)\left(1-\hat{\alpha}_{\min }^{2}\right)-\hat{k}\left(1+u_{j} \hat{\alpha}_{j}^{2}\right)}{1+u_{j} \hat{\alpha}_{j}^{2}}\right)\right) \tag{36}
\end{equation*}
$$

when it is given that $\hat{k}=\min _{j}\left(\frac{1}{\hat{\alpha}_{j}^{2}}\right)$.
Initially, the most suitable value of $k^{*}$ can be used as the value of $k$ in the ridge estimator for the modified two-parameter Liu estimator as follows:

$$
\begin{align*}
& \hat{k}_{1, d_{0}}^{*}=\hat{k}_{1}  \tag{37}\\
& \hat{k}_{2, d_{0}}^{*}=\hat{k}_{2} . \tag{38}
\end{align*}
$$

Given that $0<\hat{d}_{0}^{*}<1$, one can substitute $\hat{d}_{2}$ for $\hat{d}_{0}^{*}$ to calculate the value of $k^{*}$. Therefore, we propose defining the parameter $k^{*}$ as follows:

$$
\begin{gather*}
\hat{k}_{3, d_{0}}^{*}=\left(\frac{\min _{j}\left(u_{j}\right)\left(1-\min _{j}\left(\hat{\alpha}_{j}^{2}\right)\right)}{1+\min _{j}\left(u_{j}\right) \operatorname{mean}_{j}\left(\hat{\alpha}_{j}^{2}\right)}\right)-\hat{d}_{2}  \tag{39}\\
\hat{k}_{4, d_{0}}^{*}=\left(\frac{p+1}{\sum_{j=1}^{p+1}\left[\left(\frac{1}{u_{j}}\right)+2 \hat{\alpha}_{j}^{2}\right]}\right)-\hat{d}_{2}  \tag{40}\\
\hat{k}_{5, d_{0}}^{*}=\left(\frac{1}{\min _{j}\left(1+u_{j} \hat{\alpha}_{j}^{2}\right)}\right)-\hat{d_{2}} . \tag{41}
\end{gather*}
$$

## 5. Monte Carlo Simulation

### 5.1. Simulation Design

In this section, we present the Monte Carlo simulation study that was conducted to evaluate the performance of the different estimators in the context of a Poisson regression model when dealing with multicollinearity. This study involved generating a response variable based on a Poisson distribution [12,23], where the mean $\left(\mu_{i}\right)$ is represented as $\exp \left(x_{i} \beta\right)$, the variable $i$ ranges from 1 to $n$, and $\beta$ consists of coefficients ( $\beta_{1}, \beta_{2}, \ldots, \beta_{p+1}$ ). The matrix $X$ represents the design matrix, and $x_{i}$ corresponds to the $i$ th row of this matrix. The explanatory variables were obtained from McDonald and Galarneau [30] and obeyed the following pattern:

$$
x_{i j}=\left(1-\rho^{2}\right)^{1 / 2} Q_{i j}+\rho Q_{i, p+1}, \quad i=1, \ldots, n ; \quad j=2, \ldots, p+1
$$

In this equation, $Q_{i j}$ is derived from a standard normal distribution, while $\rho^{2}$ represents the correlation between explanatory variables. The impact of $\rho$ was examined by considering different values of $0.85,0.90,0.95$, and 0.99 . Mean functions were established for scenarios with $3,6,9$, and 12 explanatory variables. The intercept $\left(\beta_{1}\right)$ values were strategically set to $-1,0$, and 1 , which influenced the average intensity of the Poisson process. The slope coefficients were chosen such that $\sum_{j=2}^{p} \beta_{j}^{2}=1$ and $\beta_{2}=\ldots=\beta_{p+1}$ across
various sample sizes ( $50,100,150,200,250,300$, and 400 ). The simulation experiments were conducted using the R programming language. For each replicate, the MSE of the estimators was calculated using the following formula:

$$
\begin{equation*}
\operatorname{MSE}\left(\beta^{*}\right)=\frac{1}{1000} \sum_{l=1}^{1000}\left(\beta_{l}^{*}-\beta\right)^{T}\left(\beta_{l}^{*}-\beta\right) . \tag{42}
\end{equation*}
$$

Here, $\beta_{l}^{*}$ represents the vector of estimated values for the $l$ th simulation experiment of one of the four estimators (PMLE, PRRE, PLE, and PMTPLE), and the estimator with the lowest MSE is considered the most suitable.

### 5.2. Simulation Results

To organize the presentation of the simulation results, Tables $1-6$ show the MSE values for each estimator in the case of $p=3$ and $p=6$. Meanwhile, the results for the case of $p=9$ and $p=12$ are listed in Tables S1-S6 in the Supplementary Material section. The smallest MSE value in each row is highlighted in bold. The results of the simulation study provide a comprehensive analysis of the performance of the different estimators for the PRM when dealing with multicollinearity. The results offer valuable insights into the challenges and potential solutions for parameter estimation in complex regression scenarios. It is important to note that the PMLE consistently underperforms in these scenarios, thus indicating the need for caution or alternative approaches when multicollinearity is a concern. One of the key findings from this study was the significant impact of multicollinearity ( $\rho$ ) on estimation accuracy. As the level of multicollinearity increased, all the estimators experienced an observable increase in MSE. This confirmed the well-established notion that multicollinearity adversely affects the precision of parameter estimation. Researchers should be aware of this effect and consider strategies to mitigate multicollinearity's influence on their models. An increasing sample size ( $n$ ) was identified as a critical factor for improving estimation accuracy, as larger sample sizes consistently led to a decrease in the MSE across all estimators. This emphasized the importance of having ample data when aiming for precise parameter estimates. Another noteworthy observation was the impact of the number of explanatory variables $(p)$ on the simulated MSE. As the number of explanatory variables increased from 3 to 12, the MSE rose across all estimators. This suggested that additional variables introduce higher levels of multicollinearity. While the effect of changing the intercept value $\left(\beta_{1}\right)$ was modest compared to that of other factors, shifting $\beta_{1}$ from -1 to +1 resulted in a decrease in the MSE. Furthermore, the proposed estimator consistently outperformed other estimators, such as the PMLE, PRRE, PLE, and PALE, across various sample sizes ( $n$ ), numbers of explanatory variables ( $p$ ), levels of multicollinearity $(\rho)$, and intercept values $\left(\beta_{1}\right)$. The proposed estimator, PMTPLE, demonstrated superior performance in the presence of multicollinearity. Additionally, though $\hat{k}_{1, d_{0}}^{*}$ and $\hat{k}_{2, d_{0}}^{*}$ were used for the proposed estimator, the approach still offered more favorable values in terms of MSE, thus making it a reliable choice for researchers facing similar regression challenges. However, it is important to note that the PMTPLE works for all values of $k^{*}\left(\hat{k}_{1, d_{0}}^{*}, \hat{k}_{2, d_{0}}^{*}, \hat{k}_{3, d_{0}}, \hat{k}_{4, d_{0}}\right.$, and $\left.\hat{k}_{5, d_{0}}\right)$. Interestingly, $\hat{k}_{3, d_{0}}$ emerged as the most effective choice across the various scenarios as it consistently yielded the minimum MSE. This highlighted the robust and optimal performance of $\hat{k}_{3, d_{0}}$, which was related to the PMTPLE and arose from its derivative of the MSE.

Table 1. Computed MSE for the difference estimators $p=3$ and $\beta_{1}=-1$.

| $\rho$ | $n$ | PMLE | PRRE |  |  | PLE |  | PMTPLE |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\hat{k}_{1}$ | $\hat{k}_{2}$ | $\hat{k}_{3}$ | $\hat{d}_{1}$ | $\hat{d}_{2}$ | PALE | $\hat{k}_{1, d_{0}}^{*}$ | $\hat{k}_{2, d_{0}}^{*}$ | $\hat{k}_{3, d_{0}}^{*}$ | $\hat{k}_{4, d_{0}}^{*}$ | $\hat{k}_{5, d_{0}}^{*}$ |
| 0.85 | 50 | 0.67563 | 0.49253 | 0.56180 | 0.27644 | 0.38134 | 0.36917 | 0.36789 | 0.27391 | 0.31304 | 0.25728 | 0.27598 | 0.26304 |
|  | 100 | 0.21563 | 0.19059 | 0.19935 | 0.15853 | 0.17618 | 0.17612 | 0.17599 | 0.15769 | 0.16454 | 0.14582 | 0.15531 | 0.15755 |
|  | 150 | 0.12519 | 0.11485 | 0.11923 | 0.10758 | 0.11057 | 0.11057 | 0.11056 | 0.10309 | 0.10644 | 0.10075 | 0.10316 | 0.10660 |
|  | 200 | 0.09303 | 0.08927 | 0.09018 | 0.08341 | 0.08617 | 0.08617 | 0.08619 | 0.08347 | 0.08415 | 0.08068 | 0.08252 | 0.08334 |
|  | 250 | 0.07535 | 0.07235 | 0.07341 | 0.06904 | 0.07060 | 0.07060 | 0.07060 | 0.06839 | 0.06923 | 0.06736 | 0.06814 | 0.06959 |
|  | 300 | 0.06565 | 0.06348 | 0.06410 | 0.06055 | 0.06194 | 0.06194 | 0.06194 | 0.06033 | 0.06082 | 0.05892 | 0.05989 | 0.06081 |
|  | 400 | 0.03713 | 0.03636 | 0.03666 | 0.03562 | 0.03593 | 0.03593 | 0.03593 | 0.03540 | 0.03562 | 0.03534 | 0.03540 | 0.03581 |
| 0.90 | 50 | 0.60222 | 0.44454 | 0.50659 | 0.29022 | 0.36222 | 0.35466 | 0.35295 | 0.26536 | 0.30353 | 0.25249 | 0.26896 | 0.26101 |
|  | 100 | 0.25841 | 0.21998 | 0.23369 | 0.18755 | 0.20016 | 0.19998 | 0.19983 | 0.17182 | 0.18256 | 0.15578 | 0.16867 | 0.17247 |
|  | 150 | 0.19755 | 0.17716 | 0.18407 | 0.15815 | 0.16576 | 0.16570 | 0.16563 | 0.14947 | 0.15524 | 0.13616 | 0.14643 | 0.14932 |
|  | 200 | 0.08574 | 0.08042 | 0.08289 | 0.07862 | 0.07916 | 0.07916 | 0.07911 | 0.07497 | 0.07698 | 0.07327 | 0.07512 | 0.07728 |
|  | 250 | 0.07492 | 0.07149 | 0.07258 | 0.06902 | 0.06973 | 0.06973 | 0.06973 | 0.06676 | 0.06772 | 0.06315 | 0.06590 | 0.06715 |
|  | 300 | 0.05873 | 0.05630 | 0.05732 | 0.05550 | 0.05556 | 0.05556 | 0.05556 | 0.05350 | 0.05439 | 0.05214 | 0.05334 | 0.05479 |
|  | 400 | 0.04105 | 0.03990 | 0.04029 | 0.03925 | 0.03937 | 0.03937 | 0.03937 | 0.03838 | 0.03872 | 0.03731 | 0.03814 | 0.03886 |
| 0.95 | 50 | 1.78215 | 1.05867 | 1.30207 | 0.30009 | 0.60241 | 0.51879 | 0.51679 | 0.28278 | 0.37181 | 0.29233 | 0.29500 | 0.19406 |
|  | 100 | 0.56284 | 0.42416 | 0.47810 | 0.29171 | 0.35681 | 0.35361 | 0.35313 | 0.25844 | 0.29863 | 0.23054 | 0.25796 | 0.25004 |
|  | 150 | 0.29915 | 0.25237 | 0.26873 | 0.21524 | 0.22922 | 0.22900 | 0.22878 | 0.19247 | 0.20603 | 0.16943 | 0.18743 | 0.19110 |
|  | 200 | 0.21915 | 0.19498 | 0.20219 | 0.17047 | 0.18077 | 0.18076 | 0.18076 | 0.16060 | 0.16690 | 0.14052 | 0.15506 | 0.15808 |
|  | 250 | 0.17503 | 0.15909 | 0.16346 | 0.14222 | 0.14950 | 0.14950 | 0.14950 | 0.13594 | 0.13981 | 0.12062 | 0.13138 | 0.13474 |
|  | 300 | 0.16159 | 0.14822 | 0.15181 | 0.13406 | 0.14021 | 0.14021 | 0.14021 | 0.12866 | 0.13188 | 0.11463 | 0.12455 | 0.12757 |
|  | 400 | 0.08576 | 0.08187 | 0.08282 | 0.07799 | 0.07944 | 0.07944 | 0.07944 | 0.07595 | 0.07682 | 0.07062 | 0.07442 | 0.07562 |
| 0.99 | 50 | 7.82841 | 3.98900 | 4.75012 | 0.22122 | 0.93033 | 0.36081 | 0.36061 | 0.21201 | 0.21070 | 0.19707 | 0.16603 | 1.51426 |
|  | 100 | 2.44535 | 1.34157 | 1.69238 | 0.26887 | 0.65236 | 0.50147 | 0.50084 | 0.22091 | 0.32303 | 0.25868 | 0.24074 | 0.10096 |
|  | 150 | 1.36222 | 0.81568 | 1.01303 | 0.35674 | 0.53125 | 0.48827 | 0.48789 | 0.25109 | 0.34941 | 0.26533 | 0.27042 | 0.16967 |
|  | 200 | 1.00792 | 0.64721 | 0.78655 | 0.36658 | 0.47747 | 0.46099 | 0.46077 | 0.26361 | 0.34925 | 0.25663 | 0.27779 | 0.21929 |
|  | 250 | 0.80647 | 0.54583 | 0.64374 | 0.34037 | 0.42061 | 0.41277 | 0.41276 | 0.25668 | 0.32187 | 0.23404 | 0.26079 | 0.22371 |
|  | 300 | 0.75357 | 0.52857 | 0.61419 | 0.33920 | 0.41702 | 0.40992 | 0.40992 | 0.26792 | 0.32745 | 0.24116 | 0.26984 | 0.24271 |
|  | 400 | 0.40385 | 0.32501 | 0.35402 | 0.26892 | 0.28710 | 0.28663 | 0.28663 | 0.22520 | 0.24930 | 0.19351 | 0.21939 | 0.22089 |

Table 2. Computed MSE for the difference estimators $p=3$ and $\beta_{1}=0$.

| $\rho$ | $n$ | PMLE | PRRE |  |  | PLE |  | PALE | PMTPLE |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\hat{k}_{1}$ | $\hat{k}_{2}$ | $\hat{k}_{3}$ | $\hat{d}_{1}$ | $\hat{d}_{2}$ |  | $\hat{k}_{1, d_{0}}^{*}$ | $\hat{k}_{2, d_{0}}^{*}$ | $\hat{k}_{3, d_{0}}^{*}$ | $\hat{k}_{4, d_{0}}^{*}$ | $\hat{k}_{5, d_{0}}^{*}$ |
| 0.85 | 50 | 0.23444 | 0.18802 | 0.20481 | 0.20504 | 0.19318 | 0.19314 | 0.18613 | 0.15169 | 0.16770 | 0.12830 | 0.14820 | 0.16812 |
|  | 100 | 0.07919 | 0.07386 | 0.07516 | 0.07599 | 0.07451 | 0.07451 | 0.07384 | 0.06940 | 0.07068 | 0.06188 | 0.06725 | 0.07151 |
|  | 150 | 0.04793 | 0.04591 | 0.04636 | 0.04691 | 0.04616 | 0.04616 | 0.04590 | 0.04421 | 0.04466 | 0.04097 | 0.04326 | 0.04520 |
|  | 200 | 0.03396 | 0.03301 | 0.03321 | 0.03347 | 0.03314 | 0.03314 | 0.03301 | 0.03221 | 0.03241 | 0.03055 | 0.03173 | 0.03262 |
|  | 250 | 0.02696 | 0.02630 | 0.02645 | 0.02663 | 0.02640 | 0.02640 | 0.02630 | 0.02576 | 0.02591 | 0.02464 | 0.02544 | 0.02611 |
|  | 300 | 0.02403 | 0.02352 | 0.02363 | 0.02377 | 0.02359 | 0.02359 | 0.02352 | 0.02310 | 0.02321 | 0.02218 | 0.02284 | 0.02333 |
|  | 400 | 0.01378 | 0.01362 | 0.01365 | 0.01370 | 0.01364 | 0.01364 | 0.01362 | 0.01349 | 0.01351 | 0.01318 | 0.01339 | 0.01358 |
| 0.90 | 50 | 0.20725 | 0.17038 | 0.18223 | 0.18547 | 0.17414 | 0.17414 | 0.16989 | 0.14086 | 0.15225 | 0.11652 | 0.13522 | 0.15259 |
|  | 100 | 0.08739 | 0.07921 | 0.08120 | 0.08316 | 0.08006 | 0.08006 | 0.07915 | 0.07232 | 0.07428 | 0.06235 | 0.06923 | 0.07532 |
|  | 150 | 0.06653 | 0.06250 | 0.06336 | 0.06446 | 0.06292 | 0.06292 | 0.06248 | 0.05904 | 0.05989 | 0.05292 | 0.05714 | 0.06064 |
|  | 200 | 0.03367 | 0.03274 | 0.03287 | 0.03318 | 0.03280 | 0.03280 | 0.03274 | 0.03190 | 0.03202 | 0.03001 | 0.03129 | 0.03229 |
|  | 250 | 0.02643 | 0.02580 | 0.02587 | 0.02611 | 0.02584 | 0.02584 | 0.02580 | 0.02523 | 0.02530 | 0.02384 | 0.02478 | 0.02545 |
|  | 300 | 0.02054 | 0.02016 | 0.02021 | 0.02036 | 0.02019 | 0.02019 | 0.02016 | 0.01982 | 0.01986 | 0.01897 | 0.01954 | 0.02000 |
|  | 400 | 0.01513 | 0.01491 | 0.01494 | 0.01503 | 0.01493 | 0.01493 | 0.01491 | 0.01472 | 0.01474 | 0.01422 | 0.01456 | 0.01482 |
| 0.95 | 50 | 0.60222 | 0.37357 | 0.45932 | 0.40730 | 0.36263 | 0.36212 | 0.34440 | 0.19653 | 0.26673 | 0.18277 | 0.20958 | 0.23705 |
|  | 100 | 0.19604 | 0.16306 | 0.17314 | 0.17548 | 0.16599 | 0.16599 | 0.16253 | 0.13572 | 0.14554 | 0.11000 | 0.12915 | 0.14732 |
|  | 150 | 0.10857 | 0.09741 | 0.10019 | 0.10288 | 0.09863 | 0.09863 | 0.09734 | 0.08802 | 0.09076 | 0.07459 | 0.08395 | 0.09198 |
|  | 200 | 0.07946 | 0.07352 | 0.07491 | 0.07641 | 0.07423 | 0.07423 | 0.07349 | 0.06849 | 0.06987 | 0.05999 | 0.06595 | 0.07077 |
|  | 250 | 0.06981 | 0.06537 | 0.06641 | 0.06756 | 0.06596 | 0.06596 | 0.06535 | 0.06166 | 0.06269 | 0.05501 | 0.05969 | 0.06348 |
|  | 300 | 0.05926 | 0.05584 | 0.05660 | 0.05752 | 0.05629 | 0.05629 | 0.05583 | 0.05297 | 0.05373 | 0.04757 | 0.05137 | 0.05435 |
|  | 400 | 0.03273 | 0.03177 | 0.03193 | 0.03226 | 0.03187 | 0.03187 | 0.03177 | 0.03093 | 0.03108 | 0.02899 | 0.03033 | 0.03129 |
| 0.99 | 50 | 2.90423 | 1.51650 | 1.83488 | 0.41766 | 0.65613 | 0.51551 | 0.50512 | 0.23699 | 0.29268 | 0.22018 | 0.21521 | 0.10493 |
|  | 100 | 0.92609 | 0.53679 | 0.67077 | 0.50122 | 0.45370 | 0.44848 | 0.43317 | 0.20899 | 0.30452 | 0.19153 | 0.22778 | 0.22738 |
|  | 150 | 0.51184 | 0.33516 | 0.40087 | 0.38637 | 0.32999 | 0.32965 | 0.31630 | 0.19304 | 0.24986 | 0.16783 | 0.19875 | 0.23356 |
|  | 200 | 0.35921 | 0.25431 | 0.29190 | 0.29619 | 0.26033 | 0.26033 | 0.25014 | 0.17194 | 0.20673 | 0.14042 | 0.16928 | 0.20104 |
|  | 250 | 0.29711 | 0.21978 | 0.24665 | 0.25231 | 0.22602 | 0.22602 | 0.21714 | 0.15876 | 0.18423 | 0.12803 | 0.15371 | 0.18264 |
|  | 300 | 0.26960 | 0.20616 | 0.22816 | 0.23364 | 0.21196 | 0.21196 | 0.20448 | 0.15572 | 0.17678 | 0.12623 | 0.15029 | 0.17711 |
|  | 400 | 0.13770 | 0.11897 | 0.12393 | 0.12817 | 0.12082 | 0.12082 | 0.11883 | 0.10323 | 0.10813 | 0.08401 | 0.09745 | 0.10979 |

Table 3. Computed MSE for the difference estimators $p=3$ and $\beta_{1}=1$.

| $\rho$ | $n$ | PMLE | PRRE |  |  | PLE |  | PMTPLE |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\hat{k}_{1}$ | $\hat{k}_{2}$ | $\hat{k}_{3}$ | $\hat{d}_{1}$ | $\hat{d}_{2}$ | PALE | $\hat{k}_{1, d_{0}}^{*}$ | $\hat{k}_{2, d_{0}}^{*}$ | $\hat{k}_{3, d_{0}}^{*}$ | $\hat{k}_{4, d_{0}}^{*}$ | $\hat{k}_{5, d_{0}}^{*}$ |
| 0.85 | 50 | 0.08701 | 0.08415 | 0.08474 | 0.08428 | 0.08228 | 0.08228 | 0.08228 | 0.07962 | 0.08019 | 0.07507 | 0.07823 | 0.07947 |
|  | 100 | 0.02843 | 0.02816 | 0.02822 | 0.02819 | 0.02799 | 0.02799 | 0.02799 | 0.02774 | 0.02780 | 0.02727 | 0.02761 | 0.02773 |
|  | 150 | 0.01670 | 0.01660 | 0.01662 | 0.01662 | 0.01653 | 0.01653 | 0.01653 | 0.01644 | 0.01646 | 0.01626 | 0.01639 | 0.01648 |
|  | 200 | 0.01203 | 0.01198 | 0.01199 | 0.01199 | 0.01195 | 0.01195 | 0.01195 | 0.01191 | 0.01192 | 0.01182 | 0.01188 | 0.01190 |
|  | 250 | 0.01004 | 0.01001 | 0.01002 | 0.01002 | 0.00999 | 0.00999 | 0.00999 | 0.00996 | 0.00996 | 0.00990 | 0.00994 | 0.00996 |
|  | 300 | 0.00915 | 0.00912 | 0.00913 | 0.00913 | 0.00910 | 0.00910 | 0.00910 | 0.00908 | 0.00908 | 0.00903 | 0.00906 | 0.00908 |
|  | 400 | 0.00508 | 0.00507 | 0.00507 | 0.00507 | 0.00507 | 0.00507 | 0.00507 | 0.00506 | 0.00506 | 0.00505 | 0.00506 | 0.00506 |
| 0.90 | 50 | 0.07791 | 0.07528 | 0.07592 | 0.07572 | 0.07375 | 0.07375 | 0.07375 | 0.07130 | 0.07190 | 0.06729 | 0.07018 | 0.07096 |
|  | 100 | 0.03374 | 0.03317 | 0.03330 | 0.03331 | 0.03282 | 0.03282 | 0.03282 | 0.03228 | 0.03240 | 0.03126 | 0.03199 | 0.03228 |
|  | 150 | 0.02611 | 0.02581 | 0.02588 | 0.02590 | 0.02564 | 0.02564 | 0.02564 | 0.02536 | 0.02542 | 0.02480 | 0.02521 | 0.02530 |
|  | 200 | 0.01143 | 0.01137 | 0.01139 | 0.01139 | 0.01134 | 0.01134 | 0.01134 | 0.01129 | 0.01130 | 0.01120 | 0.01127 | 0.01132 |
|  | 250 | 0.01052 | 0.01047 | 0.01049 | 0.01049 | 0.01045 | 0.01045 | 0.01045 | 0.01041 | 0.01042 | 0.01033 | 0.01039 | 0.01041 |
|  | 300 | 0.00773 | 0.00771 | 0.00772 | 0.00772 | 0.00770 | 0.00770 | 0.00770 | 0.00767 | 0.00768 | 0.00763 | 0.00766 | 0.00768 |
|  | 400 | 0.00613 | 0.00612 | 0.00612 | 0.00612 | 0.00611 | 0.00611 | 0.00611 | 0.00610 | 0.00610 | 0.00607 | 0.00609 | 0.00610 |
| 0.95 | 50 | 0.22924 | 0.20445 | 0.21130 | 0.20646 | 0.19009 | 0.19009 | 0.19009 | 0.16878 | 0.17493 | 0.14596 | 0.16179 | 0.16588 |
|  | 100 | 0.07318 | 0.07065 | 0.07124 | 0.07099 | 0.06916 | 0.06916 | 0.06916 | 0.06675 | 0.06732 | 0.06257 | 0.06557 | 0.06642 |
|  | 150 | 0.04282 | 0.04196 | 0.04214 | 0.04216 | 0.04143 | 0.04143 | 0.04143 | 0.04060 | 0.04077 | 0.03900 | 0.04014 | 0.04050 |
|  | 200 | 0.02881 | 0.02840 | 0.02848 | 0.02849 | 0.02814 | 0.02814 | 0.02814 | 0.02775 | 0.02783 | 0.02694 | 0.02752 | 0.02768 |
|  | 250 | 0.02430 | 0.02402 | 0.02407 | 0.02407 | 0.02384 | 0.02384 | 0.02384 | 0.02357 | 0.02362 | 0.02300 | 0.02340 | 0.02352 |
|  | 300 | 0.02043 | 0.02022 | 0.02025 | 0.02025 | 0.02008 | 0.02008 | 0.02008 | 0.01987 | 0.01991 | 0.01943 | 0.01974 | 0.01984 |
|  | 400 | 0.01185 | 0.01178 | 0.01180 | 0.01180 | 0.01174 | 0.01174 | 0.01174 | 0.01168 | 0.01169 | 0.01155 | 0.01164 | 0.01167 |
| 0.99 | 50 | 1.06803 | 0.67705 | 0.82267 | 0.62114 | 0.48609 | 0.46723 | 0.46723 | 0.26336 | 0.34949 | 0.25867 | 0.27559 | 0.20956 |
|  | 100 | 0.33953 | 0.28229 | 0.30176 | 0.29023 | 0.25408 | 0.25405 | 0.25405 | 0.20759 | 0.22432 | 0.17519 | 0.19984 | 0.20337 |
|  | 150 | 0.18695 | 0.16795 | 0.17346 | 0.17254 | 0.15746 | 0.15746 | 0.15746 | 0.14072 | 0.14576 | 0.12185 | 0.13537 | 0.13851 |
|  | 200 | 0.13293 | 0.12331 | 0.12575 | 0.12531 | 0.11757 | 0.11757 | 0.11757 | 0.10877 | 0.11107 | 0.09651 | 0.10511 | 0.10789 |
|  | 250 | 0.10748 | 0.10102 | 0.10250 | 0.10225 | 0.09698 | 0.09698 | 0.09698 | 0.09098 | 0.09239 | 0.08154 | 0.08813 | 0.08990 |
|  | 300 | 0.10041 | 0.09500 | 0.09624 | 0.09598 | 0.09159 | 0.09159 | 0.09159 | 0.08654 | 0.08772 | 0.07838 | 0.08410 | 0.08582 |
|  | 400 | 0.04886 | 0.04741 | 0.04773 | 0.04782 | 0.04654 | 0.04654 | 0.04654 | 0.04514 | 0.04545 | 0.04257 | 0.04441 | 0.04503 |

Table 4. Computed MSE for the difference estimators $p=6$ and $\beta_{1}=-1$.

| $\rho$ | $n$ | PMLE | PRRE |  |  | PLE |  | PALE | PMTPLE |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\hat{k}_{1}$ | $\hat{k}_{2}$ | $\hat{k}_{3}$ | $\hat{d}_{1}$ | $\hat{d}_{2}$ |  | $\hat{k}_{1, d_{0}}^{*}$ | $\hat{k}_{2, d_{0}}^{*}$ | $\hat{k}_{3, d_{0}}^{*}$ | $\hat{k}_{4, d_{0}}^{*}$ | $\hat{k}_{5, d_{0}}^{*}$ |
| 0.85 | 50 | 0.80197 | 0.57417 | 0.68879 | 0.45770 | 0.49293 | 0.49212 | 0.48369 | 0.36389 | 0.43277 | 0.31065 | 0.33939 | 0.34642 |
|  | 100 | 0.22659 | 0.20213 | 0.21501 | 0.20324 | 0.19864 | 0.19864 | 0.19746 | 0.17866 | 0.18947 | 0.15702 | 0.17117 | 0.17976 |
|  | 150 | 0.14479 | 0.13280 | 0.13985 | 0.13615 | 0.13310 | 0.13310 | 0.13164 | 0.12328 | 0.12915 | 0.11528 | 0.12126 | 0.12756 |
|  | 200 | 0.07315 | 0.06990 | 0.07198 | 0.07134 | 0.07036 | 0.07036 | 0.06979 | 0.06784 | 0.06946 | 0.06669 | 0.06775 | 0.06954 |
|  | 250 | 0.05306 | 0.05108 | 0.05232 | 0.05200 | 0.05131 | 0.05131 | 0.05102 | 0.04984 | 0.05075 | 0.04913 | 0.04973 | 0.05038 |
|  | 300 | 0.03916 | 0.03820 | 0.03884 | 0.03872 | 0.03838 | 0.03838 | 0.03820 | 0.03765 | 0.03813 | 0.03749 | 0.03770 | 0.03810 |
|  | 400 | 0.03175 | 0.03097 | 0.03151 | 0.03149 | 0.03121 | 0.03121 | 0.03097 | 0.03056 | 0.03101 | 0.03040 | 0.03062 | 0.03116 |
| 0.90 | 50 | 1.12141 | 0.76514 | 0.93949 | 0.55861 | 0.61347 | 0.61154 | 0.59975 | 0.42040 | 0.52349 | 0.35882 | 0.38761 | 0.38033 |
|  | 100 | 0.29695 | 0.25809 | 0.27788 | 0.25954 | 0.25113 | 0.25113 | 0.24901 | 0.21869 | 0.23584 | 0.18261 | 0.20498 | 0.21982 |
|  | 150 | 0.18946 | 0.17102 | 0.18126 | 0.17548 | 0.17053 | 0.17053 | 0.16850 | 0.15471 | 0.16374 | 0.13882 | 0.14961 | 0.15908 |
|  | 200 | 0.09711 | 0.09123 | 0.09512 | 0.09452 | 0.09260 | 0.09260 | 0.09114 | 0.08754 | 0.09093 | 0.08428 | 0.08740 | 0.09052 |
|  | 250 | 0.07230 | 0.06897 | 0.07116 | 0.07087 | 0.06967 | 0.06967 | 0.06895 | 0.06687 | 0.06874 | 0.06515 | 0.06681 | 0.06819 |
|  | 300 | 0.05186 | 0.05018 | 0.05131 | 0.05125 | 0.05063 | 0.05063 | 0.05017 | 0.04919 | 0.05017 | 0.04836 | 0.04922 | 0.05010 |
|  | 400 | 0.04217 | 0.04090 | 0.04176 | 0.04176 | 0.04127 | 0.04127 | 0.04089 | 0.04013 | 0.04091 | 0.03928 | 0.04010 | 0.04095 |
| 0.95 | 50 | 2.85687 | 1.75849 | 2.22230 | 0.70323 | 0.96611 | 0.93172 | 0.92351 | 0.58271 | 0.75047 | 0.53481 | 0.52713 | 0.45352 |
|  | 100 | 0.74779 | 0.56633 | 0.66820 | 0.53800 | 0.54028 | 0.54025 | 0.53167 | 0.39950 | 0.48332 | 0.32826 | 0.37892 | 0.39633 |
|  | 150 | 0.31988 | 0.28327 | 0.30162 | 0.28705 | 0.27726 | 0.27726 | 0.27633 | 0.24573 | 0.26206 | 0.20753 | 0.23073 | 0.24526 |
|  | 200 | 0.24748 | 0.22899 | 0.23656 | 0.22655 | 0.22247 | 0.22247 | 0.22238 | 0.20577 | 0.21278 | 0.17208 | 0.19171 | 0.20201 |
|  | 250 | 0.20025 | 0.18557 | 0.19291 | 0.18731 | 0.18376 | 0.18376 | 0.18356 | 0.17028 | 0.17716 | 0.14818 | 0.16261 | 0.17105 |
|  | 300 | 0.18864 | 0.17507 | 0.18196 | 0.17711 | 0.17370 | 0.17370 | 0.17348 | 0.16117 | 0.16766 | 0.14071 | 0.15420 | 0.16179 |
|  | 400 | 0.09557 | 0.09271 | 0.09385 | 0.09290 | 0.09189 | 0.09189 | 0.09189 | 0.08921 | 0.09029 | 0.08241 | 0.08661 | 0.08905 |
| 0.99 | 50 | 13.77855 | 7.86315 | 9.75343 | 1.40175 | 1.57778 | 1.03150 | 1.03115 | 0.64196 | 0.79388 | 0.66938 | 0.56857 | 0.69815 |
|  | 100 | 3.52336 | 2.14009 | 2.79976 | 0.86163 | 1.20927 | 1.15367 | 1.15129 | 0.62455 | 0.91354 | 0.58597 | 0.59507 | 0.26733 |
|  | 150 | 1.46477 | 1.01114 | 1.24147 | 0.90276 | 0.83549 | 0.83476 | 0.83300 | 0.54535 | 0.70626 | 0.45521 | 0.49879 | 0.44746 |
|  | 200 | 1.12699 | 0.83745 | 0.98329 | 0.77492 | 0.72988 | 0.72981 | 0.72923 | 0.52049 | 0.63366 | 0.39522 | 0.46612 | 0.45326 |
|  | 250 | 0.94826 | 0.73310 | 0.84070 | 0.69584 | 0.66053 | 0.66053 | 0.66008 | 0.49464 | 0.58280 | 0.36218 | 0.44110 | 0.44895 |
|  | 300 | 0.87367 | 0.68528 | 0.77701 | 0.64652 | 0.61715 | 0.61715 | 0.61708 | 0.47137 | 0.54672 | 0.34603 | 0.41658 | 0.42715 |
|  | 400 | 0.41535 | 0.36723 | 0.38799 | 0.36640 | 0.35024 | 0.35024 | 0.35024 | 0.30768 | 0.32671 | 0.23729 | 0.27760 | 0.29651 |

Table 5. Computed MSE for the difference estimators $p=6$ and $\beta_{1}=0$.

| $\rho$ | $n$ | PMLE | PRRE |  |  | PLE |  | PMTPLE |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\hat{k}_{1}$ | $\hat{k}_{2}$ | $\hat{k}_{3}$ | $\hat{d}_{1}$ | $\hat{d}_{2}$ | PALE | $\hat{k}_{1, d_{0}}^{*}$ | $\hat{k}_{2, d_{0}}^{*}$ | $\hat{k}_{3, d_{0}}^{*}$ | $\hat{k}_{4, d_{0}}^{*}$ | $\hat{k}_{5, d_{0}}^{*}$ |
| 0.85 | 50 | 0.28086 | 0.23937 | 0.25257 | 0.25645 | 0.24056 | 0.24056 | 0.23835 | 0.20345 | 0.21592 | 0.14606 | 0.16879 | 0.20730 |
|  | 100 | 0.07930 | 0.07608 | 0.07661 | 0.07798 | 0.07625 | 0.07625 | 0.07608 | 0.07312 | 0.07365 | 0.06171 | 0.06773 | 0.07359 |
|  | 150 | 0.05237 | 0.05098 | 0.05117 | 0.05182 | 0.05106 | 0.05106 | 0.05098 | 0.04970 | 0.04990 | 0.04425 | 0.04719 | 0.04994 |
|  | 200 | 0.02576 | 0.02546 | 0.02548 | 0.02565 | 0.02547 | 0.02547 | 0.02546 | 0.02517 | 0.02520 | 0.02372 | 0.02454 | 0.02521 |
|  | 250 | 0.01995 | 0.01976 | 0.01978 | 0.01988 | 0.01977 | 0.01977 | 0.01976 | 0.01958 | 0.01960 | 0.01866 | 0.01918 | 0.01961 |
|  | 300 | 0.01449 | 0.01440 | 0.01441 | 0.01446 | 0.01440 | 0.01440 | 0.01440 | 0.01431 | 0.01432 | 0.01385 | 0.01412 | 0.01433 |
|  | 400 | 0.01137 | 0.01131 | 0.01131 | 0.01135 | 0.01131 | 0.01131 | 0.01131 | 0.01125 | 0.01125 | 0.01092 | 0.01111 | 0.01127 |
| 0.90 | 50 | 0.39222 | 0.31824 | 0.34398 | 0.34611 | 0.31887 | 0.31887 | 0.31544 | 0.25500 | 0.27880 | 0.18136 | 0.20674 | 0.26062 |
|  | 100 | 0.11072 | 0.10457 | 0.10573 | 0.10825 | 0.10487 | 0.10487 | 0.10456 | 0.09893 | 0.10008 | 0.07967 | 0.08944 | 0.09978 |
|  | 150 | 0.07117 | 0.06865 | 0.06903 | 0.07020 | 0.06877 | 0.06877 | 0.06864 | 0.06631 | 0.06669 | 0.05714 | 0.06192 | 0.06670 |
|  | 200 | 0.03428 | 0.03375 | 0.03379 | 0.03409 | 0.03376 | 0.03376 | 0.03375 | 0.03323 | 0.03327 | 0.03067 | 0.03211 | 0.03331 |
|  | 250 | 0.02650 | 0.02619 | 0.02621 | 0.02639 | 0.02620 | 0.02620 | 0.02619 | 0.02589 | 0.02591 | 0.02437 | 0.02523 | 0.02593 |
|  | 300 | 0.01859 | 0.01845 | 0.01845 | 0.01854 | 0.01845 | 0.01845 | 0.01845 | 0.01830 | 0.01831 | 0.01755 | 0.01798 | 0.01833 |
|  | 400 | 0.01513 | 0.01502 | 0.01502 | 0.01509 | 0.01502 | 0.01502 | 0.01502 | 0.01491 | 0.01491 | 0.01433 | 0.01466 | 0.01493 |
| 0.95 | 50 | 1.00552 | 0.67187 | 0.81047 | 0.73113 | 0.63010 | 0.63010 | 0.61868 | 0.39638 | 0.50501 | 0.31232 | 0.32656 | 0.38278 |
|  | 100 | 0.27364 | 0.24175 | 0.25108 | 0.25643 | 0.24316 | 0.24316 | 0.24164 | 0.21341 | 0.22251 | 0.15479 | 0.18131 | 0.21736 |
|  | 150 | 0.11715 | 0.11097 | 0.11212 | 0.11475 | 0.11127 | 0.11127 | 0.11096 | 0.10528 | 0.10643 | 0.08599 | 0.09569 | 0.10612 |
|  | 200 | 0.09170 | 0.08814 | 0.08872 | 0.09028 | 0.08833 | 0.08833 | 0.08813 | 0.08484 | 0.08542 | 0.07176 | 0.07878 | 0.08528 |
|  | 250 | 0.07554 | 0.07317 | 0.07352 | 0.07459 | 0.07331 | 0.07331 | 0.07317 | 0.07098 | 0.07133 | 0.06155 | 0.06674 | 0.07135 |
|  | 300 | 0.07209 | 0.06993 | 0.07024 | 0.07122 | 0.07005 | 0.07005 | 0.06993 | 0.06793 | 0.06824 | 0.05924 | 0.06400 | 0.06829 |
|  | 400 | 0.03427 | 0.03378 | 0.03383 | 0.03409 | 0.03380 | 0.03380 | 0.03378 | 0.03332 | 0.03337 | 0.03101 | 0.03232 | 0.03339 |
| 0.99 | 50 | 4.75108 | 2.69461 | 3.39960 | 1.10682 | 1.17844 | 1.10666 | 1.10119 | 0.60571 | 0.81190 | 0.57948 | 0.51748 | 0.43081 |
|  | 100 | 1.25466 | 0.83275 | 1.02009 | 0.90362 | 0.76519 | 0.76498 | 0.75562 | 0.46510 | 0.61340 | 0.36067 | 0.39647 | 0.43821 |
|  | 150 | 0.53003 | 0.42140 | 0.46291 | 0.48222 | 0.42280 | 0.42280 | 0.41828 | 0.32837 | 0.36704 | 0.23605 | 0.26959 | 0.33750 |
|  | 200 | 0.40430 | 0.33756 | 0.36083 | 0.37631 | 0.34013 | 0.34013 | 0.33697 | 0.27955 | 0.30190 | 0.19201 | 0.23080 | 0.28718 |
|  | 250 | 0.34735 | 0.29931 | 0.31500 | 0.32730 | 0.30161 | 0.30161 | 0.29907 | 0.25704 | 0.27231 | 0.17664 | 0.21539 | 0.26301 |
|  | 300 | 0.31563 | 0.27373 | 0.28676 | 0.29818 | 0.27579 | 0.27579 | 0.27352 | 0.23685 | 0.24955 | 0.16429 | 0.19818 | 0.24186 |
|  | 400 | 0.15906 | 0.14864 | 0.15084 | 0.15536 | 0.14910 | 0.14910 | 0.14863 | 0.13903 | 0.14120 | 0.10799 | 0.12401 | 0.14032 |

Table 6. Computed MSE for the difference estimators $p=6$ and $\beta_{1}=1$.

| $\rho$ | $n$ | PMLE | PRRE |  |  | PLE |  | PALE | PMTPLE |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\hat{k}_{1}$ | $\hat{k}_{2}$ | $\hat{k}_{3}$ | $\hat{d}_{1}$ | $\hat{d_{2}}$ |  | $\hat{k}_{1, d_{0}}^{*}$ | $\hat{k}_{2, d_{0}}^{*}$ | $\hat{k}_{3, d_{0}}^{*}$ | $\hat{k}_{4, d_{0}}^{*}$ | $\hat{k}_{5, d_{0}}^{*}$ |
| 0.85 | 50 | 0.10046 | 0.09758 | 0.09850 | 0.09872 | 0.09638 | 0.09638 | 0.09638 | 0.09368 | 0.09456 | 0.08595 | 0.09036 | 0.09287 |
|  | 100 | 0.03002 | 0.02980 | 0.02987 | 0.02992 | 0.02971 | 0.02971 | 0.02971 | 0.02951 | 0.02958 | 0.02887 | 0.02926 | 0.02948 |
|  | 150 | 0.01915 | 0.01907 | 0.01910 | 0.01912 | 0.01903 | 0.01903 | 0.01903 | 0.01895 | 0.01898 | 0.01871 | 0.01885 | 0.01896 |
|  | 200 | 0.00974 | 0.00972 | 0.00972 | 0.00973 | 0.00971 | 0.00971 | 0.00971 | 0.00969 | 0.00970 | 0.00965 | 0.00968 | 0.00970 |
|  | 250 | 0.00756 | 0.00754 | 0.00755 | 0.00755 | 0.00754 | 0.00754 | 0.00754 | 0.00753 | 0.00754 | 0.00752 | 0.00753 | 0.00753 |
|  | 300 | 0.00536 | 0.00535 | 0.00535 | 0.00535 | 0.00535 | 0.00535 | 0.00535 | 0.00534 | 0.00535 | 0.00534 | 0.00534 | 0.00535 |
|  | 400 | 0.00439 | 0.00439 | 0.00439 | 0.00439 | 0.00439 | 0.00439 | 0.00439 | 0.00438 | 0.00438 | 0.00438 | 0.00438 | 0.00439 |
| 0.90 | 50 | 0.14216 | 0.13574 | 0.13791 | 0.13835 | 0.13314 | 0.13314 | 0.13314 | 0.12716 | 0.12923 | 0.11181 | 0.12031 | 0.12570 |
|  | 100 | 0.03968 | 0.03922 | 0.03936 | 0.03948 | 0.03902 | 0.03902 | 0.03902 | 0.03858 | 0.03872 | 0.03708 | 0.03799 | 0.03854 |
|  | 150 | 0.02554 | 0.02535 | 0.02541 | 0.02546 | 0.02527 | 0.02527 | 0.02527 | 0.02509 | 0.02515 | 0.02448 | 0.02485 | 0.02508 |
|  | 200 | 0.01316 | 0.01312 | 0.01314 | 0.01315 | 0.01311 | 0.01311 | 0.01311 | 0.01307 | 0.01308 | 0.01295 | 0.01302 | 0.01308 |
|  | 250 | 0.00980 | 0.00977 | 0.00978 | 0.00979 | 0.00977 | 0.00977 | 0.00977 | 0.00974 | 0.00975 | 0.00968 | 0.00972 | 0.00975 |
|  | 300 | 0.00700 | 0.00699 | 0.00699 | 0.00700 | 0.00698 | 0.00698 | 0.00698 | 0.00697 | 0.00698 | 0.00694 | 0.00696 | 0.00698 |
|  | 400 | 0.00551 | 0.00550 | 0.00550 | 0.00550 | 0.00550 | 0.00550 | 0.00550 | 0.00549 | 0.00549 | 0.00547 | 0.00548 | 0.00550 |
| 0.95 | 50 | 0.35674 | 0.31622 | 0.33179 | 0.33064 | 0.29985 | 0.29985 | 0.29985 | 0.26510 | 0.27906 | 0.20885 | 0.23590 | 0.25514 |
|  | 100 | 0.09696 | 0.09419 | 0.09511 | 0.09537 | 0.09309 | 0.09309 | 0.09309 | 0.09043 | 0.09133 | 0.08250 | 0.08719 | 0.08994 |
|  | 150 | 0.04210 | 0.04160 | 0.04176 | 0.04188 | 0.04139 | 0.04139 | 0.04139 | 0.04090 | 0.04105 | 0.03926 | 0.04025 | 0.04083 |
|  | 200 | 0.03497 | 0.03467 | 0.03475 | 0.03483 | 0.03453 | 0.03453 | 0.03453 | 0.03424 | 0.03432 | 0.03316 | 0.03382 | 0.03415 |
|  | 250 | 0.02700 | 0.02681 | 0.02687 | 0.02691 | 0.02673 | 0.02673 | 0.02673 | 0.02654 | 0.02660 | 0.02585 | 0.02628 | 0.02649 |
|  | 300 | 0.02463 | 0.02447 | 0.02452 | 0.02456 | 0.02440 | 0.02440 | 0.02440 | 0.02424 | 0.02428 | 0.02363 | 0.02400 | 0.02419 |
|  | 400 | 0.01224 | 0.01220 | 0.01221 | 0.01222 | 0.01218 | 0.01218 | 0.01218 | 0.01214 | 0.01215 | 0.01200 | 0.01209 | 0.01214 |
| 0.99 | 50 | 1.69802 | 1.11129 | 1.38139 | 1.14727 | 0.83216 | 0.83040 | 0.83040 | 0.51670 | 0.67948 | 0.43894 | 0.45385 | 0.36404 |
|  | 100 | 0.45699 | 0.39560 | 0.42234 | 0.42134 | 0.37421 | 0.37421 | 0.37421 | 0.32145 | 0.34541 | 0.24669 | 0.28641 | 0.30745 |
|  | 150 | 0.18779 | 0.17653 | 0.18058 | 0.18293 | 0.17205 | 0.17205 | 0.17205 | 0.16156 | 0.16541 | 0.13635 | 0.15043 | 0.15828 |
|  | 200 | 0.14978 | 0.14319 | 0.14542 | 0.14689 | 0.14042 | 0.14042 | 0.14042 | 0.13414 | 0.13630 | 0.11644 | 0.12675 | 0.13213 |
|  | 250 | 0.12425 | 0.11984 | 0.12127 | 0.12222 | 0.11791 | 0.11791 | 0.11791 | 0.11366 | 0.11506 | 0.10064 | 0.10836 | 0.11229 |
|  | 300 | 0.11627 | 0.11235 | 0.11360 | 0.11446 | 0.11062 | 0.11062 | 0.11062 | 0.10684 | 0.10806 | 0.09510 | 0.10203 | 0.10561 |
|  | 400 | 0.05642 | 0.05549 | 0.05578 | 0.05607 | 0.05511 | 0.05511 | 0.05511 | 0.05419 | 0.05448 | 0.05104 | 0.05297 | 0.05393 |

### 5.3. Relative Efficiency

An alternative metric for evaluating the performance of biasing estimators is relative efficiency (RE). Relative efficiency offers an objective means for comparing the precision and accuracy of different estimators in a given context. It provides a quantitative measure through which to assess the effectiveness of one estimator relative to another. The MSE is a crucial factor in calculating relative efficiency as it captures both bias and variance. A lower MSE indicates more a favorable performance when evaluating estimators comprehensively. In many cases, the reference estimator $\hat{\beta}_{\text {PMLE }}$ is used as a benchmark due to its desirable asymptotic properties, including efficiency. The results of Tables $1-6$ and S1-S6 were used to calculate the relative efficiency. The calculation of the relative efficiency involved determining the MSE for both the reference estimator and other estimators, as described in Equation (42). The formula for calculating relative efficiency can be found in authoritative references such as $[31,32]$ as follows:

$$
\begin{equation*}
R E\left(\hat{\beta}^{*}\right)=\frac{\operatorname{MSE}\left(\hat{\beta}_{\text {PMLE }}\right)}{\operatorname{MSE}\left(\hat{\beta}^{*}\right)} \tag{43}
\end{equation*}
$$

where $\hat{\beta}^{*}$ denotes either the PRRE, PLE, PALE, or PMTPLE.
In Figures $1-4$, the RE of the various estimators is plotted against different variables, such as the sample size ( $n$ ), correlation between explanatory variables ( $\rho$ ), explanatory variable count ( $p$ ), and intercept value ( $\beta_{1}$ ). The PMTPLE consistently demonstrated the highest RE values across various $n, \rho, \beta_{1}$, and $p$ levels. This finding highlighted the superior efficiency of the PMTPLE compared to the other four estimators under evaluation. In essence, the PMTPLE emerged as the preferred choice in various scenarios, including $\hat{k}_{3, d_{0}}^{*}, \hat{k}_{4, d_{0}}^{*}$, and $\hat{k}_{5, d_{0}}^{*}$. It consistently outperformed the other estimators in terms of precision and efficiency, with $\hat{k}_{3, d_{0}}^{*}$ showing the highest RE across all cases.


Figure 1. The RE when applied to different estimators and when classified by sample size.


Figure 2. The RE when applied to different estimators and when classified by correlation between the explanatory variables.


Figure 3. The RE when applied to different estimators and when classified by the number of explanatory variables.


Figure 4. The RE when applied to different estimators and when classified by the intercept value.

## 6. Applications

In this section, we present the two real-world applications used to evaluate the effectiveness of the proposed estimator.

### 6.1. Mussel Data

In this subsection, the empirical study conducted by Asia et al. [33] is considered. The researchers employed a mussel dataset and Poisson inverse Gaussian regression modeling to address the issue of multicollinearity. The mussel dataset, initially introduced by Sepkoski and Rex [34], contains valuable insights into the factors that influence the count of mussel species in coastal rivers within the southeastern United States. This dataset includes 35 observations (after removing outlier values), with a single response variable and six explanatory variables. These variables are as follows: the number of mussel species (y); the area of drainage basins (A, $x_{1}$ ); the count of stepping stones to four major speciessource river systems, namely the Alabama-Coosa River System (AC, $x_{2}$ ), the Apalachicola River (AP, $x_{3}$ ), the St. Lawrence River (SL, $x_{4}$ ), and the Savannah River (SV, $x_{5}$ ); and the natural logarithm of the area of drainage basins $\left(\ln (\mathrm{A}), x_{6}\right)$.

The data show that the mean of $y(10.285)$ equals the variance of $y$ (10.327). AndersonDarling and Pearson chi-square goodness-of-fit tests were conducted to evaluate the response variable's probability distribution. Both tests indicated that the response variable y followed a Poisson distribution. The computed statistics ( $p$-value) for the AndersonDarling and Pearson chi-square tests were 0.604 ( 0.643 ) and 2.409 (0.996), respectively.

The correlation plot in Figure 5 provides a visual representation of the data, whereby a significant intercorrelation among most of the variables was revealed. A careful examination of the plot showed that the variables were highly correlated with each other, which raised concerns about the potential multicollinearity issues within the data. To validate the presence of multicollinearity, two commonly used measures were employed: the variance inflation factor (VIF) and the condition number (CN). Both the VIF and CN were applied to evaluate the strength of the linear association (correlation) between the predictor variables in a regression model. The condition number (CN) was calculated by taking the square root of the ratio between the maximum eigenvalue $\left(3.2 \times 10^{10}\right)$ and the minimum eigenvalue ( 0.15984 ), thus resulting in a value of 445737 . In addition, the variance inflation
factors (VIFs) for the explanatory variables were 8.804, 271.929, 132.136, 59.234, 2.369, and 6.423. The correlation matrix, CN, and VIF collectively indicated the presence of the multicollinearity among the explanatory variables.


Figure 5. Correlation matrix for the six explanatory variables in the mussel dataset.
Table 7 provides a summary of the various estimators, including their associated biasing parameters, intercepts, coefficients for predictor variables $x_{1}$ through $x_{6}$, and MSEs. Below is a brief overview of the results presented in the table:

1. PMLE: This estimator had an intercept of 2.09378 and coefficient values for each predictor variable ( $x_{1}$ through $x_{6}$ ). The associated MSE was 6.27306 .
2. PRRE: We considered three variations of the PRRE, each with a different biasing parameter- $\hat{k}_{1}, \hat{k}_{2}$, and $\hat{k}_{3}$. These estimators had varying intercepts and coefficient values for the predictor variables. The MSE values ranged from 0.15981 to 0.97892 .
3. PLE: We considered two variations of the PLE, both with the same biasing parameter $\hat{d}_{1}$. These estimators had consistent intercepts and coefficient values for the predictor variables, thereby resulting in an identical MSE of 0.13671 .
4. PALE: This estimator, represented by $\hat{d}_{0}$, had consistent intercept and coefficient values for the predictor variables. The MSE was 0.13671 , thus matching the PLE.
5. PMTPLE: We considered five variations of the PMTPLE, denoted by $\hat{k}_{1, d_{0}}^{*}$ through $\hat{k}_{5, d_{0}}^{*}$. These estimators had varying intercepts and coefficient values for the predictor variables. The MSE values ranged from 0.01931 to 0.88043 .

Table 7. The coefficients and MSE for different estimators in the mussel dataset.

| Estimator | Biasing Parameter | Intercept | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | MSE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PMLE | - | 2.09378 | 0.00000 | -0.10527 | 0.06779 | $-0.03462$ | 0.00105 | 0.21088 | 6.27306 |
|  | $\hat{k}_{1}$ | 0.86573 | -0.00001 | -0.06838 | 0.04946 | -0.01300 | 0.00185 | 0.26679 | 0.95335 |
| PRRE | $\hat{k}_{2}$ | 0.87691 | -0.00001 | -0.06872 | 0.04963 | -0.01320 | 0.00184 | 0.26629 | 0.97892 |
|  | $\hat{k}_{3}$ | 0.34802 | -0.00001 | -0.05218 | 0.04128 | -0.00365 | 0.00218 | 0.28910 | 0.15981 |
| PLE | $\hat{d}_{1}$ | 0.29910 | -0.00001 | -0.05051 | 0.04041 | -0.00271 | 0.00221 | 0.29093 | 0.13671 |
|  | $\hat{d}_{2}$ | 0.29910 | -0.00001 | -0.05051 | 0.04041 | -0.00271 | 0.00221 | 0.29093 | 0.13671 |
| PALE | $\hat{d}_{0}$ | 0.29910 | -0.00001 | -0.05051 | 0.04041 | -0.00271 | 0.00221 | 0.29093 | 0.13671 |
|  | $\hat{k}_{1, d_{0}}^{*}$ | -0.11367 | -0.00001 | -0.03791 | 0.03411 | 0.00463 | 0.00247 | 0.30934 | 0.04146 |
|  | $\hat{k}_{2, d_{0}}^{*}$ | -0.10463 | -0.00001 | -0.03819 | 0.03424 | 0.00447 | 0.00247 | 0.30893 | 0.03827 |
| PMTPLE | $\hat{k}_{3, d_{0}}^{*}$ | 0.03867 | -0.00001 | -0.04256 | 0.03643 | 0.00192 | 0.00237 | 0.30254 | 0.01931 |
|  | $\hat{k}_{4, d_{0}}^{*}$ | $-0.75974$ | $-0.00002$ | $-0.01820$ | $0.02425$ | 0.01612 | 0.00289 | 0.33815 | 0.88043 |
|  | $\hat{k}_{5, d_{0}}^{*}$ | -0.52938 | -0.00002 | -0.02523 | 0.02776 | 0.01202 | 0.00274 | 0.32788 | 0.44298 |

Overall, the table provides a comprehensive comparison of the different estimation techniques in the context of the mussel data. It allows for an assessment of the biasing parameters, and it shows that the PMLE had the highest MSE. The PRRE had a lower MSE than the PLE for all biasing parameters, thus indicating that the PLE introduced a lower MSE compared to the PRRE. The PALE and PLE yielded the same MSE in this case. The PMTPLE demonstrated the lowest MSE of all estimators, especially for $\hat{k}_{1, d_{0}}^{*}, \hat{k}_{2, d_{0}}^{*}$, and $\hat{k}_{3, d_{0}}^{*}$. The optimal MSE was observed at $\hat{k}_{3, d_{0}}^{*}$ for the PMTPLE, which supports the simulation results.

### 6.2. Recreation Demand Data

An additional practical application is presented to demonstrate the enhanced performance of the proposed estimator. This application's dataset pertained to entertainment demand, a field that has previously been explored by Abonazel et al. [16]. These data, originally introduced by Cameron and Trivedi [35], were employed to estimate a function representing recreation demand. The dataset was collected through a survey conducted in 1980, which gathered information about the number of recreational boating trips taken to Somerville Lake in East Texas. The main focus of our analysis was the response variable denoted as $y$, which represents the count of recreational boating excursions. This dataset consists of 179 observations (after removing outlier values) and includes three explanatory variables, $x_{1}, x_{2}$, and $x_{3}$, which represent the expenditure (measured in USD) associated with visiting Lake Conroe, Lake Somerville, and Lake Houston, respectively.

The analysis of the data indicated that the mean of the response variable (y) was 2.788, which was nearly equivalent to its variance of 2.864 . To evaluate the goodness of fit for the probability distribution of the response variable, two statistical tests were performed: the Anderson-Darling and Pearson chi-square tests. Both tests yielded similar results, indicating that the response variable y closely followed a Poisson distribution. The $p$ values calculated for these tests were 10.909 (0.164) (Anderson-Darling) and 4.064 (0.760) (Pearson chi-square), thus confirming the compatibility of y with a Poisson distribution. The correlation coefficients between explanatory variables $x_{1}: x_{2}, x_{1}: x_{3}$, and $x_{2}: x_{3}$ were 0.97 , 0.98 , and 0.94 , respectively, thereby indicating a significant interrelationship between most of the variables. A careful examination of this plot highlighted a strong correlation between these variables, which raised concerns about the potential multicollinearity within the dataset. To confirm the presence of multicollinearity, two commonly used measures were employed: the variance inflation factor (VIF) and the condition number (CN). Both the VIF and CN are diagnostic tools for assessing the strength of linear association or correlation among predictor variables within a regression model. The condition number (CN) was computed by taking the square root of the ratio between the maximum eigenvalue (1147.54) and the minimum eigenvalue (1.006), thereby resulting in a value of 33.771 . Additionally, the variance inflation factors (VIFs) for the explanatory variables were computed as 43.840,
14.619, and 24.63566 , respectively. Overall, the correlation matrix, CN, and VIFs provided substantial evidence for the presence of multicollinearity among the explanatory variables.

Table 8 provides an insightful overview of the various estimators and their performance when modeling recreation demand data. To summarize the results, the first estimator, PMLE, yielded an intercept of 1.20525 and coefficients for the three predictor variables ( $x_{1}, x_{2}$, and $x_{3}$ ), with an associated MSE of 1.22355 and no biasing parameter. The PRRE estimator was divided into three variations $\left(\hat{k}_{1}, \hat{k}_{2}\right.$, and $\left.\hat{k}_{3}\right)$, each offering distinct intercepts, coefficients, and MSE values ranging from 0.57949 to 0.92717 . The PLE, represented by two variations ( $\hat{d_{1}}$ and $\hat{d}_{2}$ ), maintained consistent intercepts, coefficients, and identical MSE values of 0.54352 . The PALE ( $\hat{d}_{0}$ ) also resulted in the same intercepts, coefficients, and MSE as the PLE. The PMTPLE, with five variations ( $\hat{k}_{1, d_{0}}^{*}$ through $\hat{k}_{5, d_{0}}^{*}$ ), exhibited varying intercepts, coefficients, and MSE values between 0.49054 and 0.60474 . In summary, the table serves as a valuable resource for comparing the estimation techniques when using recreation demand data, demonstrating that the PMLE had the highest MSE; the PRRE outperformed the PMLE for all biasing parameters; the PALE matched the PLE's MSE; and the PMTPLE, particularly $\hat{k}_{2, d_{0}}^{*}$ and $\hat{k}_{3, d_{0}}^{*}$, showed the lowest MSE, thus supporting the simulation results and indicating their optimality.

Table 8. The coefficients and MSE for the different estimators when using the recreation demand data.

| Estimator | Biasing <br> Parameter | Intercept | $x_{1}$ | $x_{2}$ | $x_{3}$ | MSE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PMLE | $-\hat{k}_{\mathbf{3}}$ | 1.20525 | 0.39634 | 0.12524 | -0.80482 | 1.22355 |
|  | $\hat{k}_{1}$ | 1.19475 | 0.13945 | 0.15493 | -0.56726 | 0.57949 |
| PRRE | $\hat{k}_{2}$ | 1.19993 | 0.23078 | 0.15145 | -0.66065 | 0.92717 |
|  | $\hat{k}_{3}$ | 1.19795 | 0.19001 | 0.15443 | -0.62082 | 0.76366 |
| PLE | $\hat{d}_{1}$ | 1.19393 | 0.12888 | 0.15445 | -0.55530 | 0.54352 |
| PALE | $\hat{d}_{2}$ | 1.19393 | 0.12888 | 0.15445 | -0.55530 | 0.54352 |
|  | $\hat{d}_{0}$ | 1.19393 | 0.12888 | 0.15445 | -0.55530 | 0.54352 |
|  | $\hat{k}_{1, d_{0}}^{*}$ | 1.18350 | -0.11742 | 0.18135 | -0.32552 | 0.60474 |
| PMTPLE | $\hat{k}_{2, d_{0}}^{*}$ | 1.18895 | 0.01122 | 0.16730 | -0.44553 | 0.49054 |
|  | $\hat{k}_{3, d_{0}}^{*}$ | 1.18884 | 0.00859 | 0.16759 | -0.44307 | 0.49107 |
|  | $\hat{k}_{4, d_{0}}^{*}$ | 1.18642 | -0.04861 | 0.17384 | -0.38970 | 0.52129 |
|  | $\hat{k}_{5, d_{0}}^{*}$ | 1.18608 | -0.05654 | 0.17470 | -0.38231 | 0.52828 |

Through two applications, we verified the theoretical conditions of Theorems 1-4 and found that all conditions were satisfied on both datasets. This explained the superiority of the proposed PMTPLE estimator over the rest of the estimators.

## 7. Conclusions

This article introduced a new Liu estimator (PMTPLE) with two shrinkage parameters for the Poisson regression model to address the multicollinearity challenges in the Poisson maximum likelihood estimator (PMLE). The proposed PMTPLE was compared to four existing estimators (the PMLE, PRRE, PLE, and PALE) through a Monte Carlo simulation study and two empirical applications with a focus on evaluating the MSE. This study revealed that higher levels of multicollinearity $(\rho)$ lead to less accurate parameter estimates, while larger sample sizes ( $n$ ) resulted in more reliable estimates. Additionally, increasing the number of explanatory variables $(p)$ also increased the estimation errors due to multicollinearity. However, varying the intercept value $\beta_{1}$ from -1 to +1 led to a decrease in the MSE. Both the Monte Carlo simulation and empirical applications consistently demonstrated the superiority of the proposed PMTPLE over the PMLE, PRRE, PLE, and PALE in various scenarios. Therefore, we strongly recommend that practitioners use the $\hat{k}_{3, d_{0}}^{*}$ shrinkage parameter when applying the PMTPLE to the Poisson regression model with significant multicollinearity. This recommendation holds practical significance
and highlights the importance of the PMTPLE as the preferred choice for accurate parameter estimation in the presence of multicollinearity-related issues in statistical modeling. Researchers and practitioners are encouraged to consider $\hat{k}_{3, d_{0}}^{*}$ as the optimal choice for enhancing parameter estimation accuracy in such scenarios.

In future studies, we will integrate cross-validation and model selection techniques with the proposed PMTPLE, especially in cases where many predictors are involved in the model. Furthermore, to increase the efficiency of the PMTPLE, the generalized crossvalidation (GCV) criterion will be used to select the biasing parameters.
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