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Abstract: Economic forecasting is crucial since it benefits many different parties, such as governments,
businesses, investors, and the general public. This paper presents a novel methodology for forecasting
business cycles using an autoregressive integrated moving average (ARIMA), a popular linear model
in time series forecasting, and a neural network with weighted fuzzy membership functions (NEWFM)
as a forecasting model generator. The study used a dataset that included seven components of the
leading composite index, which is used to predict positive or negative trends in several economic
sectors before the GDP is compiled. The preprocessed time series data comprising the leading
composite index using ARIMA were used as input vectors for the NEWFM to predict comprehensive
business fluctuations. The prediction capability significantly improved through the duplicated
refining process of the dataset using ARIMA and NEWFM. The combined ARIMA and NEWFM
techniques exceeded ARIMA in both classification and prediction, yielding an accuracy of 91.61%.

Keywords: time series prediction; neural fuzzy networks; autoregressive integrated moving average;
NEWFM; gross domestic product (GDP)

MSC: 68T05

1. Introduction

The economy is constantly evolving, undergoing shifts that can bring positive change
and rejuvenate conditions but also present potential challenges and crises. It is easier
to respond to crises and navigate obstacles with more foresight and strategic acumen
when one can accurately predict the expected path of economic change ahead of time.
Business cycle forecasting captures the cyclical pattern of changing economic situations
using observed economic data and forecasts future economic fluctuations. In addition
to stochastic and statistics methods, many linear and nonlinear forecasting models have
been introduced to deal with a financial crisis since the Great Depression in the 1930s
and recently in 2008. The business cycle is forecasted by applying traditional probability
and statistical techniques by several research groups. The dating algorithm is applied
sequentially to augment the sample period, revealing a reliable advance signaling system
for the US business cycle, allowing insight into the last eight turning points [1]. Layton
reported a comprehensive proxy for the business cycle to evaluate the effectiveness of
leading indicators in predicting future phase shifts [2]. A hybrid forecasting model for
capital markets is reported by McDonald et al., in which a combination of linear time
series models like ARIMA with the flexibility of a self-organizing fuzzy neural network
(SOFNN) is introduced. The performance of this system is evaluated using various datasets,
proving effective for time series forecasting [3]. A business cycle forecasting model using
economic indicators based on the Fuzzy Interactive Naive Bayesian (FINB) network is
introduced by Chai et al. [4]. However, these methods are not efficient in forecasting the
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business cycle using time series data and only predict the short-term index of the business
cycle to eliminate complexity. This inefficiency arises from the inability of assumptions
based on probability distributions to overcome the ambiguity and incompleteness of actual
information [5]. Research on linear and nonlinear prediction models was conducted while
reflecting the time series characteristics of economic data. The study involved the utilization
of models such as support vector regression (SVR), fuzzy logic, neural network, and ARIMA.
The support vector (SV) method estimates regressions, creates multidimensional splines
and solves linear operator equations [6]. The term “intuitionistic fuzzy set” (IFS), which
is a generalization of the term “fuzzy set,” is defined and an example is provided [7]. To
capitalize on the distinct advantages of ARIMA and ANN models in linear and nonlinear
modeling, a hybrid methodology combining both models was presented [8]. The combined
model can be a useful tool to increase forecasting accuracy attained by either of the models
employed alone according to experimental results using real datasets. The ARIMA model is
used in a number of areas, such as forecasting electricity consumption, gold and stock prices,
supply chain and operations, economic indicators, sales forecasting, weather forecasting,
and natural disaster prediction. Various combinations of these models were formulated
to generate a consolidated model. The existing literature proposes the development of
a unified model through the amalgamation of these various models [9,10]. The use of
a support vector machine (SVM) for multivariate fuzzy linear and nonlinear regression
models highlights its computational efficiency in solving complex problems [11]. These
models are inefficient in extracting accurate patterns from time series data and, also, in
processing large amounts of data. Atanassov reported an intuitionistic fuzzy set (IFS) to
reflect the ambiguity and uncertainty of economic data [7], but in the past, there were few
attempts to apply fuzzy to time series problems.

Autoregressive integrated moving average (ARIMA) method has been used for tradi-
tional econometric time series analysis. It is a combined type of autoregressive (AR) and
moving average (MA) parts, which refines the time series by reducing the noise of the data,
thereby enhancing the classification rate. However, it has limitations as a linear model for
dealing with chaotic economic data. To improve the prediction accuracy, the time series pre-
processed by ARIMA was used as input vectors to the neural network with weighted fuzzy
membership functions (NEWFM) and went through the iterated training process of neural
networks to determine the optimum forecasting values using the fuzzy rules extracted by
the NEWFM. The NEWFM algorithm assigns weights to fuzzy membership functions and
learns the weights in a similar way to a neural network. It excels in forecasting uncertain
and ambiguous data. The leading composite index (LCI) was used to predict economic
fluctuations. The time series of LCI components showing different signs, that is, good or
bad signs for each specific economic field, were integrated by the NEWFM and used as
comprehensive economic fluctuations.

In this study, a hybrid forecasting approach combining ARIMA and NEWFM is
proposed to supplement the drawback of ARIMA as a linear model and to take advantage
of a nonlinear system using the NEWFM. Linear regression analysis was performed using
Minitab software Version 21.1.0 to compare approximation performance. The time series
processed by both models were used as predictors, while GDP was used as response
variables. The ARIMA–NEWFM model had a higher approximation performance in terms
of coefficient of determination R2 but a lower error rate in terms of ∑(µ)2. The performance
of classification and prediction was compared between a method using ARIMA and a
method using both ARIMA and NEWFM. The method using ARIMA and NEWFM together
obtained 91.61% accuracy and outperformed ARIMA in both classification and prediction.
Therefore, the hybrid forecasting approach, combining ARIMA and NEWFM, offers a
promising solution to linear models’ limitations in capturing business cycle complexity.

In summary, the main contributions of this study are as follows:

• The proposed approach is efficient for handling large amounts of time series data.
• It overcomes the limitations of linear models and takes advantage of nonlinear models

to improve prediction and classification performance.
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• Through experiments, it is demonstrated that the proposed integrated model outper-
formed the single linear model ARIMA in both classification and prediction.

The rest of this paper is structured as follows. Sections 2 and 3 show the experimental
method and dataset, respectively. Sections 4 and 5 contain experimental details on ARIMA
and NEWFM. In addition, results for two kinds of experiments are shown. Sections 6 and 7
include a discussion and conclusion respectively.

2. Methodology

Extensive research has been continuously conducted to predict business cycles us-
ing information technology [12–15]. New approaches include business cycle forecasting
models based on Bayesian networks [4], wavelet transformation [10], principal component
analysis [10], chaos theory [10], and fuzzy neural networks [16–18].

Herein, a forecasting model, referred to as the ARIMA–NEWFM model, is introduced,
utilizing both ARIMA and NEWFM. Whereas ARIMA stands as a widely employed traditional
econometric tool for time series analysis. Datasets are adjusted by the autocorrelation and
smoothening function, thereby increasing the classification rate. However, it has limitations
when dealing with chaotic datasets as a linear model. The NEWFM performs a supplementary
function as a nonlinear system. Datasets preprocessed by ARIMA were used as input vectors
to the NEWFM model and again went through the training process of neural networks to
determine the optimum output values of fuzzy membership functions using the NEWFM
algorithm. The seven components of the LCI, such as jobs, production, and consumption,
were used as datasets for the ARIMA–NEWFM model. These indices conveyed signals of
positive outcomes (in blue) or negative outcomes (in red) in various economic sectors ahead
of the GDP compilation by the statistical authority, as shown in Figure 1.
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3. Dataset

The identical sample dataset utilized in our prior research on business cycle forecast-
ing grounded in chaos theory [10] was selected. As a main economic indicator, nearly all
advanced countries compile and publish three composite indices: leading, coincident, and
lagging. These indices are indispensable for developing economic plans or strategies in
advance for enterprises and governments. The components of the LCI, which provide a
variety of early indications regarding the economic outlook for jobs, output, and consump-
tion, were employed. The monthly observation datasets for 180 months from January 1991
to December 2005 were used for training, whereas the monthly data during the 12 months
of the following year were used as test data for Outlook. GDP is used as the target in the
learning process of neural networks and the function is performed to classify the category
of the economic phase into trough (Class 0) and peak (Class 1), as presented in Table 1.
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Table 1. Dataset Configuration.

Constituents of
LCI (Input)

Number of Data Instances
Target Trough

(Class 0)
Peak

(Class 1)Training
(Fitting)

Testing
(Forecast)

Dataset related to
jobs, consumption,
trade, production,

and finance

180
(1991.1–
2005.12)

12
(2006.1–
2006.12)

GDP

GDP < 5.5%
(GDP

average
growth rate)

GDP > 5.5%
(GDP

average
growth rate)

4. Autoregressive Integrated Moving Average (ARIMA) Model

In this section, the experiment using ARIMA is explained [19].

4.1. Characteristics of the Model

ARIMA is a widely used tool to analyze time series data, particularly economic
datasets such as a business cycle. Additionally, ARIMA models are also used in various
fields, such as predicting gold prices and stock prices. The process involves a series of
four stages: identification, estimation, diagnostic examination, and time series forecasting.
It fits a nonstationary dataset into a stationary dataset using a noise-filtering function.
The method involves identifying a model from a general class and checking it against
historical data to ensure its accuracy. On the other hand, traditional forecasting models
have limitations due to their complexity and lack of guidelines and statistical tests for
verifying model validity. Using the regression equation, autoregression predicts the value
for the subsequent time step based on observations from earlier time steps. The integrated
moving average makes the series stationary by differencing the raw observations. The
process of changing a nonstationary time series into a stationary one is called differencing.
An observation value is subtracted from a prior observation value to complete the process.
Until a steady series is achieved, the process is repeated. The AR part adjusts the time series
using a regression function to determine the appropriate time lags influencing the past time
series. The MA part smoothens the time series using regression errors such that it differs
from the traditional method of obtaining the MA by calculating the means of consecutive
data points. The integrating side replaces the time series using the differencing process.
The general formula for describing AR(p) is as follows:

yt = c + α1yt−1 + α2yt−2 + α3yt−3 . . . . + αpyt−p+ ∈1 (1)

where yt is the value of the variable at time t, and c represents the intercept term. α is the
coefficient of the lagged variable yt−1. ∈1 is the error term. The AR part depends on past
observations while the MA part depends on error terms. The general description of MA(q)
is as follows:

yt = c+ ∈t +θ1 ∈t−1 +θ2 ∈t−2 . . . . + θq ∈t−q (2)

The combination of autoregressive (AR) and moving average (MA) models results in
the autoregressive integrated moving average (ARIMA) model. The general form of an
ARIMA (p, d, q) equation is given as:

yt = c + α1yt−1 + α2yt−2 + α3yt−3 . . . . + αpyt−p + θ1 ∈t−1 +θ2 ∈t−2 . . . . + θq ∈t−q (3)

The number of lag observations (p) in the model is used to fine-tune the line being
fitted in order to predict the series. The number of differencing changes required for the
time series to become stationary is denoted by d, while q is used to describe the moving
average window’s size. Moreover, ARIMA (0, 0, 0) is classified as the white noise model
due to the absence of the AR part. If yt is considered nonstationary, then its first difference
(d = 1) ∆yt becomes invariable. So ARIMA (p, 1, q) is written as:
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∆yt = c + α1∆yt−1 + α2∆yt−2 + α3∆yt−3 . . . . + αp∆yt−p + θ1 ∈t−1 +θ2 ∈t−2 . . . . + θq ∈t−q (4)

After the differencing process of the time series, this equation can be used to forecast
the datasets.

4.2. Implementation Using Minitab Software

The Minitab software Version 21.1.0 [17] was used to fit the ARIMA models to the time
series. Minitab suggests appropriate time lags of autocorrelation on its own time series by
implementing the autocorrelation function (ACF) and then testing the influencing strength
of those time lags by implementing the partial autocorrelation function (PACF). The results
of the Minitab implementation showed that the ACF suggested up to 6 appropriate time
lags shown as spikes beyond the red horizontal dotted lines (Figure 2), whereas the PACF
showed the strongest autocorrelation at lag 1 beyond the red horizontal dotted lines
(Figure 3). With few time series, time lag 1 was selected to avoid excluding many of them.
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4.3. Selection and Assessment

Determining an ARIMA model for time series using Minitab can be an iterative
process. A trial-and-error process is required to determine the appropriate parameters.
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After an iterative experimental process to determine the parameters, the ARIMA (1,1,3)
model, that is, a time lag of order 1, the difference of order 1, and an MA of order 3, was
selected. In addition, the seasonal effect of the 12 months, that is, the annual cycle, could be
determined to help forecast future values. The assessment of this model’s fit to the data
was finally conducted. Minitab produced the following output for the assessment of this
model (Table 2). As presented in Table 2, (a) the final estimates of parameters, that is, the
probability values of the ARIMA (1,1,3) model, were all significant at the 0.0% level for
AR and MA, which evidences an efficient model. In addition, according to the suggestion
of (c) Box–Pierce chi-square statistics in Table 2, the seasonal effect of 12 months could be
determined, which was also significant at the 0.0% level [20].

Table 2. Estimates of parameters for the model.

(a) Final Estimates of Parameters

Type Coef. SE Coef. T-Value p-Value

AR 1 1.0245 0.0887 11.55 0.000

AR 2 0.169 0.137 1.23 0.221

AR 3 −0.2837 0.0875 −3.24 0.001

MA 1 0.0888 0.0743 1.19 0.234

MA 2 0.1303 0.0723 1.80 0.073

MA 3 0.7640 0.0644 11.86 0.000

Constant −0.000106 0.000119 −0.89 0.376

Differencing: 1 regular difference

Number of observations: original series 192, after differencing 191

(b) Residual Sums of Squares

DF SS MS

184 0.115198 0.0006261

Back forecasts excluded

(c) Modified Box–Pierce (Ljung–Box) Chi-Square Statistic

Lag 12 24 36 48

Chi-Square 52.71 81.40 96.38 102.08

DF 5 17 29 41

p-Value 0.000 0.000 0.000 0.000

Time series data analysis with autoregressive (AR) and moving average (MA) compo-
nents is presented in Table 1. A strong positive relationship with the previous observation
is indicated by the positive value of 1.0245 for the AR1 coefficient. Furthermore, it appears
to be a highly significant predictor based on the low p-value (0.000). The coefficient AR2 is
0.169 with a higher p-value (0.221), suggesting a weaker or nonsignificant relationship. The
negative AR3 coefficient (−0.2837) and low p-value (0.001) suggest a significant negative
relationship with the third lag. The coefficients of MA1 and MA2 are both positive; how-
ever, the p-value of MA2 (0.073) is on the borderline, suggesting that it may be marginally
significant. The highest MA3 coefficient (0.7640) and a very low p-value (0.000) suggest
a strong positive impact on the current observation. The constant term is not statistically
significant (p-value: 0.376), suggesting that the mean of the differenced series is not signifi-
cantly different from zero. One regular difference was applied to make the series stationary.
Relatively small residual sums of squares (SS) (0.115198) suggest that the model fits the
data well. The Ljung–Box test examines whether there is significant autocorrelation in the
residuals at different lags. The low p-values for all lags (12, 24, 36, 48) indicate that there
is significant evidence to reject the null hypothesis of no autocorrelation in the residuals.
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This suggests that the model has successfully captured the autocorrelation patterns in
the data. The significance of the AR and MA components of the ARIMA model suggests
that it has successfully captured the temporal dependencies in the time series. A good
fit is indicated by the relatively small residuals, and the Ljung–Box test indicates that no
significant autocorrelation remains in the residuals.

4.4. Forecasting Time Series Using the ARIMA (1,1,3) Model

This section addresses learning with the ARIMA model and includes graphics to
illustrate the findings. Using the fitted values of the observed 180 data points during the
period 1991–2005, Minitab provided the following output for the outlook. The predicted
values for the 12 months of the following year are shown on the right side of Figure 4.
The middle value between the lower and upper values was used. The classification rate
of the model was 83.79% for training and 83.33% for forecast (Table 3). Reflecting these
classification capabilities, the fitted values (in red) show a reasonable approximation over
time with the original data values (Figure 5).
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Table 3. Classification performance of ARIMA.

Data Classification Rate (%) Error Rate (%)

Training (year/month)
180 (91/1 to 05/12) 83.79 16.21

Forecasting (year/month)
12 (06/1 to 06/12) 83.33 16.67
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5. Neural Network with Weighted Fuzzy Membership Functions (NEWFM) Model

In this section, the characteristics of the NEWFM learning model and the results of
classification and forecasting using the ARIMA–NEWFM model are presented.

5.1. Characteristics of the Model

It is a synthesized type of fuzzy logic and a neural network that performs supervisory
learning. The preprocessed values of the time series, called FITs, produced by the ARIMA
(1,1,3) model were used as input vectors to the NEWFM. The overall mechanism of business
cycle forecasting, named ARIMA–NEWFM, is illustrated in Figure 6. The weights of the
membership functions were self-adaptively trained to determine the approximate output
that satisfies the target within the hidden layer (Bi). After the iterated learning process,
the NEWFM algorithm produced fuzzy distribution graphs, called hyperboxes, by feature
(LCI), containing extracted fuzzy rules classifying categories into classes of 0 and 1, as
shown in Figure 6.
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These fuzzy rules were then applied to classify the time series. The time series of LCIs
were adjusted and transformed into the optimum forecasting values of fuzzy membership
functions through the iterative training process of neural networks using the NEWFM
algorithm [13,14].

Finally, these dataset variables in the summed-up output classified as C0 and C1 were
integrated into a defuzzified single time series showing both the economic phases of the
trough (recession) and peak (boom) of the business cycle.

5.2. Classification Using the ARIMA–NEWFM Model

The FITS, dataset variables preprocessed by ARIMA, were trained and tested using
the NEWFM. These preprocessed 180 monthly data instances of FITS corresponding to LCI
components for the period from January 1991 to December 2005 were used for training, and
the 12 monthly data samples from January 2006 to December 2006 of the following year
were used for the forecasting test, as shown in Table 4. After 300,000 iterations of learning
in the experiment, the fuzzy rules to forecast were obtained, that is, seven hyperboxes by
LCI, each of which contains the classification rules for Class 0 (trough) and Class 1 (peak)
(Figure 7).



Axioms 2024, 13, 56 9 of 13

Table 4. Classification performance of ARIMA–NEWFM Model.

Data Classification Rate (%) Error Rate (%)

Training (year/month)
180 (91/1 to 05/12) 91.61 8.39

Forecasting (year/month)
12 (06/1 to 06/12) 91.61 8.39
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Then, these fuzzy rules derived from the training process were applied to test the data,
that is, the nontrained time series of the following year, for the outlook. The classification
rate shows the same rate of 91.61% for both the training and testing. Table 4 lists the final
classification performance results.

5.3. Defuzzification and Trend Line of the Business Cycle

The dataset variables in the summed-up output classified as C0 and C1 obtained from
the aforementioned experiments are easily integrated into a single time series using the
well-known Sugeno equation (Equation (5)) without a time-consuming defuzzification
operation [18].

z =
∑ wizi

∑ wi
(wi : ith weight of ith output, zi : ith output of fuzzy rule

)
(5)

Figure 8 shows the time series plot of the ARIMA–NEWFM model together with
GDP. The time series comprising 192 monthly LCI and GDP data points from 1991 to 2006
generated an upward and downward trend line of the business cycle. This trend line of
the ARIMA–NEWFM model (in blue) demonstrates the approximate wave of fluctuations
with that of GDP (in red), which was the target class. This implies that the ARIMA–
NEWFM model successfully integrated seven LCIs and rendered an early indicator of the
overall business cycle fitted as GDP. However, GDP requires a considerable time lag for
compilation by a statistical authority. Thus, the ARIMA–NEWFM model provides another
early economic indicator, capturing signals of an economic boom or recession, nearly the
same as GDP, which is the main indicator representing the business cycle.



Axioms 2024, 13, 56 10 of 13

Axioms 2024, 13, x FOR PEER REVIEW 10 of 14 

𝑧 =  ∑∑ (𝑤 : ith weight of ith output, 𝑧 : ith output of fuzzy rule) (5)

Figure 8 shows the time series plot of the ARIMA–NEWFM model together with 
GDP. The time series comprising 192 monthly LCI and GDP data points from 1991 to 2006 
generated an upward and downward trend line of the business cycle. This trend line of
the ARIMA–NEWFM model (in blue) demonstrates the approximate wave of fluctuations 
with that of GDP (in red), which was the target class. This implies that the ARIMA–
NEWFM model successfully integrated seven LCIs and rendered an early indicator of the 
overall business cycle fitted as GDP. However, GDP requires a considerable time lag for 
compilation by a statistical authority. Thus, the ARIMA–NEWFM model provides another 
early economic indicator, capturing signals of an economic boom or recession, nearly the 
same as GDP, which is the main indicator representing the business cycle. 

Figure 8. Forecasting result by ARIMA–NEWFM model. 

6. Results and Discussion
In this section, a comparison is made between two models—ARIMA and ARIMA–

NEWFM—in terms of classification accuracy and regression forecasting. Furthermore, the 
experimental results are discussed. 

6.1. Forecasting Capability 
Table 5 and Figure 9 show the comparative classification performances of ARIMA 

and ARIMA–NEWFM. The classification rate of 91.61 % for the ARIMA–NEWFM model 
was higher than that of 83.79 % for the ARIMA model. In addition, linear regression anal-
ysis was implemented using the Minitab software Version 21.1.0 to compare the approxi-
mation performance of both models. Minitab provides diagnostic outputs on the way the 
model fits the data. For linear regression, the time series processed by ARIMA and 
ARIMA–NEWFM were used as predictors, whereas those of GDP were used as response 
variables. Tables 6 and 7 present the results of the linear regression analysis. The approx-
imation performance of 71.0 % for the ARIMA–NEWFM model in terms of coefficient of
determination 𝑅 was higher than that of 69.1% for the ARIMA model. Furthermore, the 
error rate of 2.0471 % for the ARIMA–NEWFM model in terms of ∑(μ) was less than that 
of 2.1696 % for the ARIMA model. 

The squared sum of regression, R (Equation (6)) is the value of the portion explained 
by the response variables of the total variation in the data. Therefore, the higher the value 
ofR , the more useful the model. The sum of the squared error in terms of ∑(μ) (Equation 

Figure 8. Forecasting result by ARIMA–NEWFM model.

6. Results and Discussion

In this section, a comparison is made between two models—ARIMA and ARIMA–
NEWFM—in terms of classification accuracy and regression forecasting. Furthermore, the
experimental results are discussed.

6.1. Forecasting Capability

Table 5 and Figure 9 show the comparative classification performances of ARIMA
and ARIMA–NEWFM. The classification rate of 91.61% for the ARIMA–NEWFM model
was higher than that of 83.79% for the ARIMA model. In addition, linear regression
analysis was implemented using the Minitab software Version 21.1.0 to compare the ap-
proximation performance of both models. Minitab provides diagnostic outputs on the way
the model fits the data. For linear regression, the time series processed by ARIMA and
ARIMA–NEWFM were used as predictors, whereas those of GDP were used as response
variables. Tables 6 and 7 present the results of the linear regression analysis. The approx-
imation performance of 71.0% for the ARIMA–NEWFM model in terms of coefficient of
determination R2 was higher than that of 69.1% for the ARIMA model. Furthermore, the
error rate of 2.0471% for the ARIMA–NEWFM model in terms of ∑(µ)2 was less than that
of 2.1696% for the ARIMA model.
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Table 5. Comparison of ARIMA–NEWFM and ARIMA.

Data
Classification Rate (%)

ARIMA–NEWFM ARIMA

Training (year/month)
180 (91/1 to 05/12) 91.61 83.79

Forecasting (year/month)
12 (06/1 to 06/12) 91.61 83.33

Table 6. Summation of the analysis using linear regression.

Models
GDP

R2 (%) ∑(µ)2

ARIMA–NEWFM 71.0 2.0471

ARIMA 69.1 2.1696

Table 7. Analysis results using the Minitab tool and linear regression method.

Regression Analysis

GDP versus ARIMA–NEWFM GDP versus ARIMA

regression equation GDP = 0.122 + 0.864 ARIMA–NEWFM GDP = 0.237 + 0.812 ARIMA
191 cases used, 1 case contains missing values

Predictor Constant ARIMA–NEWFM Constant ARIMA
Coef. 0.12236 0.86434 0.23706 0.81173

SE Coef. 0.02634 0.04010 0.02224 0.03948
T 4.65 21.55 10.66 20.56
p 0.000 0.000 0.000 0.000

S = 0.103798, R-Sq = 71.0%, R-Sq(adj) = 70.8% S = 0.107141, R-Sq = 69.1%, R-Sq(adj) = 68.9%

Analysis of Variance

Source DF SS MS F P DF SS MS F P
Regression 1 5.0048 5.0048 464.52 0.000 1 4.8518 4.8518 422.66 0.000

Residual Error 190 2.0471 0.0108 189 2.1696 0.0115
Total 191 7.0518 190 7.0214

The squared sum of regression, R2 (Equation (6)) is the value of the portion explained
by the response variables of the total variation in the data. Therefore, the higher the
value of R2, the more useful the model. The sum of the squared error in terms of ∑(µ)2

(Equation (7)) is not explained by the model and is attributed to the error. The equations
used are as follows:

R2 =

(
∑t

i=1
(
ŷ1 − ŷ

)2
)

(
∑t

i=1(y1 − y)2
) (6)

∑(µ)2 =
n

∑
i=1

(yi −
∧
yi)

2 (7)

where ŷi denotes the estimated response variable, yi denotes the observed time series, and
ŷ and y denote the mean responses.

6.2. Discussion

ARIMA is a widely used traditional econometric tool for time series analysis. However,
as a linear model, its effectiveness in adjusting and smoothening functions on a nonsta-
tionary dataset is limited. Meanwhile, the supplementary function works well by using
the NEWFM, which can process the nonlinear dataset to obtain optimum values of fuzzy
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membership functions through the iterated training process of neural networks. Thus,
ARIMA–NEWFM, combining the two models, can significantly enhance the classification
rate, thereby increasing the approximation performance with GDP (Table 5).

7. Conclusions

The study has explored a novel methodology for forecasting business cycles by em-
ploying ARIMA and NEWFM models. This approach enhanced the advantages of both
models to obtain a significantly improved classification rate, thereby increasing the ap-
proximation performance with GDP as well. Using this model, the components of LCIs
successfully integrated different good or bad signals into a single indicator and provided
an early indicator of a comprehensive business cycle, admirably fitted as GDP, which
requires a considerable time lag for compilation. Consequently, the ARIMA–NEWFM
model presents another method for forecasting the business cycle for developing economic
plans or strategies in advance for enterprises and governments. In addition, this model can
be used in many applications such as stock price forecasting, gold price forecasting, and
power usage forecasting related to the forecasting of time series data.

8. Limitations

• There is a limitation in the present model. In this study, NEWFM was implemented
using JAVA programming language. So, program execution speed is somewhat slow.
The speed of the program might be improved by implementing a tensorflow version
of NEWFM. Further experiments using different datasets that are sufficiently long to
cover the lost time series in adjusting and smoothening process of the time series by
ARIMA are required.

• The presented ARIMA and ARIMA-NEWFM models, despite their high accuracy
and reliability, face limitations due to the manual specification of model parameters,
requiring multiple trials and modifications to find the optimal configuration.

• This study may face limitations due to the limited number of observations of the GDP
series. The presented work is restricted to the use of monthly observation datasets
from 1991 to 2005 for training and the following 12 months for testing the outlook.

• The model’s reliability and accuracy depend on the reliability and differencing of
historical data, which must be collected accurately and over a long period for accurate
results and forecasts.

• The model’s limitations include its reliance on data collection and the manual trial-
and-error process needed to determine optimal parameter values.

9. Future Work

• The accuracy and robustness of forecasting could be improved by combining the
advantages of the hybrid ARIMA and NEWFM models. The suggested methodology’s
performance can be improved over extended periods. This could entail finding the best
configurations by methodically changing the parameters in the ARIMA and NEWFM
models. Various forecasting models, such as deep learning and machine learning
techniques, can be examined and contrasted with the suggested ARIMA and NEWFM
methodologies. To assess the methodology’s practical applicability, it can be tested in
real-time forecasting scenarios, but it will have some limitations.

• The ARIMA-NEWFM and ARIMA models are suitable for current observations, but
future research could benefit from comparing other forecasting techniques, such as
exponential smoothing, vector autoregressive models, neural networks, etc.
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