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Abstract: Robotic rehabilitation of the lower limb exoskeleton following neurological injury has
proven to be an effective rehabilitation technique. Developing assistive control strategies that achieve
rehabilitative movements can increase the potential for the recovery of the motor coordination of the
participants. In this paper, the innovative contributions are to investigate a robust sliding mode
controller (SMC) with radials basis function neural network algorithm (RBFNN) compensator for a
novel compliance tendon–sheath actuation lower limb exoskeleton (CLLE) to provide intrinsic thigh
and shank rehabilitation training. The controller employing the RBFNN compensator is proposed
to reduce the impact of friction from the compliance tendon–sheath actuation system (CTSA). In
the design of the compensator, a single parameter is investigated to replace the weight informa‑
tion of the neural network. Our proposed controller is shown to yield fast, stable, and accurate
control performance regardless of uncertainties interaction. Two additional algorithms, including
a robust adaptive sliding mode controller (RASMC) and a sliding mode proportional‑integral con‑
troller (SMPIC), are introduced in this paper for comparison. The simulations were presented with
MATLAB/SIMULINK to validate the superiority of the performance of the proposed controller.

Keywords: exoskeleton robot; robust control; neural network; compliance tendon–sheath actuation;
uncertainties and friction

1. Introduction
Due to the fact that the problem of the aging population is increasing and the cost

of artificial rehabilitation training is rising, lower limb exoskeleton robots for rehabilita‑
tion have become a current interest of researchers [1–3]. In the past, rehabilitation training
for impaired lower limbs was mainly undertaken by physiotherapists, which is a labor‑
intensive task. Various rigid exoskeletons have been extensively implemented to free phys‑
iotherapists from heavy workloads and boost the rehabilitation training level of lower
limbs in the past two decades [4], Ekso [5] and HAL [6] are representatives of them. These
lower limb exoskeleton robots have similar lower limbs structure to humans, with a robotic
joint axis that matches the joint axis of the human lower limb. The rigid structure allows
the exoskeleton to determine the lower limb posture of the wearer and to ensure that the
controlled torque is applied to each joint separately. However, some substantial deficien‑
cies in rigid structural exoskeletons, such as their large weight, high inertia, and joint mis‑
alignment, seriously affect practicality and safety. The above‑proposed prototypes do not
address this issue.

In follow‑up studies, flexible transmission systems, such as CTSA, have been em‑
ployed in [7–9] to separate the actuator from the exoskeleton to reduce the bodyweight
of the exoskeleton. In [10–12], soft exoskeletons based on CTSA, which are lightweight
and have lower inertia, were developed to assist the rehabilitation of patients. The field
of research for compliance tendon–sheath actuation lower limb exoskeleton is worthy of
investigation. In the literature, the friction problem caused by CTSA was also introduced,
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which is the main issue for engineering applications. The friction of CTSA is caused by
the changing of the tendon–sheath bending angle, which renders the torque and displace‑
ment transmission of CTSA difficult. Proposing a robust control strategy that can describe
and manage these uncertainties in a lower limb exoskeleton has been a central concern
of researchers.

Controllers are essential for both upper and lower limb exoskeleton robots [13–15].
Wu et al. [16] investigated a tendon–sheath‑actuated exoskeleton with an anthropomor‑
phic structure using the PID method. The robust adaptive PD controller and the fuzzy
PID controller for tracking the trajectory and assisting in the rehabilitation of the exoskele‑
ton were proposed by Rosales Luengas et al. [17] and Sharma R et al. [18]. Many attempts
have been made to implement SMC in an exoskeleton system. In [19], a learning control
scheme for an upper‑limb exoskeleton via the adaptive SMC technique was proposed to
accomplish passive rehabilitation therapy tasks for the wearable six‑degrees of freedom
(DOF) upper limb exoskeleton. Amir Razzaghian [20] investigated a novel fractional‑order
Lyapunov‑based robust SMC based on a fuzzy neural network compensator for exoskele‑
ton robotic systems, which can improve the closed‑loop system accuracy. Wu Q et al. [21]
investigated a higher‑order perturbation observer to estimate unknown composite pertur‑
bations and combined it with an adaptive sliding mode controller (ASMC) to achieve the
rehabilitation of the human body. In the literature [22], a self‑adaptive‑coefficient double‑
power SMC combined with an estimated dynamic model was investigated to eliminate
disturbances during operation due to environmental factors. The above studies show that
the uncertainties are relatively pronounced in the exoskeleton system. For the lower limb
exoskeleton based on CTSA, approaches that can effectively eliminate the effects of not
only uncertainties but also friction are extremely required. In this paper, an SMC that
employs neural networks was proposed to approximate and compensate for friction and
uncertainties, which can effectively improve the engineering value of an exoskeleton based
on CTSA.

Neural networks with function‑learning capabilities can effectively simplify complex
mathematical analysis problems and are effective methods to solve nonlinear control prob‑
lems. In the literature [23], a sliding mode controller based on an adaptive higher‑order
neural network has been proposed for realizing precise position‑tracking control of a hy‑
draulic rotary drive joint. In [24], a Genetic Algorithm–Back propagation (GA–BP) neu‑
ral network was proposed to estimate the motion intention of the wearer through elec‑
tromyography (EMG) signals. Radial basis function neural networks (RBFNN), as one
branch of neural networks, can effectively improve the performance of controllers in con‑
trol of multiple‑input–multiple‑output (MIMO) nonlinear systems. In [25,26], adaptive
RBFNN controllers were investigated for the class of MIMO nonlinear robot manipulators.
Liu. Q et al. [27] investigated two kinds of adaptive bias RBFNN control schemes, which
are the local bias scheme and the global bias scheme, to remedy the negative influence of
the bias of the dynamics. In [28], a novel neural output feedback trajectory tracking con‑
troller for robotic exoskeletons was proposed. However, up to now, few researchers have
utilized RBFNN to approximate time‑varying friction and the uncertainties of lower limb
exoskeletons, which possess ample potential and prospects.

Thus, the innovation of this paper is to investigate a robust adaptive SMC with an
RBFNN compensator to approximate and compensate for the uncertainties and
time‑varying friction. Moreover, the model of the CLLE is developed, and the model infor‑
mation for the hip and knee joints have been analyzed. In the compensator design, a single
parameter is investigated to replace the weight information of the neural network, which
implements adaptive control based on parameter estimation and can effectively simplify
the adaptive algorithm.

The structure of this paper can be divided into the following parts: In Section 2, the
model of CLLE is analyzed and developed. In Section 3, an adaptive SMC with RBFNN
compensator is investigated, and the stability is proven by employing the
Lyapunov method. The model information and the specific parameters of the controllers
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are introduced in Section 4. Section 5 shows the parameters of the numerical simulations.
Sections 6 and 7 provides the results and discussions at the end.

2. Description and Modeling of CLLE
In this section, the model of CLLE is investigated by combining it with two models:

the dynamic model and the friction model. The dynamic model is used to describe the
relationship between the joint angles and the torque applied to the joints. The friction
model is used to describe the frictional consumption of the CTSA.

2.1. Dynamic Model and Friction Model
The Newton–Euler method and the Legrangian formulas have been used to discover

the dynamic model of the system by preceding researchers [29]. The behavior of the lower
limb exoskeletonsmodel can be effectively describedwith the aid of Lagrangian approaches.
The dynamic equations for the hip and knee joints in the sagittal plane can be derived from
the Lagrangian method. Figure 1 shows a schematic diagram of the simplified mechanical
structure of the lower limb exoskeleton, where each leg consists of 3‑DOF and the DOF of
the ankle is passive. The dynamics of the model are also depicted in Figure 1; the hip and
knee angles are considered to be θ1 and θ2, respectively.
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Figure 1. The simplified mechanic structure schematic of CLLE consists of two active DOFs and one
passive DOF in each leg. The hip joint drives the thigh, the knee joint drives the shank, and the ankle
joint is passively driven by the foot for rehabilitation training. Where l1 and lc1 are the length of
thigh and the distance of centroid position from knee joint, l2 and lc2 are the length of shank and the
distance of centroid position from knee joint. m1 and m2 are the mass of thigh linkage and shank
linkage, θ1 and θ2 are the initial angle of joints.

According to the Lagrange formula and refs [29], K and P are given as the total kinetic
and potential energy of the system, the Equation is given as follows:

L = Kθi − Pθi (1)

Ti =
d
dt

(
∂L

∂
.
θi

)
−
(

∂L
∂θi

)
(2)

where L is the Lagrange function, Kθi and Pθi are the total kinetic andpotential energy of the
system, respectively. Ti represents the actual torques applied to the hip and knee joints, θi

and
.
θi, indicating the rotation angle and angular velocity of the joints, respectively, where

i = 1, 2. The total kinetic and potential energy can be calculated and written as follows:

EKθi
=

2

∑
i=1
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1
2

Ii
.
θ
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EPθi
=

2

∑
i=1

(miyig) (4)

where i = 1, 2, mi denotes the mass of the thigh and shank and Ii denotes the rotational
inertia. xi and yi are the centroid position of the linkage.

.
xi and

.
yi are the centroid velocity

of the thigh and shank in the horizontal and vertical orientation, which can be derived
from the geometric relationship of the robotic model. Based on the above formulas (1)–(4),
the dynamic model in the sagittal plane is given as follows:

T = M(θ)
..
θ + C

(
θ,

.
θ
) .

θ + G(θ) + τ (5)

where T denotes the 2× 1 vector of the torque applied to the two active joints, θ = [θ1 θ2 ] ,
M(θ) ∈ R2×2 denotes the symmetric positive definite inertiamatrix, theC

(
θ,

.
θ
)
∈ R2×2 de‑

notes the Coriolis and centripetal matrix, τ denotes the external disturbances, and
G(θ) ∈ R2×1 represents the gravity vector.

In [30–34], previous researchers have analyzed the characteristic of CTSA. A diagram
of the overall structure of the double tendon–sheath system applied to CTSA is shown in
Figure 2. As shown in Figures 1 and 2, the complete CLLE structure mainly consists of
four units of double tendon–sheath systems. Each leg of the exoskeleton consists of two
compliant tendon–sheath drive units located at the back of the waist above the belt and
brace, four tendon–sheath supports, four anchor points, and two guidance mechanisms.
In this study, CTSA [21,34] is used for actuation in the lower limb exoskeleton.
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Figure 2. The schematic diagram of a double tendon–sheath. In the figure, tendons a and b are
attached to the input side pulley and output side pulleywith a pull‑pull configuration τin and τout are
the input and output torque, θin and θout are the input and output angles,ωin andωout are the angular
velocities of input and output, and r1 and r2 are the radius of the pulleys. The tendon transmits the
force and torque by mechanical displacement in the inner tendon.

For the double tendon–sheath system, assuming that the elongation of the tendon in
the double tendon–sheath system keeps within the elastic limit, it can be concluded that
the elongation summation of tendons a and b approaches zero. According to previous
research [34,35], the friction model in the transmission system can be obtained as follows:

F
(

Θ,
.
θ
)
=

sign
( .

θ
)

2T0r1µΘ,
.
θ(t) ̸= 0

F
(

Θ,
.
θ
)(

t−1), .
θ(t) = 0

(6)

where T0 is the pretension of the initial tendon–sheath system, and F
(

θ,
.
θ
)(

t−1) are the
friction torque at a moment before t. µ denotes the friction constant between the tendons
and sheaths. Θ represents the bending angle of the CTSA system, which is hard to obtain
in engineering applications.
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2.2. Model of CLLE
Figure 3 demonstrates the basic structure of the CLLE, including the electrical part,

transmission part, and mechanical part. In Figure 3, Um represents the input voltage of
the DC motor, Tm is the input torque of the transmission system, and T represents the
torque applied on each joint. In this paper, the discussion mainly focuses on the controller
that eliminates the negative friction effects, so the details of the electrical part will not
be analyzed.
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From Figure 3, the torque T, which is applied to the joints can be expressed as
T = Tm − F(Θ,

.
θ). Substituting it into Equations (5) and (6), the model of CLLE is given as

follows:
Tm = M(θ)

..
θ + C

(
θ,

.
θ
) .

θ + G(θ) + τ + F
(

Θ,
.
θ
)

(7)

According to Equations (6) and (7), it can be inferred that the radius of the pulleys, the
pretension of the tendon, the total bending angle, and the friction coefficient are the main
factors that determine the characteristics of torque transmission. Nevertheless, in practi‑
cal application, the bending angle of CTSAwill constantly change during operation, which
will lead to notable variations in torque transmission. Meanwhile, it is hard to construct
a real‑time measurement system for detecting changes in the bending angle. Therefore,
in order to eliminate the effects, a robust adaptive SMC with RBFNN compensator is pro‑
posed. The proposed controller can significantly approximate time‑varying friction and
satisfy the demands of CCLE.

3. Controller Design
Sliding mode controllers (SMC) are popular in robotic control systems [36]. In this

section, a robust adaptive SMCwith an RBFNN algorithm compensator was introduced to
eliminate the effects of uncertainties and friction in the CLLE. The universal approximation
characteristic of RBFNNwas utilized to enable SMC to implement enhanced performance.
Figure 4 shows the scheme of SMC with the compensator.
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3.1. SMC Design
The desired and actual angle position are defined as θd and θ(t) and the desired

trajectories error as e(t), which can be expressed as follows:

e(t) = θd(t)− θ(t) (8)

The sliding mode function, s, can be defined as follows:

s =
.
e(t) + λe(t) (9)

Differentiating e with respect to t and substituting it into Equation (9) can obtain
the following:

s =
.
θd(t)−

.
θ(t) + λe(t) (10)

Differentiate s with respect to t,
.
s =

..
θd(t)−

..
θ(t) + λ

.
e(t) (11)

Multiply both sides of the Equation by thematrix M(θ) at the same time and substitute
Equation (7) into it, then Equation (11) can be rewritten as follows:

M(θ)
.
s = M(θ)

( ..
θd + λ

.
e
)
+ C

.
θ + G(θ) + F

(
Θ,

.
θ
)
+ τ − Tm

= M(θ)
( ..

θd + λ
.
e
)
+ C

( .
θd + λe

)
− C · s + G + F

(
Θ,

.
θ
)
+ τ − Tm

(12)

The uncertain terms in Equation (12) can be defined as a tag function f , which can be
written as folows:

f = ∆M(θ)
( ..

θd + λ
.
e
)
+ ∆C

( .
θd + λe

)
+ ∆G + F

(
Θ,

.
θ
)

(13)

where the tag function f includes the modeling errors terms ∆M and ∆C, the disturbances
term ∆G and time‑varying friction term F

(
Θ,

.
θ
)
, respectively. The tag function f is un‑

known and needs to be approximated. The neural network learning method is adopted
here, the upper bound estimated value of the neural network is taken as the estimated value
of the neural network, and the adaptive law of parameter estimation is used to replace the
weight adjustment of the neural network for approximating the tag function f .

3.2. Neural Network Framework
The control system forCLLE robots can be regarded as amulti‑input andmulti‑output

(MIMO) model system. For the MIMO system, the neural network is capable of learn‑
ing complex models online or offline through forward and reverse dynamic behaviors by
adapting to changes in the environment design. The RBFNN is investigated here as a con‑
troller compensator. As shown in Figure 5, the radial basis function neural network con‑
sists of three layers, which are the input layer, hidden layer, and output layer, respectively.
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The neuron activation function of the hidden layer is composed of radial basis func‑
tions, and the array operation unit is the hidden layer node. Each hidden layer node in‑
cludes a center vector with the same dimension as the input parameter vector. The nonlin‑
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ear activation function is designed for the output of the hidden layer as hj(t), which can
be expressed as follows:

hj(t) = exp

(
−
∥ xj(t)− cj(t) ∥2

2b2
ij

)
, i, j = 1, · · · , m (14)

where bij is a positive scalar representing the width of the Gaussian function and m is
the number of hidden layer nodes. cj, the coordinate vector of the center of the Gaussian
function in the hidden layer neuron. xj(t) denotes the network input signal. TheWeighting
function, yi(t), is investigated to achieve neural network output, which can be defined
as follows:

yi(t) =
m

∑
j=1

wjihj(t), i = 1, · · · , n (15)

wherew is theweight of the output layer, n and yi represent the number of the output layer
nodes and the output of the neural network. A radial basis function neural network was
constructed to approximate the function f , the specific method is as follows, define f in a
neural network as follows:

fi = WThi(t) + ε (16)

where W ∈ R1×m represents the vector of the weight of the output layer. ε indicates the
neural network approximation error, which is assumed to be |ε| ≤ εN . According to the
output of the neural network and function f in the neural network, assuming that the esti‑
mated value of function f of the neural network is defined as f̂i, it can bewritten as follows:

f̂i = Wi
Thi(t) + ε (17)

3.3. Control Law
According to the estimated value of function f of the neural network in Section 3.2

and the model of CLLE, fi and f̂i can be defined as follows:

f (x) =
[

f1 f2
]T

=

[
w⊤

1 h1 + ε1

w⊤
2 h2 + ε2

]
=

[
w⊤

1 h1
w⊤

2 h2

]
+ ε (18)

where ε = [ε1 ε1]
T. According to Equations (14) and (18), the network input signals were

defined as xi =
[
ei

.
ei qdi

.
qdi

..
qdi
]
and x = [x1 x2]

T, where i = 1, 2 denotes the number
of joints.

The weight of the output layer was defined as w1 w2 and the estimated weight value
as ŵ1 ŵ2. Assuming that the error of the weight function is w̃ ,

w̃ =

[
w1 − ŵ1
w2 − ŵ2

]
, ∥ wi ∥F ⩽ max{w1 · w2} (19)

Taking a normal number, φ, which can be defined as φ = maxi=1,2
{
∥ wi ∥2} and

φ̃ = φ̂ − φ, φ̂, represents the estimated value of φ. The control law is investigated as follows:

Tm =
1
2

φ̂shT
1 h1 + kvs − r (20)

where kv denotes the control parameter and r represents the robust term for overcoming
the approximation error of the neural network. r can be defined as r = −(εN + bd)sgn(s).
Substituting Equations (13) and (20) into Equation (12), the following can be obtained:

M(θ)
.
s = −(kv + C)s − 1

2
φ̂s · hT1 h1 + ( f + τ) + r (21)
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The formula in Equation (9) defines that S = [s1 s2]
T , E(t) = [e1 e2]

T ,
.
E(t) = [

.
e1

.
e2]

T

and λ′=
[

λ1
λ2

]
, λ1, λ2 > 0. Then Equation (9) can be described as S = E(t) + λ′ .

E(t).

Based on Equation (18) and the model of CCLE, the following can be obtained:

M(θ)
.
S = −(kv + C)S − 1

2
φ̂S ◦ H + ( f + τ) + r (22)

where H ∈ R1×2 = [h1
Th1 h2

Th2]
T denotes the nonlinear activation function of joints. S ◦ H

can be expressed as, S ◦ H = [s1h1
Th1 s2h2

Th2]
T .

3.4. Proof of Lyapunov Stability
A Lyapunov function V is designed as follows:

V = V1 + V2

V1 = 1
2 STMS

V2 = 1
2

1
β φ2

(23)

Calculating the derivative of the first term V1, one obtains the following:

.
V1(t) = 1

2

.
S
T

MS + 1
2 STM

.
S + 1

2 ST
.

MS
= ST

[
−(kv + C)S − 1

2 φ̂S ◦ H + ( f + τd) + r
]
+ 1

2 ST
.

MS

= ST
[
−KvS − 1

2 φ̂S ◦ H + Wh + (ε + τd + r)
]
+ 1

2 ST
( .

M − 2C
)

S

= ST
[
− 1

2 φ̂S ◦ H + Wh

]
− STkvS + ST(ε + τd + r)

(24)

where Wh = [w1
Th1 w2

Th2]
T . M(θ) ∈ e × 2 denotes the symmetric positive definite inertia

matrix, and based on the Matrix characteristics, the following is obtained:

ST
( .

M − 2C
)

S = 0 (25)

Therefore, it can be defined as follows:

ST(ε + τd + r) = ST(ε + τd − (εN + bd)sgn(s)) ⩽ 0 (26)

Let STkvS ≥ 1, one obtains,

S2 φhTi hi + 1 = S2 ∥ W ∥2 hTi hi + 1
= S2 ∥ W ∥2∥ hi ∥2 +1
= S2∥ WThi ∥

2
+ 1 ⩾ 2SWThi

(27)

Thus, 1
2 S2∥ WThi ∥

2
+ 1

2 ⩾ SWTh. Since STWh = [s1 s2] [w1
Th1 w2

Th2]
T
= ∑ siwT

i hi
(i = 1, 2). According to Equation (27), we achieve,

STWh ≤ 1
2

φ ∑ siwT
i hi(i = 1, 2) + +

n
2

(28)

From Equation (22), ST
[
− 1

2 φ̂S ◦ H
]
can also be transferred to

ST
[
− 1

2 φ̂S ◦ H
]
= − 1

2 φ̂[s1s2]

[
s1h⊤1 h1
s2h⊤2 h2

]
= − 1

2 φ̂
(

s2
1∥ h1 ∥2 + s2

2∥ h2 ∥2
)

= − 1
2 φ̂ ∑ n

i=1s2
i ∥ hi ∥2

(29)



Machines 2022, 10, 1064 9 of 19

Thus, ST
[
− 1

2 φ̂S ◦ H
]
≤ 0 is satisfied. As

.
V2 = 1

β φ̃
.
φ̂, we obtain,

.
V =

.
V1 +

.
V2 ⩽ −1

2
φ̂ ∑n

i=1 s2
i ∥ hi ∥2 +

1
2

φ ∑n
i=1 s2

i hTi hi +
n
2
+

1
β

φ̃
.
φ̂ − STKvS (30)

= −1
2

φ̃ ∑n
i=1 S2

i ∥ hi ∥2 +
n
2
+

1
β

φ̃
.
φ̂ − STKvS

= φ̃

(
−1

2 ∑n
i=1 s2

i ∥ hi ∥2 +
1
β

.
φ̂

)
+

n
2
− STKvS

Then the adaptive control law is investigated as follows:

.
φ̂ =

β

2 ∑n
i=1 s2

i ∥ hi ∥2 (31)

The A Lyapunov function V can be rewritten as follows:

.
V =

n
2
− STKvS (32)

Considering that the model of CLLE, n = 2 is determined. From Equations (30) and
(32), one obtains the following:

.
V =

n
2
− STkvS = 1 − STkvS (33)

To ensure the Lyapunov function V and
.

V ⩽ 0, we can define the parameter of kv to
make n

2 ⩽ STkvS stand. Therefore, we obtain the following:

.
V ⩽ n

2
− STkvS ⩽ 0 (34)

Therefore, the Lyapunov function V will continuously decrease, and the system will
be stable. Then the proposed controller of the CLEE system is convergent and stable
over time.

4. Model and Controller Identification
4.1. Model Parameters Identification

The model of CLLE is proposed in Equation (7). Actually, the parameters M(θ), C(θ),
and G(θ) are formulated in the following specific form.

M(θ) =

[
I1 + I2 + m1l2

c1 + m2l2
1 + m2l2

c2 + 2m2l1lc2 cos θ2 I2 + m2l2
c2 + m2l1lc2 cos θ2

I2 + m2l2
c2 + m2l1lc2 cos θ2 I2 + m2l2

c2

]
(35)

C(θ) =

[
−2m2l1lc2 sin θ2 ·

.
θ2 −m2l1lc2 sin θ2 ·

.
θ2

m2l1lc2 sin θ2 ·
.
θ1 0

]

G(θ) =

[
−m1glc1 sin θ1 − m2gl1 sin θ1 − m2glc2 sin(θ1 + θ2) + d1

−m2glc2 sin(θ1 + θ2) + d2

]
where Ii(i = 1, 2)denotes themoment of inertiawith the rectus thighs and shank, gdenotes
the gravitational acceleration, and d1 and d2 represent the external disturbance of gravity
on the thigh and shank, respectively.

4.2. Design of SMPIC and RASMC
The superiority of the proposed method is demonstrated when compared with the

other two controllers. The classic sliding mode proportional‑integral controller (SMPIC)
and the robust adaptive sliding mode controller (RASMC) are chosen.
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SMPIC was designed as follows. Define e′(t) = θd(t)− θ(t) and s′ =
.
e′(t) + γe′(t).

Assuming that E′(t) = [e′1 e′2]
T ,

.
E′(t) = [

.
e′1

.
e′2]

T
, γ′=

[
γ1

γ2

]
, γ1, γ2 > 0. Therefore,

the law of SMPIC is designed as follows:

T′
m = T + kps′ + ki

∫
s′dt + τs (36)

where kp and ki are the proportional gain and the integral gain, which are kp > 0 and
ki > 0. τs represents the robust term and τs = ks′ sgn(s′). Substituting it into Equation (12),
we can obtain the following:

M(θ)
.
S
′
+C

(
θ,

.
θ
)

S′ + ki

∫ t

0
s′dt = −kps′ − ks′ sgn

(
s′
)
+ ES (37)

where E denotes the joint angle error of CCLE and S′ = [s′1 s′2]
T . Lyapunov function V is

investigated as follows:

V =
1
2

S′TMS′ +
1
2

(∫ t

0
s′dτ

)T
ki

(∫ t

0
s′dτ

)
(38)

Calculating the derivative of the first term V, one obtains the following:

.
V = S′T

[
M

.
S
′
+

1
2

.
MS′ + ki

∫ t

0
S′dt

]
(39)

Considering the symmetry of the matrix, we find S′T
( .

M − 2C
)

S′ = 0, thus the equa‑
tion can be rewritten as follows:

.
V = S′T

[
M

.
S
′
+

1
2

.
MS′ + ki

∫ t

0
s′dt

]
(40)

Due to ks′ = diag[kii], we can define that kssgn(s) ≥ |ES|. Substituting Equation (37)
into Equation (40), we can obtain the following:

.
V = −S′TkpS′ − S′Tks′ sgn

(
s′
)
+ S′TES (41)

Thus, we find that
.

V ≤ −sTkps ≤ 0. So that, if s′ ≡ 0 while V ≡ 0, as LaSalle’s
Invariance Principle, we have that when t approaches infinity (t→∞) and s′ approach to
zero (t→0), systematic error bounded convergence (e′→0,

.
e′→0), the system is asymptoti‑

cally stable.
Then the RAMSC is introduced as follows for the CLLE. The control law is investi‑

gated [37] as follows:

Tm = Ĥ(q)
.

qr + Ĉ
(
q,

.
q
) .
qr + Ĝ(q) + Yâ − KDs + F

(
Θ,

.
θ
)

(42)

The adaptive law is investigated as follows:
.
â = −Γ · YT · s′′ (43)

where q = [q1 q2]
T represents the angle of the thigh and shank. τa = [τh τk]

T denotes the
torque. s′′ =

.
e′′ (t) + ξe′′ (t) =

.
q− .

qr,
.

qr = qd − ξe′′ . Moreover, KD, Γ, and c are all diagonal
gain matrices. The stability proof of RASMC (42) and (43) can refer to former research [37].
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5. Parameters and Numerical Simulations
In this section, the parameters of the numerical simulation are presented with three

control methods for CLLE. Some nomenclature that is useful for the later analysis of the
simulation results is described. The desired and actual angle trajectories of the hip and
knee joints are defined in the former section as θd = [θd1 θd2]

T and θa = [θa1 θa2]
T . The

tracking error is defined as e = [e1 e2]T , where e = θd − θa. The parameters of the CLLE
are shown in Table 1. The length of the upper leg (l1) can be defined as 0.2780 * HT (height
of the person, 180 cm), and the length of the lower leg (l2) can be defined as 0.2206 * HT.
The mass of the upper leg (m1) is 0.1 MT (total mass of the person, 80 kg) and the mass of
the lower leg (m2) is 0.0405 MT. For the CLLE, refer to (6), (7), and refs [34]; the parameters
of the CTSA are shown in Table 2.

Table 1. List of physical parameters in 2‑DOF lower limb exoskeleton.

Parameter Value Parameter Value

m1 8 (kg) lc1 0.25 (m)
m2 4 (kg) lc2 0.2 (m)
l1 0.5 (m) g 9.8

(
kg·m/s2 )

l2 0.4 (m)

Table 2. List of physical parameters in CTSA.

Parameter Value Parameter Value

T0 80 (N‑m) µ 0.1333
Θ (initial) Pi/2 (rad) r1 65 (mm)

r2 65 (mm)

To fully demonstrate the robustness of our proposed approach, a series of compara‑
tive numerical simulations were conducted.

Case 0: The desired trajectory for the simultaneous acquisition of CLLE performance
is as follows. A simulation with uncertainties and friction is proposed in this case.

θd1 = 0.5 × sin
(

2t +
π

4

)
(44)

θd2 = 0.5 × cos
(

2t +
π

4

)
(45)

Case I: From clinical gait analysis [38], the desired trajectory for the simultaneous
acquisition of CLLE performance is as follows. A simulation without uncertainties and
friction is proposed in this case.

θd1 =
[18.7 cos(4t)− 9 sin(4t) + 2 cos(8t)− 5 sin(8t) + 0.8 cos(12t) + sin(12t)]π

180
(46)

θd2 = − [23.6 + 6 cos(4t) + 17 sin(4t)− 10.6 cos(8t) + 6.2 sin(8t)− 0.6 cos(12t)− 4.7 sin(12t)]π
180

(47)

Case II: In this case, the desired trajectory is the same as in case1. A simulation is
proposed with uncertainties and friction.

Case III: In this case, three sets of time‑varying uncertainties and disturbances with
different magnitudes are introduced in the simulations, namely:

(I) d1 = cos(40t) and d2 = sin(40t).
(II) d1 = 4 cos(40t) and d2 = 4 sin(40t).
(III) d1 = 8 cos(40t) and d2 = 8 sin(40t).
The external disturbance can be expressed as τd = [τd1 τd2]. In case0 and caseII, τd is

obtained as τd1 = sin(8t); τd2 = sin(6t), respectively. The initial hip and knee joints angle
are taken as θ1 = 0.5 rad, θ2 = 0.5 rad, and

.
θ1 = 0,

.
θ2 = 0.
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For the parameters employed in the proposed method, SMPIC and RASMC, the pa‑
rameters are set as follows. In the proposed controller, define that kv = diag(200, 200),
λ′ = diag(50, 50), εN and bd are 0.5 and 0.2, respectively. β = 500, M = 2, and the
thickness of the sliding mode surface is 0.01. The initial weight of the neural network is se‑
lected as the zero vector. In the SMPIC, the following can be defined, kp = diag(100, 100),
ki = diag(80, 80), ks = diag(15, 15), and γ′ = diag(5.0, 5.0). In RASMC, the following
can be defined, ξ = diag(4.0, 2.0), kd = diag(10, 10), and Γ = diag(0.1, 0.1, 0.1, 0.1). The
simulations were performed inMATLAB R2021a with Simulink and ode15s solver. C plus
was used for the writing function, and the total simulation time was set to 10 to 15 s. In
addition, the disturbance was sufficiently introduced into the simulations.

6. Results and Discussions
The performance of the three controllers under different conditions in the CLLE has

been validated, and the numerical simulation results are as follows in the discussion.
Case 0: The performance of the three controllers on gait tracking in 2−DOF CLLE

under uncertainty and friction was observed. The corresponding simulation results, in
this case, have been exhibited in Figures 6–8 (only 0–10 s are exhibited). In Figure 6, the
temporal response of the angular position of the hip and knee joints is shown. The sim‑
ulation results revealed that our proposed method and SMPIC present slightly better ac‑
curacy than the RASMC in tracking the desired gait trajectories. Meanwhile, the control
effects and response speed of our proposedmethod are superior to RASMC and SMPIC. In
Figure 7, the tracking errors of the angular position of the hip and knee joints are exhibited.
The proposed method possesses smoother convergence in both hip and knee joint control
compared to RASMC and SMPIC. In Figure 8a,b, the time histories of the control torque
of hip and knee joints have been given, which revealed that the peak input torque varies
for different control algorithms.
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Case I: In this case, the tracking performance of the three controllers without uncer‑
tainties and frictions was simulated. The desired gait trajectories were obtained from clin‑
ical gait analysis [38], and the results are exhibited in Figures 9–11. In this condition, all
three control methods enable achieving effective trajectory tracking. Figure 9a,b clearly
stated that our proposed method, SMPIC and RAMSC can achieve different gait trajectory
tracking. From Figure 10, it can be concluded that the convergence of the tracking errors
of the proposed method and SMPIC are superior to RASMC. In Figure 11a,b, the time his‑
tories of the control torque of hip and knee joints have been given. The input torques of
three methods were smooth and can achieve soundtracking of the control torques. In con‑
clusion, all three methods can achieve soundtracking control of the desired gait trajectory,
irrespective of uncertainties and disturbances.
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Case II: In this case, the uncertainty and the friction of the CTSAwere introduced into
the numerical simulation. The results of the validation under the condition are given in
Figures 12–14. Figure 12 show that our proposed method, SMPIC, and RASMC, are insen‑
sitive to both uncertainty and friction. The correspondingly soundtracking results can be
effectively achieved for the desired trajectory. Figure 13a,b show a significant deteriora‑
tion in hip trajectory tracking under RASMC and SMPIC. The proposed method received
sightly impact by uncertainties and friction but still possesses the smooth convergence of
the tracking error. Figure 14 presents the time histories of the control torque of the hip
and knee joints and the control torques of our proposed method and SMPIC are much
smoother than RASMC. The 2‑D trajectory tracking in case0, case I, and case II of the hip
and knee joints are shown in Figure 15, which further demonstrates the stable convergence
of the tracking error of our proposedmethod, which can effectively achieve soundtracking
under harsh environments.
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To analyze the performance of the three controllers under different conditions, the fol‑
lowing evaluation indicators have been introduced for comparison and validation. The cri‑
teria indicators ofMSE (Mean Square Error), RMSE (RootMean Square Error),MAE (Mean
Absolute Error), andMAPE (MeanAbsolute Percentage Error) are proposed to validate the
control performance of the three methods. Meanwhile, define the Integral Squared Error
(ISE) of the hip and knee tracking as JISE =

∫ t
0 e2dt, which can better demonstrate the track‑

ing performance. The results of performance criteria indicators are shown in Tables 3–5.

Table 3. The performance criteria indicators (hip, knee) under case 0 condition.

Condition Case 0 MAPE MSE MAE RMSE ISE

proposed method (0.0087, 0.0074) (0.0001, 0.0001) (0.0025, 0.0012) (0.0106, 0.0097) (0.0112, 0.0094)
SMPIC (0.0479, 0.0804) (0.0003, 0.0003) (0.0051, 0.0052) (0.0189, 0.0198) (0.0359, 0.0356)
RASMC (0.0908, 0.1106) (0.0004, 0.0005) (0.0115, 0.0114) (0.0208, 0.0226) (0.0433, 0.0511)

Table 4. The performance criteria indicators (hip, knee) under case 1 condition.

Condition Case 1 MAPE MSE MAE RMSE ISE

proposed method (0.0230, 0.0277) (0.0001, 0.0020) (0.0035, 0.0039) (0.0100, 0.0457) (0.0101, 0.2091)
SMPIC (0.0504, 0.1575) (0.0004, 0.0105) (0.0049, 0.0201) (0.0210, 0.1127) (0.0443, 1.0549)
RASMC (0.1074, 0.1107) (0.0003, 0.0081) (0.0072, 0.0184) (0.0178, 0.0902) (0.0316, 0.8191)

Table 5. The performance criteria indicators (hip, knee) under case 2 condition.

Condition Case 2 MAPE MSE MAE RMSE ISE

proposed method (0.0291, 0.0255) (0.0001, 0.0020) (0.0040, 0.0039) (0.0121, 0.0561) (0.0146, 0.3147)
SMPIC (0.0700, 0.2569) (0.0004, 0.0105) (0.0061, 0.0201) (0.0321, 0.1772) (0.0486, 1.4189)
RASMC (0.1160, 0.1600) (0.0004, 0.0081) (0.0094, 0.0184) (0.0216, 0.1103) (0.0467, 1.2163)

As the results are shown in Tables 3–5, our proposed method demonstrates its supe‑
riority in performance criteria indicators. The following performance criteria indicators of
the proposed method are significantly better than the other two methods, which proves
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that our proposed method possesses outstanding precision of control and can achieve the
purposes of CLLE for rehabilitation applications.

Case III: In this case, to verify the robustness of the threemethods, a set of comparisons
between SMPIC, RASMIC, and the proposed controller in the presence of three different
amplitudes of external disturbanceswere introduced. The data are shown in Figures 16–18.
As displayed in Figures 16 and 17, the RASMC and SMPIC have shown an obvious de‑
terioration in tracking performances as the external disturbances increase. However, in
Figure 18, our proposed controller can still maintain an acceptable tracking control for
desired gait trajectories even under such bad uncertainties and disturbances. This phe‑
nomenon validates the sound robustness of our proposed method to uncertainties and
external disturbances, which is extremely necessary for engineering practice; as a bottom
line, the proposed method must be in a position to preserve its robustness even under the
worst influence of uncertainties.
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perimental results are shown in Figure 19a,b. The results show that the proposed method 
responds quickly, and the tracking error can converge to zero in a relatively short period 

Figure 18. The tracking response of RBFNN‑SMC of the joints under Case III. (a) the response of θ1

and (b) the response of θ2 under the disturbances with different magnitudes.

Finally, a step–response experiment was implemented to evaluate the stability and
response speed of the proposed controller compared with SMPIC and RASMC. The ex‑
perimental results are shown in Figure 19a,b. The results show that the proposed method
responds quickly, and the tracking error can converge to zero in a relatively short period
of time. As shown in Figure 19, the performance metrics, such as delay time and the rising
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time of the proposed method, are in the range of approximately 0.1 to 0.2 s, while both
SMPIC and RASMC are at 1 s or above.

Machines 2022, 10, x FOR PEER REVIEW 17 of 19 
 

 

of time. As shown in Figure 19, the performance metrics, such as delay time and the rising 
time of the proposed method, are in the range of approximately 0.1 to 0.2 s, while both 
SMPIC and RASMC are at 1 s or above. 

  
(a) (b) 

Figure 19. Comparison of controller response speed under step signals (a) the response speed of 𝜃  
and (b) the response speed of 𝜃 . 

In summary, compared with the other two controllers under different conditions, our 
proposed method can be efficiently adapted to track different trajectories and possess the 
fastest responding speed and the best tracking performance. In case Ⅰ, case Ⅱ, and case Ⅲ, 
the robustness of our proposed method has been validated, which is extremely important 
in engineering practice. Regardless of all the cases, our proposed method is able to accu-
rately complete trajectory tracking and overcome the effects of friction of CTSA while 
having a fast response speed and smooth torque output to meet the control requirements 
of CLLE effectively. 

7. Conclusions 
This paper investigated a robust adaptive sliding mode controller with an RBFNN 

compensator for 2-DOF CLEE. The model of CLLE was developed, and the model infor-
mation for the hip and knee joints has been analyzed. Distinguishing from the previous 
research, the innovation of this paper is to investigate a novel robust adaptive SMC with 
RBFNN compensator, which can effectively approximate and compensate for the uncer-
tainty and time-varying friction. In this paper, RASMC and SMPIC have been proposed 
to conduct comparative numerical simulations. All three methods have been proven by 
Lyapunov’s method. The validation and performance of the proposed controller have 
been obtained by comparing it with SMPIC and RASMC. In the simulations, the proposed 
method claims the best tracking performance and fastest response speed compared with 
the other two methods. The proposed method possesses outstanding robustness and 
could achieve the purposes of CLLE for rehabilitation applications. 

In future works, the validated experiments of the proposed control methods for the 
CLLE are on the schedule. The neural network algorithm is preparing to improve to 
achieve a more effective control strategy. More rigorous verification of the proposed con-
troller in the future could be attempted in the underactuated exoskeleton and multiple 
actuation exoskeleton. 

Author Contributions: Conceptualization, H.H. and Y.G.; Data curation, H.H.; Formal analysis, 
H.H. and Y.G.; Funding acquisition, R.X.; Investigation, H.H.; Methodology, H.H. and R.X.; Soft-
ware, H.H.; Validation, H.H. and R.X.; Controller design, H.H. and R.X.; Controller constrcution, 
H.H. and R.X.; Visualization, H.H.; Writing—original draft, H.H. and R.X.; Writing—review & ed-
iting, H.H., R.X. and Y.G. All authors have read and agreed to the published version of the manu-
script.  

Funding: This research was supported by the National Natural Science Foundation of China Grant 
No. 51805128 and No. 51805475. 

Figure 19. Comparison of controller response speed under step signals (a) the response speed of θ1

and (b) the response speed of θ2.

In summary, compared with the other two controllers under different conditions, our
proposed method can be efficiently adapted to track different trajectories and possess the
fastest responding speed and the best tracking performance. In case I, case II, and case
III, the robustness of our proposed method has been validated, which is extremely impor‑
tant in engineering practice. Regardless of all the cases, our proposed method is able to
accurately complete trajectory tracking and overcome the effects of friction of CTSA while
having a fast response speed and smooth torque output to meet the control requirements
of CLLE effectively.

7. Conclusions
This paper investigated a robust adaptive sliding mode controller with an RBFNN

compensator for 2‑DOF CLEE. The model of CLLE was developed, and the model infor‑
mation for the hip and knee joints has been analyzed. Distinguishing from the previous
research, the innovation of this paper is to investigate a novel robust adaptive SMC with
RBFNN compensator, which can effectively approximate and compensate for the uncer‑
tainty and time‑varying friction. In this paper, RASMC and SMPIC have been proposed to
conduct comparative numerical simulations. All three methods have been proven by Lya‑
punov’smethod. The validation and performance of the proposed controller have been ob‑
tained by comparing it with SMPIC and RASMC. In the simulations, the proposedmethod
claims the best tracking performance and fastest response speed compared with the other
two methods. The proposed method possesses outstanding robustness and could achieve
the purposes of CLLE for rehabilitation applications.

In future works, the validated experiments of the proposed control methods for the
CLLE are on the schedule. The neural network algorithm is preparing to improve to
achieve a more effective control strategy. More rigorous verification of the proposed con‑
troller in the future could be attempted in the underactuated exoskeleton and multiple
actuation exoskeleton.
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