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Abstract: The development of connected and automated vehicles (CAV) technology not only helps to
reduce traffic accidents and improve traffic efficiency, but also has significant potential for energy
saving and emission reduction. Using the dynamic traffic flow information around the vehicle
to optimize the vehicle trajectory is conducive to improving the energy efficiency of the vehicle.
Therefore, an energy-efficient driving method for CAVs based on reinforcement learning is proposed
in this paper. Firstly, a set of vehicle trajectory prediction models based on long and short-term
memory (LSTM) neural networks are developed, which integrate driving intention prediction and
lane change time prediction to improve the prediction accuracy of surrounding vehicle trajectories.
Secondly, an energy-efficient driving model is built based on Proximity Policy Optimization (PPO)
reinforcement learning. The model takes the current states and predicted trajectories of surrounding
vehicles as input information, and outputs energy-saving control variables while taking into account
various constraints, such as safety, comfort, and travel efficiency. Finally, the method is tested by
simulation on the NGSIM dataset, and the results show that the proposed method can save energy
consumption by 9–22%.

Keywords: connected and automated vehicles; energy-efficient driving; reinforcement learning; long
short-term memory; proximal policy optimization

1. Introduction

In recent years, the technology of connected and automated vehicles (CAV) has devel-
oped rapidly. In recent years, the technology of the Internet of Vehicles and autonomous
vehicles (CAV) has developed rapidly. CAV can obtain massive information through net-
works and sensors, then complete information processing and trajectory planning through
high-performance computing platforms and artificial intelligence methods, and, finally,
accurately control vehicle movement; therefore, CAV are expected to solve the problems of
traffic congestion and road safety [1]. Safety, comfort, and efficient driving have always
been the focus of research in the field of CAV technology. It is worth noting that these
features of CAV are also of a significant aid to energy conservation and emission reduc-
tion. How to make full use of the CAV’s network information and autonomous driving
capabilities to achieve eco-driving has become a hot topic for researchers [2].

The energy efficiency of vehicles is related to various factors, such as driving con-
ditions, drivetrain efficiency, and energy management strategies. Driving behavior can
change the driving conditions, thus affecting the energy consumption of vehicles [3,4].
Some studies show that changing a driver’s driving style will affect fuel consumption
by 5–20% [5], and an aggressive driving style will increase the energy consumption of
pure electric vehicles by 7% [3]. Therefore, many researchers have sought to improve
vehicle energy efficiency by changing drivers’ driving behaviors, such as improving drivers’
driving habits through audio and visual alerts [6,7], providing feedback on drivers’ driv-
ing behavior through warning, scoring and ranking [8], and developing optimal speed
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suggestion systems [9]. However, in practice some drivers may not follow the expected
behavior of these methods, thus the effectiveness of these methods will be severely reduced.
In contrast, the driving behavior of CAV is completed automatically, and the planned
energy-saving trajectory can always be tracked more precisely, allowing for more stable
energy-saving effects.

Most of the early research on energy-saving cruise control focused on the optimal
control of vehicle velocity. The pulse and glide (PnG) strategy is a typical strategy to
save energy by optimizing the speed control of vehicle. With this strategy, the vehicle
is accelerated to high speed during the pulse phase using an acceleration in the high-
efficiency range of the engine, and glides to low speed during the glide phase with the
engine off [10]. PnG strategy has been shown to be effective for fuel vehicles [10], electric
vehicles [11], and hybrid vehicles [12], and has been shown to save more than 20% of energy
consumption. However, the PnG strategy ignores the comfort constraint and also causes a
great disturbance to the overall traffic flow, which is of poor practicality [13].

Therefore, energy-efficient driving strategies must take into account a variety of factors,
such as comfort, safety, and dynamic traffic flow while improving energy efficiency. CAV’s
ability to obtain anticipatory information is helpful in this regard. Studies have shown that
fuel vehicles with as little as 7 s of traffic foresight can produce the same energy savings as
hybrid vehicles [14]. Forward-looking information, such as vehicle speed limits, gradients,
and traffic signals on the preceding roads, can be obtained from networked navigation
maps or predicted from offline data [15,16]. Anticipating this information allows the vehicle
to optimize speed planning, adjust gears and avoid unnecessary braking, thus reducing
energy consumption [17–20].

In addition to predicting static information, the prediction of dynamic traffic infor-
mation is also important for energy-efficient driving. Predicting the surrounding vehicle
motion during trajectory planning is helpful to meet the safety constraint and also avoid
excessive speed fluctuations, thus improving the energy-saving effect as well as the feasi-
bility of the trajectory [21,22]. Constant velocity, constant acceleration or constant rate of
change of acceleration can be used as simple velocity prediction models to improve energy
efficiency [23,24]. As the prediction time increases, it is difficult for the vehicle to maintain
a constant speed or acceleration, hence the prediction error increases.

For medium- and long-term trajectory prediction, the data-driven models represented
by recurrent neural network (RNN) and long short-term memory (LSTM) neural network
have good performance. Some researchers have built vehicle trajectory prediction models
based on LSTM, such as LSTM prediction model using encoder–decoder framework [25,26],
LSTM prediction model using social pooling mechanism [27,28], LSTM prediction model
incorporating spatio-temporal characteristics [29,30], etc. All these methods can show
higher trajectory prediction accuracy than constant velocity and constant acceleration
models in a longer prediction time horizon. However, these models are rarely used in
eco-cruising because most of the current methods are based on optimization methods,
such as MPC or optimal control [31,32], which would become difficult to solve if such
data-driven models are embedded.

In general, current energy-saving driving methods still have some limitations, which
are mainly reflected in the following two aspects. Firstly, the trajectory prediction for sur-
rounding vehicles is relatively simple and cannot accurately predict the vehicle movement
in the medium and long term, thus making it difficult to handle dynamic and complex
traffic flow scenarios. Secondly, existing studies usually improve vehicle energy efficiency
through optimal control of speed, ignoring the role of lane changes. Some studies that
have taken lane selection into account only treat lane change as a transient state transition,
ignoring the details of the lateral motion of the vehicle [33–35], thus ignoring the safety,
kinematic, and other constraints of the vehicle in lateral motion.

In order to solve the above problems, an energy-efficient driving method based on
reinforcement learning (RL) is proposed in this work. A set of trajectory prediction models
based on LSTM are established to improve the accuracy of medium- and long-term tra-
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jectory prediction of surrounding vehicles. Then, combined with the trajectory prediction
information, an energy-saving driving model that takes into account multiple constraints
is developed. The model is optimized by the Proximal Policy Optimization (PPO) re-
inforcement learning to obtain the optimal parameters. The main contributions of this
work are as follows:

1. A set of vehicle trajectory prediction models based on hierarchical LSTM is constructed.
Accurate trajectory prediction is conducive to improving the adaptability of energy-
saving driving methods under dynamic traffic flow. The LSTM-based method has a
low error in the medium- and long-term trajectory prediction. Considering that it is
difficult to fit trajectories with different driving intentions by a single LSTM model,
the trajectory prediction problem is decomposed into three steps: driving intention
prediction, lane change time prediction and trajectory prediction, thus reducing the
fitting difficulty and improving the prediction accuracy.

2. A deep reinforcement learning-based method for energy-efficient driving under mul-
tiple constraints is proposed. The method is no longer limited to the speed planning
of a single lane, but takes into account both the longitudinal and lateral motion
of the ego vehicle. In addition, the method takes into account various constraints,
such as safety, comfort, and travel efficiency under dynamic traffic while improving
energy efficiency.

The rest of this paper is organized as follows: The overall framework of the proposed
method is given in Section 2. Section 3 presents the proposed hierarchical LSTM trajec-
tory prediction model. Section 4 describes the proposed deep RL-based energy-efficient
driving method. Simulation results and discussions are reported in Section 5. Finally, the
conclusions are drawn in Section 6.

2. Architecture of the Energy-Efficient Driving Approach

As shown in Figure 1, the ego vehicle obtains the position, speed, acceleration and
other states information of surrounding vehicles through V2V and sensors, such as LIDAR
and cameras. Then the trajectory prediction system takes this information as an input and
outputs the predicted trajectories of surrounding vehicles through three steps: driving
intention prediction, lane change time prediction, and trajectory prediction. Combining the
ego vehicle states, environmental information, and the prediction information, the energy-
saving control system calculates the energy-optimal control variables under multiple
constraints. The underlying execution system controls the motion of the vehicle according
to the given control variables.

The surrounding vehicle trajectory prediction system consists of several LSTM neural
network models, and the model parameters are obtained by training a large amount of
trajectory data. The energy saving control system consists of a multilayer fully connected
neural network, and the network parameters are trained by a PPO reinforcement learning
method. The two systems receive information from the perception system as input and
output control variables to the execution system to achieve energy efficiency improvement.
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Figure 1. The implementation architecture of the proposed method.

3. Vehicle Trajectory Prediction

In this paper, a hierarchical LSTM-based model is used to predict the trajectory of
surrounding vehicles, and the trajectory prediction problem is decomposed into three steps:
driving intention prediction, lane change time prediction, and trajectory prediction. The
development of these models consists of three main tasks: first, configuring the trajectory
dataset for each model, then constructing and training each model, and, finally, logically
combining these models.

3.1. Vehicle Trajectory Dataset Configuration

The Next Generation Simulation (NGSIM) I-80 dataset [36] is used for model training,
The dataset was collected on the highway and contains more than 5000 vehicle trajectories
with more than 3,000,000 trajectory points. Each trajectory acquisition frequency is 10 Hz,
i.e., 10 frames per second. Data with conflicting trajectories and abrupt position changes in
the raw data are removed. Then the entire dataset is partitioned, as shown in Figure 2. The
total dataset is first divided into left and right lane change and lane keeping datasets, and
the left and right lane change datasets are then divided into datasets with different lane
change times, for a total of 3 layers, forming 14 different datasets.

For each sample in all datasets, the previous 50 frames of the current frame are used
as the input observations. The observed data features contained in each frame are shown
in Formula (1).

obsi = {xi, yi, vxi, vyi, axi, ayi, lanei, LHi, CHi, RHi, dtoLi} (1)

where x and y are the longitudinal and lateral location coordinates; vx and vy are the
longitudinal and lateral velocities; ax and ay are the longitudinal and lateral accelerations;
lane is the lane where the vehicle is located; LH, CH, and RH are the headway of the
nearest vehicle in front of the left lane, current lane, and right lane, respectively; and dtoL
is the lateral distance between the vehicle and the centerline of the lane.
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Figure 2. Dataset segmentation scheme.

The target outputs of the models are different for different steps. The target output of
the driving intention prediction model is one of three different driving intentions: left lane
changing, right lane changing, or lane keeping. The target output of the lane change time
prediction model is the time range in which the lane change occurs, including 0–1 s, 1–2 s, ...,
4–5 s. The trajectory prediction models are expected to output the predicted values of
vehicle coordinates for the next 50 frames.

3.2. Prediction Model Construction and Training

The 14 separate datasets are used to train the models for different steps. As shown in
Figure 3, all models are composed of two layers of LSTM and one layer of fully connected
dense network (DENSE). LSTM is an improvement on RNN with better performance for
solving long-term dependency problems, and its principle is described in detail in the
literature [37]. The input to all models is a sequence of observations of dimension 11 and
length 50. The driving intention prediction model and the lane change time prediction
models are essentially classification models, of which the output results are often encoded
by One-Hot, i.e., each category is treated as a distinct dimension of the feature space [38].
There are three possible outputs of the intention prediction model, so the dimension of
the predicted value ŷi is 3. Similarly, the outputs of the lane change time prediction model
have 5 dimensions in One-Hot encoding. The cross-entropy function, which is commonly
used by classification models [39], is used as the loss function for the driving intention
prediction model and the lane change time prediction models. The trajectory prediction
models are essentially regression models, and the outputs are prediction sequences of
length 50. The loss functions of trajectory prediction models use the mean square error
between the predicted and true values, which is commonly used by regression models.
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Figure 3. LSTM models structure: (a) the driving intention and lane change time prediction models.
(b) The vehicle trajectories prediction models.

The models are trained using the above configurations. The convergence processes
of the loss functions of the driving intention prediction model and the lane change time
prediction models are shown in Figure 4. The three models achieved accuracy rates of
98.2%, 91.9%, and 90.8% in their respective test datasets.

According to the dataset division in Figure 2, different trajectory prediction models are
trained separately. The root mean square errors (RMSEs) of the predicted trajectories of each
model are shown in Table 1. LX-1 and LY-1 denote the lateral and longitudinal trajectory
prediction models for left lane change occurring in 0–1 s, RX-1 and RY-1 denote the lateral
and longitudinal trajectory prediction models for right lane change occurring in 0–1 s, and CX
and CY denote the lateral and longitudinal trajectory prediction models under lane keeping
intention, respectively. The errors shown in the table are all relatively low, which is due to
the lower fitting difficulty of the sub-datasets after the dataset segmentation. However, these
are not the final errors of the whole set of models. In addition to the prediction accuracy of
each model in the sub-datasets, the final errors are related to the accuracy of both the driving
behavior prediction model and the lane change time prediction models.

Number of iterations

L
o

s
s

(a)
Number of iterations

L
o

s
s

(b)
Number of iterations

L
o

s
s

(c)

Figure 4. The convergence processes of the loss functions: (a) the driving intention prediction model.
(b) Leftward lane change time prediction model. (c) Rightward lane change time prediction model.

Table 1. The RMSEs of the predicted trajectories of each trajectory prediction model.

Model LX-1 LX-2 LX-3 LX-4 LX-5 CX RX-1 RX-2 RX-3 RX-4 RX-5

RMSE 0.067 0.109 0.124 0.116 0.121 0.119 0.174 0.096 0.081 0.112 0.166

Model LY-1 LY-2 LY-3 LY-4 LY-5 CY RY-1 RY-2 RY-3 RY-4 RY-5

RMSE 0.893 1.041 1.083 1.546 1.168 0.521 2.901 0.951 1.422 0.996 1.597

3.3. Model Combinations

As shown in Figure 5, in the first step, the driving intention prediction model is
invoked. If the intention prediction result is left lane change or right lane change, the
second step is performed, i.e., the corresponding lane change time prediction model is
invoked. Then the third step is performed, which invokes the corresponding trajectory
prediction model to output the final prediction of the trajectory. If the intention prediction
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result is lane keeping, the trajectory prediction model corresponding to the lane keeping
intention is invoked.
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Change to 
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Figure 5. The logic of model invocation for each step.

The proposed method (Hierarchical LSTM) is compared with the polynomial, constant
acceleration, and integral LSTM models using the NGSIM dataset, and the results are shown
in Figure 6 and Table 2. Figure 6 shows the prediction results for a single trajectory. It can be
seen that the prediction trajectory based on polynomial and constant acceleration is smooth,
however, the error gradually increases as the prediction time horizon is lengthened, while the
proposed hierarchical LSTM has higher prediction accuracy in the case of longer time horizon.

The method is evaluated by RMSE, average displacement error (ADE), and final
displacement error (FDE) metrics. Table 2 shows that the constant acceleration as well
as the polynomial prediction error is larger in the long-term prediction of 5 s, while the
integral LSTM prediction error is reduced, and the error of the hierarchical LSTM method
proposed in this paper is the lowest.

Figure 6. Comparison of prediction results of different methods.

Table 2. Comparison of RMSE, ADE, and FDE of different methods over a 5-second prediction
horizon.

Method Polynomial Constant
Acceleration

Integral
LSTM

Hierarchical
LSTM

RMSE/m x 1.51 1.42 0.53 0.34
y 10.09 9.34 4.42 2.94

ADE/m 5.61 5.27 2.75 2.36
FDE/m 12.24 11.43 6.53 5.42

4. Energy Efficient Driving Model with Multiple Constraints

Reinforcement learning (RL) is a machine learning approach through the interaction
of an agent with an external environment. The agent employs a policy to interact with the
external environment, collects experience during the interaction, and uses the experience to
improve the policy for maximum reward [40]. The behavioral logic of the agent is called the
policy function pθ(a|s), which makes an action a based on the observed state s. The policy
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function is a mapping of states s to actions a, which can be either a deterministic mapping
or a probability distribution of actions. θ is the parameter of the policy, and in deep RL, the
policy function is generally in the form of a neural network, where θ are the parameters of
the policy neural network. PPO reinforcement learning is a policy learning method that is
a improvement of policy gradient (PG) [41]. The detailed principle of the PPO algorithm is
described in [42], and we will describe the process of building and training the network
for the energy-efficient driving problem.

4.1. PPO Reinforcement Learning Model Building

We use a RL-based approach to build and train an energy-efficient driving model
based on the principles of the PPO algorithm. The method is mainly divided into two
parts: empirical data collection and network parameter optimization, where the model
architecture of the empirical data collection part is shown in Figure 7. The specific steps of
the empirical data collection are shown below:

1. Initialize the network parameters and the environment at the start moment. Assign
random initial parameters to the value network and the policy network, and set the
environment to the initial state.

2. The value network accepts the state st of the environment as input and outputs an estimate
valt of the value of the state st. The policy network accepts the state st of the environment
as input and outputs the sampling probability p(at|st) of each action in state st.

3. Sample each action according to the probability p(at|st) , output the resulting action
at, and calculate the logarithm of the action probability density logProbt.

4. Apply the obtained action at to the environment. The environment updates the state
in response to at and returns the reward value rt, the updated state st+1, and a flag
donet for whether the episode is completed or not. If the episode is completed, use
step 1 for initialization.

5. Record st, at, rt, valt, logProbt, donet from the above steps in the experience pool and
repeat the above steps until the experience pool is filled.

Action sampling

Calculating the 

logarithm of action 

probability density

Environment

Parameters and 

environment 

initialization

𝑣𝑎𝑙𝑡

𝑎𝑡
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𝑠𝑡, 𝑟𝑡, 𝑑𝑜𝑛𝑒𝑡

𝑝(𝑎𝑡|𝑠𝑡)
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𝑠𝑡, 𝑎𝑡, 𝑟𝑡, 𝑣𝑎𝑙𝑡, 𝑙𝑜𝑔𝑃𝑟𝑜𝑏𝑡 , 𝑑𝑜𝑛𝑒𝑡

Experience pool

Figure 7. Environment exploration and experience gathering process.

After the experience pool is filled, the data in the experience pool is then used to
update the policy and the value network parameters. The updating process is shown in
Figure 8 with the following steps:

1. The target output valTar of the value network is calculated as shown in Formula (2).
It means the discounted cumulative reward from the current moment t to the end
moment T of the episode, which can be calculated using the rewards of each moment
in the experience pool.
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valTar(st) =
T

∑
n=t

γn−1rn (2)

where γ is the discount factor, which is usually set to 0.95–0.995.
2. The state in the experience pool is input to the value network and the policy network,

respectively. The value network outputs the estimate valNew of state value, and the
policy network outputs the action probability pNew(a|s). The specific actions aNew are
obtained after sampling by action probability. Then the logarithm of action probability
density logProbNew is calculated.

3. The advantage function A(st) is calculated from rt, val(st) and val(st+1) provided by
the experience pool, as shown in Formula (3).

A(st) =
T

∑
n=t
{γλ)n−1(rt + γ · [val(st+1)− val(st)]} (3)

where λ is the attenuation factor, which is usually set to 0.95–0.995.
4. Minimizing the squared difference between all valTar and valNew in a single train-

ing batch B is taken as the value network optimization objective Jcri (as shown in
Formula (4)). The value network parameters are optimized by the Adam optimiza-
tion method, and then the parameters of the value network are updated. Substitute
logProbNew, logProbt, and A(st) in the batch into the policy network optimization ob-
jective as shown in Formulas (5) and (6), and optimize the policy network parameters
by Adam optimization method to update the parameters of the policy network.

Jcri = ∑
st∈B

[valTar(st)− valNew(st)]
2 (4)

Jact = ∑
st∈B

min
{

pθ′(st|at)

pθ(st|at)
· A(st), clip

(
pθ′(st|at)

pθ(st|at)
, ε

)
· A(st)

}
(5)

where pθ′ (st |at)
pθ(st |at)

is importance weight, representing the degree of difference between
policy pθ′ and policy pθ . During each update of the policy, the importance weight
is calculated as shown in Formula (6). The clip is a saturation function, as shown in
Formula (7), that can restrict a variable x to be between 1− ε and 1 + ε. ε is usually
taken as 0.05–0.2.

pθ′(st|at)

pθ(st|at)
=

logProbNew
logProbt

(6)

clip(x, ε) =


1− ε x < 1− ε

x 1− ε ≤ x ≤ 1 + ε

1 + ε x > 1 + ε

(7)
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Figure 8. Experience replay and network parameters update process.

After updating the network parameters several times, the experience pool needs to be
cleared. The updated networks are used for experience collection to form a new experience
pool. Repeatedly and alternatively, experience collection and network parameter updates
are performed to gradually approximate the globally optimal policy network parameters.

4.2. Training Environment Construction

The RL environment can help agents gain experience by interacting with policies and
providing feedback. We built the RL environment as shown in Figure 9. The output value
of the policy network is between −1 and 1, so it needs to be inverse normalized to obtain
the real action value. The action variables obtained after the inverse normalization are the
acceleration and the yaw rate. Then the vehicle model updates and outputs the vehicle state
after receiving acceleration and yaw rate inputs, while the state of surrounding vehicles is
updated by the dataset NGSIM in time. The updated vehicle state and the surrounding
vehicle state constitute the environment state. Whether the current episode is finished or
not is indicated by flag donet, which is determined by the state of the environment. It is
considered as finished when one of the following conditions is met: one is that the vehicle
states violate the safety constraints (e.g., collision with surrounding vehicles, driving out
of the outermost lane, etc.) and the other is that the vehicle travels to the end of the road.
Next, the reward rt is calculated based on the environment states and flag donet. Finally,
the flag donet, reward rt, and the normalized environment states st are output.
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vehicle states

Initial vehicle 
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Calculate environment states
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Figure 9. Interactive environment for reinforcement learning.
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In the above steps, the vehicle model and the selection of the environment state are
crucial. The vehicle model contains two parts: a discrete kinematic differential model and
an energy consumption model. The kinematic differential model is shown in Formula (8).

yawveh(k + 1) = yawveh(k) + yawRateveh(k) · ∆t

vveh(k + 1) = vveh(k) + aveh(k) · ∆t

vxveh(k + 1) = vveh(k) · sin(yawveh(k))
vyveh(k + 1) = vveh(k) · cos(yawveh(k))
xveh(k + 1) = xveh(k) + vxveh(k) · ∆t

yveh(k + 1) = yveh(k) + vyveh(k) · ∆t

(8)

where aveh(k) and yawRateveh(k) are the acceleration and yaw rate of the input at step k,
respectively; yawveh and vveh are the yaw angle and velocity of the vehicle, respectively;
vxveh and vyveh are the components of the vehicle velocity in the lateral and longitudinal
directions; xveh and yveh are the vehicle positions, and ∆t is the time step of each interaction,
which is 0.1 s in this paper.

The resistance to be overcome when the vehicle is moving mainly includes rolling
resistance Ff , grade resistance Fi, acceleration resistance Fj, and air resistance Fw, as shown
in Formula (9). 

Ff = m · g · f · cos α

Fi = m · g · sin α

Fj = δ ·m · aveh

Fw =
CD · A f · ρ · v2

veh
2

(9)

where m is the mass of the vehicle, g is the gravitational acceleration, f is the rolling
resistance coefficient, α is the slope of the road, δ is the rotating mass conversion factor,
CD is the air resistance coefficient, A f is the windward area, and ρ is the air density. The
required driving force of the vehicle can be calculated by Formula (10).

Fd = Ff + Fi + Fj + Fw (10)

The drive force is transmitted to the tires by the power motor through the drivetrain,
so the required output torque Tm of the power motor can be calculated by Formula (11).

Tm =
Fdrw

igηT
(11)

where ig represents the ratio of the main gearbox, ηT represents the efficiency of the
driveline, and rw is the tire radius. The angular speed ωm and revolutions per minute
(RPM) nm at which the power motor runs can be calculated from the vehicle speed vveh, as
shown in Formula (12). 

ωm =
vvehig

rw

nm =
60ωm

2π

(12)

As shown in Formula (13), the demanded power Pm of the power motor can be
obtained from the angular speed ωm and torque Tm.

Pm =


ωmTm

ηm
Tm ≥ 0

ωmTmηm Tm < 0
(13)
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where Tm ≥ 0 means that the motor is in drive mode, Tm < 0 means that the motor
is in energy recovery mode, etam is the efficiency of the motor, and etam is estimated
by using a map. According to the experimental data, the motor efficiency map shown
in Figure 10 is obtained.

nm/rpm

-

300

200

100

0

−100

−200

−300

T
m

/N
m

2000       4000       6000       8000      10,000 12,000

Figure 10. Motor efficiency map.

By looking up the map shown in Figure 10, the efficiency ηm of the motor at the
operating point can be obtained through Tm and nm. Then the demand power of the motor
can be calculated by substituting ηm into Formula (13). The energy consumed Em(k) can be
calculated by integrating the motor power Pm over time, as shown in Formula (14).

Em(k) = Em(k− 1) + Pm(k)∆t =
k

∑
i=0

Pm(i)∆t (14)

The vehicle model parameters used are shown in Table 3.

Table 3. Vehicle model parameters.

Variables Value Variables Value

m/kg 1845 ρ/(kg ·m−3) 1.2
rw/m 0.335 ig 9.7

CD 0.29 α 0
f 0.01 δ 1.1

g/(m · s−2) 9.8 ηT 0.98
A f /m2 2.48 - -

To verify the accuracy of the established energy consumption model, the model was
compared with the software CRUISE, and the simulation results are shown in Figure 11.
The figure shows that the simulation results of the model we built are close to those of the
CRUISE software model. In addition, the CRUISE software shows that the average electric
consumption of our car under NEDC conditions is 14.37 kWh/100 km, while the result
obtained from the model we built is 13.54 kWh/100 km, with an overall error within 6%,
which proves that the energy consumption model we built is accurate.
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Figure 11. Energy consumption model simulation comparison.

The state vector consists of multiple states. In terms of the ego vehicle states, the state
vector contains the velocity, acceleration, yaw, and lane number of the ego vehicle. In terms
of surrounding vehicles states, the state vector contains the states of the nearest vehicles in
front of and behind the ego vehicle in the lane where the ego vehicle is located and in the two
adjacent lanes, for a total of six vehicles. The states information of each surrounding vehicle
includes the longitudinal and lateral relative distance between the vehicle and ego vehicle, the
longitudinal and lateral velocity, the longitudinal acceleration at the current moment, and the
longitudinal and lateral relative distance between the vehicle and ego vehicle in the next 5 s,
for a total of 15 states. In summary, the environment is described by 4 states of the ego vehicle
and 60 states of the six surrounding vehicles, for a total of 94 states.

4.3. Reward Function Design and Model Training

The reward function of energy-efficient driving must consider the constraints of safety,
comfort, and practicality. The design of the reward function is divided into immediate
rewards and settlement rewards. Immediate rewards are obtained at each interaction step
and serve to evaluate each step, thus inspiring and guiding the policy to optimize in the
desired direction, while settlement rewards are given at the end of the episode and serve to
evaluate the whole episode, thus guiding the policy to consider global optimality.

For the safety constraint, firstly, the ego vehicle cannot drive out of the outermost lane,
otherwise the episode is judged to be over and the penalty value r f 1 for failure is added
to the reward function rt; secondly, the ego vehicle cannot collide with the surrounding
vehicles, otherwise the episode is also judged to be over and the penalty value r f 2 for
failure is added to the reward function rt.

For all finished episodes, a progress reward rp is given proportional to the progress
completed at the end of the episode, and the closer to the end of the road the higher the
reward. Each interaction that does not fail is rewarded with a safety reward rs.

In order to satisfy the comfort constraints, it is necessary to restrict the boundaries of
the action inputs, i.e., the inputs should satisfy |aveh| < Amax, |yawveh| < yawmax.

To increase the travel efficiency, the time consumption penalty rtc is added to the
instantaneous reward function rt, and the more time consumed, the larger the accumulated
penalty value. At the same time, a speed reward rv proportional to the instantaneous speed
is given, inspiring the policy to try to output the action that makes the velocity increase.

The energy-saving objective is considered in the settlement reward. When the whole
episode is finished, the energy consumption per 100 km is calculated for the whole episode
and a penalty value rec is given, the higher the energy consumption, the higher the
penalty value.
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In summary, the entire reward function can be expressed by Formula (15). When
donet = 0, it means the current episode is not finished, and returns the instantaneous
reward, which is the sum of the safety reward rs, time consumption penalty rtc, and speed
reward rv. When donet = 1, it means the current episode is finished, and the settlement
reward is added to the instantaneous reward, which returns the sum of time consumption
penalty rtc, speed reward rv, progress reward rp, energy consumption penalty rec, and
safety penalty r f 1, r f 2 or reward rs.

rt =

{
rs + rtc + rv donet = 0

rtc + rv + rp + rec + f1r f 1 + f2r f 2 + (1− f1)(1− f2)rs donet = 1
(15)

where f1 and f2 are Boolean values that represent whether the ego vehicle in the current
episode has driven out of the outermost lane or collided with other vehicles. The rewards
values used for the network training in this paper are shown in the Table 4.

Table 4. The rewards values used for the network training.

rs rtc rv rp rec r f 1 r f 2

0.01 −0.02 0.01 35 −0.5 −40 −40

As shown in Figure 12, based on the input dimensions of the vehicle model and the
output dimensions of the state feedback described before, the input layer dimension of the
policy network is determined to be 94 and the output layer dimension is 2. The input layer
dimension of the value network is 94 and the output layer dimension is 1. Three dense
layers are selected as hidden layers. The activation function of the first two layers is the
Relu function, and that of the last layer is the Hardswitch function.
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Figure 12. Artificial neural network structure: (a) policy network structure. (b) Value network structure.

The policy network is trained according to the above network structure and parameter
settings, and the convergence curve is shown in Figure 13. During the training process,
the parameters are updated 28 times after collecting 214 frames of experience data, and the
average reward under the current network parameters, as well as the historical maximum
reward are recorded. The model parameters that produce the historical maximum reward
are saved and used as the parameters of the final output policy network model.
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Figure 13. Reward function convergence curve.

5. Results and Discussions
5.1. Simulation Results

To verify the energy-saving effect of the proposed method, the method is simulated
and compared with other methods. Three main methods are included, firstly a rule-based
planning method, secondly a RL method that does not consider energy saving, and, finally,
an RL method that considers energy saving but does not use prediction information.
A frame from the NGSIM dataset is randomly extracted as the starting frame for the
simulation, and the ego vehicle is placed into the environment for testing. After reaching
the end of the road, the vehicle decelerates to zero with a deceleration speed of 0.2 m/s2

for kinetic energy recovery. When the vehicle speed decelerates to 0, a frame is randomly
selected as the starting frame, and the vehicle position is reset as the starting point to start
a new test. The test was repeated 10 times, forming a test distance of about 5 km. The
comparison results of the four methods are shown in Figures 14–16.

Figure 14 shows that the rule-based approach yields a larger variation in acceleration,
as well as several large negative values compared to the RL approach. The acceleration of
the trajectories obtained by the rule-based method is less than −2 m/s2 around 20 s, 260 s,
350 s, 480 s, 600 s, 630 s, and 700 s. It means that the vehicle has frequent braking, which is
not only less comfortable, but also increases unnecessary energy consumption. Compared
to other RL-based methods, our method has a significantly lower acceleration variation
frequency and, therefore, better comfort.
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Figure 14. Acceleration profile comparison.
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Figure 15 shows that the rule-based method has a more fixed torque distribution,
which is due to the fact that the method uses several different fixed accelerations switched
by some logical thresholds. The RL model that does not consider energy conservation has
more operating points located in the region with higher torque, indicating that the model
policy obtains more trajectories with sharp acceleration and deceleration. The operating
points of our model are less distributed in the high torque region, indicating that the
accelerations of trajectories are smaller, which is beneficial to energy saving.
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Figure 15. Distribution of motor operating points: (a) rule-based. (b) RL without considering energy
saving. (c) RL without considering the prediction. (d) RL proposed in this paper.

Figure 16 shows that the model with the highest energy consumption per kilometer is
the RL model that does not consider energy saving, followed by the rule-based approach,
and then the RL model that does not use prediction information. It can be seen that the
energy-consumption penalty term and the prediction information introduced into the RL
model in this paper are helpful to improve the energy efficiency.
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Figure 16. The comparison of vehicle energy consumption for different methods.

Table 5 shows the comparison of key indicators of self-vehicle trajectory using different
methods. As can be seen from the average speeds in the table, the RL model that does not
consider energy saving has a slightly higher average speed. From the acceleration variance,
it can be seen that the rule-based approach has a more drastic variation in acceleration,
which may be due to the lack of smooth transitions between rules. The acceleration
variance of the RL-based approach is relatively small. The proposed model has the lowest
acceleration variance, which implies better comfort.
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The comparison of energy consumption per 100 km shows that our model has the best
energy efficiency, reducing energy consumption by 9.3% compared to the model without
prediction information, 21.9% compared to the model without considering energy efficiency,
and 16.1% compared to the rule-based model. The comparison of the indicators in the table
shows that the model proposed is able to save energy consumption without affecting the
travel efficiency and comfort.

Table 5. Comparison of trajectory characteristics of different methods.

Method Average Velocity/km· h−1 Acceleration
Variance/(m2·s−4)

Average Energy
Consumption Per
100 km/(kW · h)

Rule-based 24.2 0.6633 18.74
RL without considering

energy saving 25.1 0.4382 20.13

RL without considering the
prediction 24.3 0.4058 17.34

RL proposed in this paper 24.4 0.3751 15.73

5.2. Discussions

In this paper, we propose an energy-saving driving method. A hierarchical LSTM
model is established to predict the trajectory of surrounding vehicles, and then an RL-
based energy-efficient driving model is built and trained. Simulation results show that our
method has better energy efficiency than rule-based methods, conventional RL methods,
and RL energy-saving methods that do not take into account prediction information. There
are two main reasons to explain this superiority.

Firstly, a more accurate prediction model is used, resulting in more forward-looking
driving behavior. Previous research on energy-efficient driving tends to take a simpler
trajectory prediction model for the convenience of solving [23,24,43], which has a large
error in predicting vehicle trajectories for the medium and long term. The results of this
paper show that a more accurate trajectory prediction model can improve the energy saving
potential of driving methods. Surrounding vehicle trajectory prediction can help vehicles
avoid speed fluctuations and reduce extra energy consumption due to unnecessary braking,
thus improving energy efficiency, which is consistent with the findings of literature [14].

Secondly, the method is able to perform lane changes with the goal of saving energy.
Most of the previous studies only considered eco-cruise control on a single lane [32,43,44].
However, the traffic flow conditions in different lanes have a large impact on the speed and
acceleration of the vehicle, which affects the energy efficiency. Refs. [34,35] also focused on
this issue, thus including the lane as a variable and saving some energy. Further to [34,35],
our approach does not ignore the details of the lane change process, but achieves the lane
change step by step through the vehicle lateral control variables, thus ensuring the safety
of the vehicle lateral motion.

The limitation of our approach is that the scenario is closed, and future work will target
more open and pedestrian-involved traffic environments. In addition, as a data-driven
method, a large amount of data are required in the model training phase, and the data in
some scenarios are difficult to obtain, limiting the wide application of the method.

6. Conclusions

CAVs have greater energy-saving potential due to their advantages in environmental
sensing and vehicle control. We propose an energy-efficient driving method from the
perspective of multi-lane lateral and longitudinal integrated control.

To improve the forward-looking capability of the algorithm, we construct a medium
and long time horizon vehicle trajectories prediction method based on hierarchical LSTM
neural networks. The trajectory prediction task is decomposed into three steps: driving
intention decision prediction, lane change time prediction, and trajectory prediction. Mul-
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tiple LSTM networks are built and trained for different tasks in different steps to form a
complete model combination, and the final trajectory prediction is accomplished through
reasonable invocation of the three step models. The test results on the NGSIM dataset
show that the proposed prediction method has significantly lower prediction errors in the
medium and long time horizons relative to the constant acceleration model, the polynomial
model, and the integral LSTM network.

Combining the trajectory prediction information, an energy-efficient driving method
based on PPO reinforcement learning is developed. The energy consumption is considered
in the RL reward term, and constraints are imposed on safety, comfort, and traffic efficiency
to obtain an energy-efficient driving policy that can take into account multiple constraints.
Simulation results show that the method can effectively reduce energy consumption by
9.3–21.9% while taking into account multiple constraints.
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