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Abstract: Solid rocket motors (SRMs) are widely used as propulsion devices in the aerospace industry.
The SRM nozzle and combustion chamber are connected with a plugged-in structure, which makes
it difficult to use the existing technology to investigate the internal conditions of the SRM during
docking and assembly. The unknown deformation of the O-ring inside the groove caused by different
assembly conditions will prevent the engine assembly quality from being accurately predicted.
Algorithms such as machine learning can be used to fit mechanical simulation data to create a model
that can be used to make predictions during assembly. In this paper, the prediction method uses the
sampled parameters as boundary conditions and applies the finite element method (FEM) to calculate
the stresses and strains of the O-ring under different assembly conditions. The simulation data are
fitted using the gradient-enhanced Kriging (GEK) model, which is more suitable for high-dimensional
data than the ordinary Kriging model. A genetic algorithm (GA) and conditional tabular generative
adversarial networks (CTGAN) are used to optimize the prediction model and improve its accuracy
as new data are incorporated. The proposed method is not only accurate but also efficient, allowing
for a significant reduction in assembly time. The use of the surrogate model and FEM makes it
possible to predict the stresses and strains of the O-ring in real-time, making the assembly process
smoother and more efficient. In conclusion, the proposed method provides a promising solution to
the challenges associated with the assembly process of SRM in the aerospace industry.

Keywords: GEK; SRM; surrogate model; bolt tightening sequence; active learning; assembly
quality assessment

1. Introduction

SRM is widely used in missiles and various space products due to its simple design
and high reliability, while seal failure is one of the main causes of accidents in SRM [1].
Under normal conditions, the contact pressure between the O-ring and the flange makes it
difficult for high-pressure gas to escape [2]. However, if the O-ring breaks due to overstress,
or if it is not compressed in place and fails to seal effectively, the resulting seal failure will
result in a launch accident [3].

Due to the difficulty in detecting the interior of the SRM during the docking assembly
process, it is challenging to test the seal quality of the SRM after assembly. Not only is the
O-ring not visible during the assembly process (Figure 1), but more critically, any slight
change in assembly position and orientation, irregular deformation of the thin-walled
combustion chamber shell after filling, and tightening of the nozzle bolts will have a critical
effect on the assembly stress distribution of the O-ring in a realistic assembly environment.

In general, the prediction of seal life is usually performed by using failure mechanisms,
by designing accelerated aging tests to predict the life of static seal structures, by predicting
the reliability and life of O-rings based on room temperature degradation curves, or by
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using fracture mechanics combined with the finite element analysis to predict fatigue crack
propagation failure [4–6]. Few studies have considered the assembly process of SRMs.

Figure 1. Structure of the SRM: (a) Section view; (b) Before assembly; (c) After assembly.

To evaluate whether an O-ring has failed or not, the FEM is typically used to calculate
the stress and strain as the basis for failure determination. However, the FEM takes a long
time to solve such non-linear problems, so it is not able to achieve a real-time prediction.
Therefore, the current approach to such problems is still based on empirical judgments.
The construction of a surrogate model that expresses such an assembly process will make
the sealing level prediction easier. A predictive model of the seal condition is obtained by
fitting the test data using machine learning [7,8]; most of the machine learning algorithms
require a large number of samples, which is time-consuming for FEM. Kriging models
are commonly used in digital twin modeling [9], failure probability estimation [10], finite
element model updating [11], tooth face wear calculation [12], etc., which has the advantage
of generating a more accurate surrogate model with fewer sample points.

In this paper, a Kriging model is proposed to represent the assembly result, in partic-
ular the sealing state. The FEM is used to simulate the stresses and strains of the O-ring
under various assembly conditions, and a surrogate model is generated with the assembly
condition parameters as input and the stresses or strains as output. The proposed model
takes a new approach to machine learning, requiring fewer samples for training and opti-
mizing performance using GAN and GA techniques. This results in a significant reduction
in training time and resources while maintaining high accuracy. This surrogate model
is used to predict the state of the SRM O-rings during assembly and to find the current
optimal tightening sequence under these parameters.

2. Elastic–Plastic Model of Rubber O-Ring

The flange between the nozzle and the combustion chamber of the SRM is sealed by
several rubber O-rings. As a nonlinear material, the elastic–plastic model of the rubber
can be expressed by using the hyperelastic constitutive model. Mooney–Rivlin is one
of the typical models that can more accurately approximate small strains within 150%,
and the deformation of the SRM O-ring during assembly satisfies the small strain property.
The strain energy density function for the 2 parameter Mooney–Rivlin model for rubber is
as follows [13]:

W = C10(I1 − 3) + C01(I2 − 3) +
1

D1
(J − 1)2 (1)
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I1 = λ2
1 + λ2

2 + λ2
3 (2)

I2 = (λ1λ2)
2 + (λ2λ3)

2 + (λ3λ1)
2 (3)

λi = 1 + εi · · · · · · (i = 1, 2, 3) (4)

where W is the strain energy density, C10 and C01 are the Rivlin coefficients, I1 and I2 are
the 1st and 2nd Cauchy–Green deformation tensor invariants of the material, respectively,
D1 is the incompressibility of the material, J is the volume ratio (J = 1 for incompressible
materials) , λi is the principal elongation in 3 directions, and εi is the strain of the material.

The material parameters of the O-ring used in this study are listed in Table 1 and the
stress–strain curve is shown in Figure 2.

Table 1. Material parameters of the O-ring.

ρ/g · cm−3 C10/MPa C01/MPa

0.8 0.3339 0.0337

Figure 2. Stress–strain curve of the O-ring.

Rubber, as an incompressible material, has a Poisson’s ratio ν = 0.5 and its Young’s
modulus and shear modulus are related to the Mooney–Rivlin parameters as follows.

E
6
=

G
2

= (C10 + C01) (5)

3. Assembly Simulation of the O-Ring
3.1. Assembly Condition Parameters

Assembly condition parameters are the basic boundary conditions for FEA. In the
assembly process, different docking insertion angles and positions will affect the final
sealing state. The flanges of each nozzle and combustion chamber also show irregular
individual variations due to manufacturing errors, and different flange profiles result in
different O-ring stresses. After assembly, different bolt tightening sequences on the flange
will also result in different final stress distributions under the stress caused by the insertion.
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The factors that affect the final stress distribution in the O-ring can be divided into
three categories: position and orientation during assembly, manufacturing errors during
processing, and bolt tightening sequence. (Figure 3).

α δ 

Figure 3. Assembly condition parameters.

The combustion chamber and the nozzle are installed as follows: the combustion
chamber is fixed and the nozzle is controlled by a parallel insertion platform, resulting in
almost no nozzle rolling during the assembly process. Therefore, to simplify the model,
only the pitch and yaw of the nozzle are considered as assembly orientation parameters,
which can be transformed to a deflection angle α instead

[
αy, αz

]
, where αy indicates the

yaw angle of the nozzle axis in the y-plane and αz indicates the pitch angle of the nozzle
axis in the z-plane. In addition to orientation, the position of the nozzle in relation to the
combustion chamber δ =

[
δy, δz

]
is also taken into account during insertion ; δy and δz

indicate the eccentric distance between the nozzle and the central axis of the combustion
chamber in the y and z directions, respectively. The x-direction is not included in the
parameters because it is the direction of the insertion.

Both will cause irregular flange deformation due to manufacturing errors and thin-
walled chamber shells affected by gravity. The profile changes formed by deformation
on the flange can be simplified to an elliptical shape, so the amount of deformation can
be expressed in terms of relative ellipticity. ε is the relative ellipticity of the flange after
deformation, and its expression is as follows:

ε =


εan1 εbn1 θn1
εac1 εbc1 θc1
εan2 εbn2 θn2
εac2 εbc2 θc2

 (6)

where εa and εb are the maximum and minimum elliptical profile diameter deviations from
the ideal profile diameter. εn and εc indicate the ellipticity of the nozzle and combustion
chamber, respectively. ε1 and ε2 indicate the ellipticity of the two seal grooves. θ indicates
the angle of the long axis of the elliptical profile with respect to the positive direction of
the z-axis.

The nozzle periphery should also be tightened with a ring of bolts after docking
to complete the SRM assembly. Residual bolt preload often changes due to the “elastic
interaction” caused by the different sequence of bolt preload [14].

{Si}[A] =
{

S f

}
(7)

where {Si} is the initial bolt preload,
{

S f

}
is the final bolt preload, and [A] is the elastic

interaction matrix. The uneven residual preload of the bolts will cause different flange
deformation, and the deformation of the flange will also affect the sealing performance of
the SRM.

δ =
∫ h

0

S f

AE
dx (8)
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The deformation of the flange is directly related to the final preload force S f and is
also influenced by the cross-sectional area -A, Young’s modulus E, and thickness h.

In the past, only a constant tightening sequence was used without considering the
state of the nozzle after docking, which actually did not provide a better sealing effect.
Thus, the prediction model will use the deflection angle, eccentric distance, and ellipticity
to represent the condition parameters in the docking process, and the assembly process
will be expressed as a tightening sequence after the docking. As shown in Figure 4,
the upper right bolt is defined as bolt number 1, and the serial numbers are arranged
clockwise. The tightening sequence is defined as an arrangement of tightened serial
numbers. The SRM bolt assembly process is performed by one or two robots, either one
bolt at a time or two bolts at a time. Under normal circumstances, two bolts tightened
simultaneously is generally superior to a single bolt tightened at a time in terms of both
efficiency and quality. However, to verify the advantages and disadvantages of the two
tightening methods, two different cases are simulated separately in the following FEA.
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Figure 4. Bolt serial number.

3.2. Selection of the Parameter Space

Theoretically, there are an infinite number of possible condition parameters in the
design space, and it is not possible to calculate to calculate all assembly conditions when
performing an FEA. This is because overusing data not only leads to problems such as
overfitting, but is also impractical due to simulation time considerations. Therefore, the data
are first sampled within the parameter limits prior to FEA, and the specific data sampled
are selected for simulation.

Commonly used experimental design methods include the orthogonal design method,
the design of experiments method, the crossover design method, the randomized block
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design method, the Monte Carlo method, the Latin hypercube sampling method (LHS),
and so on. The results of sampling must ensure that the selected sample data can express the
characteristics of the whole space without losing model features, and it is also not advisable
to have too many redundant points, which will make the prediction model over-fit and
affect the model accuracy. The LHS can represent global features with a small amount
of data. It is superior to other sampling methods because it ensures that the sampled
values can cover the entire distribution interval of the input random variables, making the
sampled data more representative.

The LHS draws a total of n points from a p-dimensional space: first, each dimension is
divided into non-overlapping intervals of equal probability, points are selected from the
interval of each dimension, and then the selected points in each dimension are randomly
combined in space. The deflection angle, eccentric distance, ellipticity, and bolt tightening
order are sampled via the LHS. The number of samples must be greater than the dimension
of the data model, and the sampled data points will be used in the subsequent simulation.

3.3. Finite Element Analysis of the O-Ring

After specifying the material parameters of the O-ring and defining the assembly con-
dition parameters, an FEA of the SRM docking and bolt tightening process was performed.
The 3D models of the combustion chamber, nozzle, O-ring, and bolt are created. In order
to shorten the simulation period, the models are simplified and the parts of the models
that are not involved in the simulation process or that have little effect on the simulation
results are ignored. During the assembly process, the combustion chamber is completely
fixed by the lift and bracket, and the movement of the nozzle is controlled by the 6-DOF
parallel platform. During the docking process, the nozzle expansion section and the vector
components, etc., have less influence on the O-ring, so only the nozzle flange and a small
part of the nozzle throat are held. For the combustion chamber, the part of the tooling
positioning bracket to the combustion chamber flange is retained because the thin-walled
combustion chamber is more susceptible to gravity. Several typical assembly condition
parameters are uniformly selected in the design domain and the docking assembly process
of the SRM is simulated using ANSYS WORKBENCH 2022R1.

The contact settings for the simulation are as follows: (1) The inner edge of the
combustion chamber flange and the outer edge of the nozzle flange are in frictional contact.
(2) The outer surface of the combustion chamber flange and the end surface of the nozzle
rabbet are in frictionless contact. (3) The smaller O-ring and the sealing groove surface are
in rough contact. (4) The larger O-ring forms a rough contact with the surface and edge
of the nozzle shoulder. (5) Two O-rings form a frictional contact with the inner surface
and outer edge of the combustion chamber, respectively. (6) The bottom surface of the
bolt head and the bottom surface of the nozzle bolt hole are in frictional contact. (7) The
screw part of the bolt and the inner wall of the combustion chamber bolt hole are in no
separation contact.

Since the seal, nozzle, and combustion chamber material parameters have been deter-
mined, the friction coefficient is also required for the simulation. The friction coefficient of
the simulation has a large influence on the accuracy of the simulation results and is difficult
to determine accurately due to the complexity of actual assembly conditions. Therefore,
the friction coefficient was first approximated empirically based on the contact material,
and then corrected based on the assembly test results of the test prototype (Figure 5).
The friction coefficient between the nozzle and the combustion chamber was finally set at
0.11 and between the seal and the combustion chamber at 0.42.
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Figure 5. Experimental prototype.

Nonlinear problems for finite element analysis include material nonlinearity, geometric
nonlinearity, and boundary nonlinearity. The O-ring is installed in the nozzle sealing groove
and shoulder; in the groove, the O-ring is sheared and squeezed during the assembly
process, and it will gradually fill the bottom surface of the groove. Then, its boundary
will change, which belongs to the boundary nonlinearity. The rubber of the O-ring is a
hyperelastic material, which itself has material nonlinearity. Moreover, the hyperelastic
material generates large strains and large displacements during extrusion, which are
geometric nonlinearities. For the reasons mentioned above, the simulation is set up in a
way to analyze nonlinear problems.

The simulation uses an enhanced Lagrangian contact algorithm with asymmetric
contact behavior. Since the stiffness of the nozzle and combustion chamber is much higher
than that of the O-ring, it is necessary to refine the mesh of the O-ring in order to analyze
its deformation. The mesh size of the O-ring is set to 0.4 mm, a total of 13,473,181 nodes,
3,616,757 elements. The type of the element is SOLID 187. The mixed formulation and
nonlinear mechanical element physics preference are used for the O-ring mesh. Fixed
support is applied to the bottom of the nozzle and gravity constraints are applied to
all geometry. The load step is divided into three stages: the first stage applies normal
displacement to the O-ring to simulate the pre-compression process, the second stage
applies displacement to the bottom of the combustion chamber to simulate the insertion
process, and the third stage is the bolt tightening process.

Since the load is divided into three stages and the nonlinearity is stronger, the cal-
culation does not converge easily. To ensure reliable analytical calculations and save the
simulation cycles, a hybrid U-P element is adopted in the simulation setup to prevent
the element volume from self-locking, while a nonlinear adaptive region mesh method is
used, the large deformation switch is turned on, and restart analysis is used to help the
calculation converge. The stresses on the O-ring under various parameters of the sampled
conditions are simulated by FEA (Figure 6).
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Figure 6. FEA of the O-ring: (a) FEA with poor condition parameters and tightening sequences;
(b) FEA with relatively ideal condition parameters and poor tightening sequences; (c) FEA with ideal
condition parameters and tightening sequences.

Figure 7 compares the advantages and disadvantages of four different bolt tightening
sequences under ideal conditions, and the points shown in the figure are the stress mini-
mization tightening methods under the current element. As shown in Table 2, Pattern 4,
i.e., the double-robots diagonally tightening method, is superior in most cases. Most of the
elements in this method process lower stresses, which is consistent with empirical knowl-
edge and previous studies [15]. Therefore, only double-robots tightening is considered for
the bolt sequence FEA, which helps reduce the dimensionality of the surrogate model.

Figure 7. Tightening pattern comparison.

Table 2. Superiority percentage of tightening method.

Pattern Tightening Method Percentage/%

1 single-robot clockwise 13.57
2 single-robot diagonal 23.63
3 double-robots clockwise 23.95
4 double-robots diagonal 38.85

4. Data Set Expansion Technology

Since nonlinear FEA is very time-consuming and difficult to converge, it is obviously
impractical to simulate a large number of required samples, and the data expansion method
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can solve the problem of insufficient data volume at a lower time cost. Using Generative
Adversarial Networks (GAN) [16], the original data distribution of the stress data set can be
learned, expanded with data similar to the original data distribution as new data, and the
original data distribution is used as a reference to extend the new data.

A GAN is composed of a generator G and a discriminator D. The generator forges
data with the same distribution as the sample data by input noise, and the discriminator
is used to distinguish the actual data from the forged data. Through the mutual game
between the generator and the discriminator, the two optimize each other and continuously
improve their own generative and discriminative abilities. Furthermore, finally, when the
discriminator cannot discriminate the authenticity of the data generated by the generator,
i.e., the generator and the discriminator reach Nash equilibrium, the data generated by the
GAN can be considered equivalent to the actual data.

The generator and discriminator of GANs are composed of a Convolutional Neu-
ral Network (CNN). The random noise z is output as G(z) by the generator G, and the
distribution of G(z) is as close as possible to the distribution of the actual sample p(x).
The discriminator D needs to judge whether the generated data belongs to the distribution
of the actual sample. If it matches the sample distribution, it outputs 1, otherwise it outputs
0 and make the generator to regenerate the data. Its objective function is [16]

max
D

min
G

(G, D) = Ex−pdata(x)[ln D( x|y)] + Ez−pz(z)[ln(1− D(G( z|y)))] (9)

where pdata(x) is the distribution of the actual sample data x, p(z) is the prior distribution
of the noise z, and E(·) is the expectation.

However, traditional GANs are less capable and inefficient for learning multiple cate-
gories of data and are unable to generate category-specific data distributions. In contrast,
the Conditional Generative Adversarial Networks (CGAN) can generate data from different
categories. The objective function of a CGAN is as follows [17]:

max
D

min
G

(G, D) = Ex−pdata(x)[ln D( x|y)] + Ez−pz(z)[ln(1− D(G( z|y)))] (10)

The CGAN adds the label y as category constraint information to the GAN. The gener-
ator consists of noise z and labels y together as input, and the discriminator discriminates
the similarity between the generated data G( z|y) and the real sample data x, and adjusts
the generated data according to the label y.

Compared to CGAN, Tabular Generative Adversarial Networks (TGAN) [18] are more
suitable for processing tabular data of all types, while Conditional Tabular Generative
Adversarial Networks (CTGAN) [19] combine the CGAN with the TGAN to achieve pro-
cessing of tabular data in the form of conditional classification. CTGAN is used to process
the stress data set of O-rings for different assembly condition parameters. The generator
of CTGAN consists of two fully connected layers and two deconvolutional layers, and its
discriminator consists of two convolutional layers and two fully connected layers.

In Figure 8, the simulation results were expanded using CTGAN, and the data ex-
pansion results are shown below. The hollow points are the FEA data filtered by the LHS,
and the solid points are the data expanded by the CTGAN.
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Figure 8. Data expansion with CTGAN.

5. Kriging-Based Stress Prediction Model
5.1. Kriging Prediction Modeling

Kriging model [20] is a spatially self-covariance-optimal interpolation method that can
use information from known points to unbiasedly estimate the response at unknown points.
The main body of the Kriging model is based on the response surface method (RSM), but the
advantage of the Kriging model over other surrogate models is that it does not require
an excessive number of fitting parameters and samples. Kriging calculates the weights
of the sample points under the constraint of minimum estimation variance, and linearly
combines the sample points and weights to find the interpolated estimation of any point.
Kriging has both local and global statistical properties due to the fact that it only uses data
values in the vicinity of the estimation point rather than global data points in the prediction.
However, Kriging is exponentially computationally expensive for high-dimensional data,
which makes ordinary Kriging unsuitable for training in high-dimensional parameter
spaces. The solution to this problem is to introduce gradient information [21]. Gradient-
enhanced Kriging (GEK) incorporates gradient information into the structure of the Kriging
model, which helps improve the accuracy of the Kriging model and allows the use of less
data [22–24].

The specific methodological process of stress and strain modeling is identical, and only
the stress prediction modeling process is described below. The simulation result was
selected as the initial input for the surrogate model: eccentricity distance, deflection angle,
ellipticity, and bolt tightening sequence were used as input variables, and stress (strain)
values were used as output results.

The theoretical model of Kriging is composed of a regressive part and a stochastic part
together [20]:

ŷ(x) = β0 + z(x) (11)

where the former term corresponds to the regressive part of the RSM, which generally
can also be multiplied by a polynomial function f T(x) to provide the overall approximate
expectation of the Kriging model, and the latter term is the stochastic part. β0 is the
unknown regression coefficient; z(x) is the random error function and its mean E[z(x)] = 0,
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variance Var[z(x)] = σ2 , the covariance of two data points Cov[z(x), z(x′)] = σ2R(x, x′) ,
where R(•) is the spatial correlation equation.

ŷ(x) = β0 + rT(x)R−1(Y− β0F) (12)

where Y is the response value in the sample data set, R is the correlation matrix between
sample points composed of correlation functions, r is the correlation vector composed of
correlation functions, and F = [1, · · · , 1]T ∈ Rn .

GEK adds gradient information to Kriging, and for the m-dimensional n-sample
points problem, the sampled data and response values of the input sample data set can be
expressed as follows:

X =



x(1)1 x(1)2 · · · x(1)m
...

...
. . .

...
x(n)1 x(n)2 · · · x(n)m

x(1)g1 x(1)g2 · · · x(1)gm
...

...
. . .

...

x(n
′)

g1 x(n
′)

g2 · · · x(n
′)

gm


∈ R(n+n′)×m (13)

Y =



y(1)
...

y(n)

∂y(1)
...

∂y(n
′)


∈ Rn + n’ (14)

where x(j)
gk is the element in the lower half of matrix X, j ∈ {1, · · · , n′} , and k ∈ {1, · · · , m}

denote the sample points providing partial derivatives for the jth sample of the kth di-

mension, and ∂y(j) =
(

∂y
∂xk

)(j)
denotes the partial derivative of the jth response for the kth

dimension sample.
The GEK theoretical model is the same as the ordinary Kriging (Formula (11)), whose

random error function z(x) satisfies E[z(x)] = 0 , Var[z(x)] = σ2 and the covariance satisfies

Cov
[
z(x(i)), z(x(j))

]
= σ2R(x(i), x(j)),

Cov
[

z(x(i)), ∂z(x(j))
∂xk

]
= σ2 ∂R(x(i),x(j))

∂xk
(j) ,

Cov
[

∂z(x(i))
∂xk

, z(x(j))

]
= σ2 ∂R(x(i),x(j))

∂xk
(i) ,

Cov
[

∂z(x(i))
∂xk

, ∂z(x(j))
∂xk

]
= σ2 ∂R(x(i),x(j))

∂xk
(i)∂xk

(j) .

(15)

where i ∈ {1, · · · , n}. Spatial correlation equations can generally be used, such as the
Gaussian correlation equation:

R(θ, x(i), x(i
′)) =

n

∏
i=1

exp(−θ(x(i) − x(i
′))2) (16)

where θ is the correlation parameter.
The response expression for GEK can be derived using the unbiased condition com-

bined with the Lagrange multiplier method [25]:

ŷ(x) = β0 + r̄T(x)R̄−1(Y− β0F) (17)
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where F = [1, · · · , 1︸ ︷︷ ︸
n

, 0, · · · , 0︸ ︷︷ ︸
nm

]T ∈ Rn+nm , the GEK correlation matrix R̄, and the GEK

correlation vector r̄ are as follows:

R̄ =

[
R ∂R

∂RT ∂2R

]
(18)

r̄ =
[

r
∂r

]
(19)

The correlation matrix R is composed of correlation functions:

R =


R
(

x(1), x(1)
)
· · · R

(
x(1), x(n)

)
...

. . .
...

R
(

x(n), x(1)
)
· · · R

(
x(n), x(n)

)
 ∈ Rn×n (20)

The correlation vector r is also composed of correlation functions.

r =


R
(

x(1), x
)

...
R
(

x(n), x
)
 ∈ Rn (21)

The predicted mean squared deviation of the estimated response from the GEK model is

MSE{ŷ(x)} = σ2{1− r̄TR̄T r̄ + (1− F̄TR̄−1 r̄)2/(F̄TR̄−1F̄)} (22)

The assembly condition parameters combined with the bolt tightening sequence are
used as the input of the GEK model, and the simulation result data are used as the output
to generate the original GEK model.

5.2. Optimization of the GEK Model

Since the sample points are under a uniform distribution, but the stress distribution
under the assembly state design space is not uniform, this leads to the fact that the original
GEK model accuracy may not be sufficient. When the accuracy of the model is inadequate,
the judgment of the prediction model will have errors, causing the loss of local features of
the model.

For this purpose, it is necessary to increase the density of sample points where the
model error is significant. The MSE provided by the GEK model can be used as a reference
for accuracy evaluation, and the Genetic Algorithm (GA) can be used to search for the
maximum value of it. The data generated by CTGAN are selected from those with the
closest spatial location and added to the GEK model to improve its accuracy.

MaxMSE(ŷ(x))

s.t.

{
xl ≤ x ≤ xu

rank[x′1, x′2, · · · x′s]T = sx′1, x′2, · · · x′s ∈ N+
(23)

In the above formula, xl and xu are the upper and lower limits of the design variables,
X = [x1, · · · xa, x′1, · · · x′s]T ∈ Ra+s is the set of design variables, [x1, x2, · · · xa]

T is the
assembly parameter, and [x′1, x′2, · · · x′s]T is the bolt tightening sequence.

After adding the new data, the model is reconstructed and the accuracy of the model
is evaluated again. In this way, new data are added to the model using GA and CTGAN
to iteratively update the model until the accuracy of the model is sufficient to achieve the
purpose of accurate prediction.
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Figure 9 briefly illustrates the effect of several assembly condition parameters on the
stress distribution at a single element of the O-ring when other assembly condition parame-
ters are held constant. Figure 9a,b shows the effect of deflection angle and eccentric distance
on stress, while Figure 9c–e shows the effect of ellipticity. The figure shows that a single
assembly condition parameter can lead to high local element stress. The superimposed
effect of multiple poor parameters leads to stress concentration in the O-ring, resulting
in damage.

Figure 9. Kriging model of single element: (a) Effect of the deflection angle; (b) Effect of the
eccentric distance; (c) Effect of the maximum and minimum elliptical diameter; (d) Effect of the
maximum elliptical diameter and elliptical angle; (e) Effect of the minimum elliptical diameter and
elliptical angle.

Each element has its own independent GEK model, and all GEK models together form
a model set: the digital twin prediction model for the SRM O-ring. Figure 10 shows a
test of the predictive capability of the GEK model, using a portion of the FEA results not
included in the model as a test set to verify that the predictions of the GEK model match the
simulation results. The cross-validation results show that the accuracy of this prediction
model is basically stable within 3%, which indicates that the model can accurately predict
the stress values and locations during the SRM assembly process.
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Figure 10. Cross validation.

6. Prediction Process

During the docking assembly process, the nozzle is assembled by a 6-DOF parallel
platform with a series of force–position sensors that provide real-time assembly position
and orientation signals. The point cloud data of the flange is captured by a 3D laser scanner
to obtain the ellipticity of the flange with simplified shape data.

With the assembly position, orientation, and ellipticity as input, the data are transferred
in real-time to the prediction model, which searches for predicted values within seconds
and generates a real-time nephogram of the current moment, with the maximum stress
location and value displayed. At the same time, the model will also find the optimal
bolt tightening sequence for the current assembly condition according to the principle of
minimum average stress, which is achieved by GA:

Min 1
n

n
∑

i=1
ŷ(xi)

s.t.


[x1, · · · xa] = [

_x1, · · ·
_xa]

xl ≤ x ≤ xu

rank[x′1, x′2, · · · x′s]T = sx′1, x′2, · · · x′s ∈ N+

(24)

where [
_x1, · · ·

_xa] is the assembly parameter in the current assembly condition.
To improve the reliability of the model, and to account for the inevitable errors in the

prediction model, a warning is given when the predicted maximum stress reaches 90% of
the design allowable stress value. In this way, the purpose of guiding the assembly process
can be achieved. The entire prediction workflow is shown in in Figure 11.
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Figure 11. Workflow of the prediction model.

7. Conclusions

This paper demonstrates the applicability of combining the FEM and surrogate model
for predicting assembly stresses and strains in real-time. By utilizing this innovative tech-
nique, this method can replace time-consuming simulations and primitive trial assemblies,
significantly reducing the assembly time from several days to just a few hours, which leads
to a remarkable improvement in assembly efficiency.

In contrast to the traditional neural network model and Kriging model, using the GEK
model, which is better suited for small samples and high-dimensional variables, is more
advantageous in terms of efficiency and fitting of high-dimensional data. The prediction
model’s optimization is another key aspect of this study, which significantly improves
the accuracy of the model. It can not only achieve online prediction during the assembly
process to make an accurate judgment on whether the O-ring will fail during the assembly
process, but also provide the optimal tightening sequence under the current assembly
condition based on the principle of minimum stress, which is more reliable than a fixed
sequence. However, the use of simplified 3D models might cause errors in the simulation,
leading to slight deviations in the current prediction results. Further improvements to
the prediction model are needed in the future, such as using a complex point cloud shape
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model and more efficient algorithms. These modifications will ultimately enhance the
accuracy and efficiency of the prediction model.
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