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Abstract: Given the difficulty in manually adjusting the position and posture of the pile body during
the pile driving process, the improved Denavit-Hartenberg (D-H) parameter method is used to
establish the kinematics equation of the mechanical arm, based on the motion characteristics of each
mechanism of the mechanical arm of the pile driver, and forward and inverse kinematics analysis is
carried out to solve the equation. The mechanical arm of the pile driver is modeled and simulated
using the Robotics Toolbox of MATLAB to verify the proposed kinematics model of the mechanical
arm of the pile driver. The Monte Carlo method is used to investigate the working space of the
mechanical arm of the pile driver, revealing that the arm can extend from the nearest point by 900 mm
to the furthest extension of 1800 mm. The actuator’s lowest point allows for a descent of 1000 mm
and an ascent of up to 1500 mm. A novel multi-strategy grey wolf optimizer (GWO) algorithm is
proposed for robotic arm three-dimensional (3D) path planning, successfully outperforming the
basic GWO, ant colony algorithm (ACA), genetic algorithm (GA), and artificial fish swarm algorithm
(AFSA) in simulation experiments. Comparative results show that the proposed algorithm efficiently
searches for optimal paths, avoiding obstacles with shorter lengths. In robotic arm simulations, the
multi-strategy GWO reduces path length by 16.575% and running time by 9.452% compared to the
basic GWO algorithm.

Keywords: kinematics analysis; robotic arm; side clip pile driving; workspace; trajectory planning

1. Introduction

In construction, pile driving is the preferred foundation method for sturdy structures,
offering cost-effective and environmentally friendly alternatives to impact driving, es-
pecially in sensitive areas [1,2]. However, challenges such as blurred marking positions
and manual inspection during piling lead to low efficiency and safety risks. Addressing
these issues is crucial for enhancing efficiency, accuracy, and safety in heavy-duty con-
struction projects. Currently, manual operation is relied upon for vibration pile drivers in
pile foundation construction, requiring repeated adjustments and resulting in both high
personnel skill demands and low construction efficiency [3]. The size of large equipment,
the distance between pile holes, and blind spots in the cab lead to communication issues
between operators and commanders. In addition, the use of a total station to measure
the verticality of piles lacks real-time monitoring, so correcting any deviation is time-
consuming and labor-intensive, seriously affecting construction efficiency. Numerous
researchers have effectively addressed the accuracy challenge in pile driving by integrating
navigation systems into pile drivers [4–7]. These systems enable the precise positioning
and real-time guidance of piles. However, the constraints of manual control in complex
real-time processes remain a concern. Simultaneously, the widespread use of robotic arms
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in geotechnical engineering [8–11] makes motion control of the vibration pile driver mecha-
nism a viable solution for real-time monitoring and adaptive control of pile position and
direction. Guan et al. [12] developed forward kinematics and simulation models for robotic
excavators and established constraint models based on excavation operations to prevent
contact with pile bodies, providing important insights for the design and control of robotic
excavators in pile construction. Typically, the D-H parameter method is employed for math-
ematical modeling, especially for series robot mechanisms adhering to the Pieper criterion.
This method systematically represents the geometric shape and joint relationships of robots.
In inverse kinematics, the commonly used matrix inverse transformation method [13–16]
determines joint angles, ensuring accurate positioning and direction control of the pile.
These sophisticated kinematic modeling and solving techniques prove instrumental in
enhancing the accuracy and efficiency of pile adjustments during pile driver operations. For
robotic arms with low degrees of freedom, solving inverse kinematics problems typically
relies on geometric methods [17–21]. It is noteworthy that there is limited research on
the motion challenges of the mechanical arm in side-clamp pile drivers. Therefore, this
article delves into the kinematic issues associated with robotic arms in the context of pile
driver applications.

In addition, the performance of trajectory planning algorithms significantly improves
the motion efficiency of robotic arms [22]. In the last few decades, a plethora of techniques
have emerged for autonomous robot path planning. These include artificial potential
fields [23,24], sampling-based algorithms [25], graph-based models [26–28], as well as
swarm intelligence (SI) algorithms [29–32]. SI algorithms aim to replicate the adaptability,
learning, and planning capabilities observed in organisms within their environments. In
contrast to traditional path planning algorithms, these approaches demonstrate robust
adaptability and effective search capabilities, particularly in complex and dynamic environ-
ments. Among these SI algorithms, the GWO algorithm has good global planning ability
and great potential in path planning. Although applying the basic GWO algorithm for
path planning can improve the path planning ability of robotic arms to a certain extent,
there are still problems such as low operating accuracy, slow convergence speed, and
easy falling into local optima. Much of the literature has also proposed corresponding
improvement methods for the above issues [33–36]. Although these methods can play a
certain role in addressing specific problems, there are still problems such as poor robustness,
poor universality, and susceptibility to local optima when applied to the path planning of
robotic arms.

This study addresses the challenges posed by manual operation and the difficulty in
adjusting the pile position during the pile driving process of the side-clamp pile driver.
Based on the motion characteristics of each mechanism, kinematic analysis was conducted
on the mechanical arm of the pile driver, and an improved GWO path planning algorithm is
proposed to improve the efficiency of the mechanical arm. In Section 2, the composition and
characteristics of each mechanism of the side-clamp vibration pile driver are introduced. In
Section 3, the enhanced D-H parameter method was utilized to analyze the kinematics of
the mechanical arm of the hydraulic vibration pile driver. An inverse kinematics solution,
employing matrix inverse transformation, was then employed to establish the correlation
between the joint angle and hydraulic cylinder stroke, including Monte Carlo random
sampling for a reachable workspace calculation, providing a theoretical foundation for
accurate positioning of piles. In Section 4, the working principle of the GWO algorithm is
described. A new multi-strategy GWO algorithm for three-dimensional (3D) path planning
is proposed, which outperforms the basic GWO, ant colony algorithm (ACA), genetic
algorithm (GA), and artificial fish swarm algorithm in simulation experiments. In the
Section 5, the study summarizes its contributions, highlighting the achievement of precise
execution of the planned trajectory of the side-clamp pile driver and automatic dynamic
control of pile movement.
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2. Side-Grip Hydraulic Vibration Pile Driver Mechanism

Currently, hydraulic pile drivers have emerged as the predominant choice in the pile
driver market, owing to their robust power and efficient construction capabilities. The
vibration pile driver excels in dual functionalities, seamlessly handling both pile sink-
ing and pulling operations. Its construction principle revolves around harnessing the
high-frequency vibration generated by the exciter to propel the adjacent soil into forced
vibrations through the pile body. This induces alterations in the soil structure, subsequently
diminishing the friction between the pile body and the surrounding soil. Consequently,
the resistance encountered during both pile sinking and pulling operations is significantly
minimized [37]. The work process consists of phases, where the excavator–piler combina-
tion unloads the piles from the truck and transports them to the workplace to drive them
into the ground. After adjusting the drive line to the vertical, the vibratory unit works to
compensate for the combined effects of point and skin friction of the soil, while the large
translatory motion of the pile is fed by the excavator boom [3], as shown in Figure 1. The
figure illustrates the schematic diagram of the side-grip hydraulic vibration pile driver
mechanism. The operational components predominantly include the moving mechanism,
swing drive, boom, stick, four-bar linkage, and swinging mechanism. These components
are characterized by rotational joints, collectively constituting a six-degree-of-freedom
(6-DOF) serial mechanism.
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Figure 1. Working conditions of the vibratory pile driver.

2.1. Swing Drive

The swing drive comprises a slewing motor, a set of interlocking large and small gears,
and a slewing support platform. The complete robotic arm system is securely mounted
on the swinging support platform. In operation, a gear pump channels high-pressure oil
to propel the slewing motor, facilitating the meshing transmission of the large and small
gears. This synchronized movement achieves the rotation of the swing support platform.
Throughout the operational sequence, the mechanical arm system undergoes controlled
rotation by manipulating the swing drive.
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2.2. Boom, Stick and the Four-Bar Linkage

The boom, affixed to the slewing support platform, undergoes elevation and descent
through the action of the boom cylinder, thereby influencing the entire robotic arm’s vertical
movement. Extending forward and backward is accomplished by the bucket rod, securely
attached at the boom’s end, and propelled by the bucket rod cylinder. Additionally, the
four-bar linkage mechanism, connected to the extremity of the bucket rod, experiences
movement through the four-bar linkage cylinder, facilitating the motion of the end deflec-
tion mechanism. The collaborative operation of the boom, bucket rod, four-bar linkage
mechanism, and slewing device orchestrates the dynamic repositioning of the pile body
within the defined working range.

2.3. Swinging Mechanism and Gripper

The deflection mechanism of the pile driver is illustrated in Figure 2, featuring the
swinging mechanism comprised of essential components such as the swing cylinder, exciter,
and gripper. The gripper, functioning as an end effector and a sub-mechanism of the swing-
ing mechanism, is responsible for securely clamping objects. This swinging mechanism is
intricately linked to the four-bar linkage, possessing two degrees of freedom.
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Figure 2. Swinging mechanism.

The first degree of freedom involves a set of swing cylinders strategically positioned
on the left and right sides. By manipulating these cylinders, precise control is exerted,
allowing the clamped pile body to rotate left and right around the swinging joint. The
second degree of freedom is realized through a rotary joint situated beneath the swinging
joint. This rotary joint facilitates the rotation of the clamped pile body around its axis,
contributing to the mechanism’s overall flexibility and adaptability during operation.

3. Kinematic Description of Working Mechanism System
3.1. Establishment of the Coordinate System

The side-clamp pile driver is a sequential robotic arm with six joints, involving rotating
or moving elements and connecting rods. These connecting rods are linked to the base of
the robotic arm. The structure of the robotic arm follows the D-H coordinate system, with
an improved version based on its configuration [38]. The base coordinate system denoted
as X0Y0Z0, aligns with the coordinate system X1Y1Z1 at the turning device. Sequentially,
coordinate systems are established at each joint. The coordinate system X6Y6Z6 is defined
as the gripper coordinate system at the end-clamping mechanism of the pile driver. In
the D-H coordinate system, each connecting rod comprises four independent parameters.
These parameters are defined as follows: link ai−1 = distance from zi−1 to zi along xi−1,
rotation αi−1 = rotating from zi to zi−1 around xi−1, distance di = distance from xi−1 to xi
along zi, joint rotation θi = rotating from xi−1 to xi around zi. The D-H parameters of the



Machines 2024, 12, 191 5 of 21

robotic arm can be determined based on the coordinate system established in Figure 3 and
the dimensions of the robotic arm link, as listed in Table 1.
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Table 1. Parameters of the side-clamp pile driver D-H.

Link ai−1 αi−1 (rad) di θi Range θi (rad)

1 0 0 0 θ1 (−π,π)
2 L1 π/2 0 θ2 (0,π/3)
3 L2 0 0 θ3 (−π/3,0)
4 L3 0 0 θ4 (−π/3,0)
5 L4 −π/2 L5 θ5 (−π/6,π/6)
6 0 −π/2 0 θ6 (−π,π)

3.2. Forward Kinematics Analysis

Forward kinematics is to solve the pose of the end effector of the robot arm relative to
the robot base coordinate system by knowing the joint angle of each link and the structural
size of the link. According to the homogeneous coordinate transformation method, the
general expression of the transformation matrix between two adjacent joint coordinate
systems is as follows:

i−1
i T = Rot(x, αi−1)Trans(x, ai−1)Trans(z, di)Rot(z, θi)

=


cos(θi) − sin(θi) 0 ai−1

sin(θi) cos(αi−1) cos(θi) cos(αi−1) − sin(αi−1) −di sin(αi−1)
sin(θi) sin(αi−1) cos(θi) sin(αi−1) cos(αi−1) di cos(αi−1)

0 0 0 1

 (1)

Putting the connecting rod parameters in Table 1 into Formula (1), and multiplying
the transformation matrices in sequence, the transformation matrix of the robot arm end
coordinate system {6} under the base coordinate system {0} can be obtained as follows:

0
6T = 0

1T · 1
2T · 2

3T · 3
4T · 4

5T · 5
6T =


nx ox ax px
ny oy ay py
nz oz az pz
0 0 0 1

 (2)
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The values of each element of Formula (2) are obtained as follows:

nx = c6(s1c5 + s5c1s234)− s6c1c234
ny = −s6s1c234 − c6(c1c5 − s5s1s234)
nz = −s6s234 − c6s5c234
ox = −s6(s5s1 + s5c1s234)− c6c1c234
oy = s6(c1c5 − s5s1s234)− c6s1c234
oz = s5s6c234 − c6s234, ax = c5c1s234 − s1s5
ay = c5s1s234 + c1s5, az = −c5c234
px = L1c1 + L3c1c23 + L4c1s234 + L5c1c234 + L2c1c2
py = L1s1 + L3s1c23 + L2c2s1 + L4s1s234 + L5s1c234
pz = L2s2 + L3s23 − L4c234 + L5s234

and ci = cos(θi), si = sin(θi).

3.3. Inverse Kinematics Model Analysis

To manipulate the orientation of the pile body, solving the inverse kinematics of the
robotic arm becomes imperative. In simpler terms, this entails determining the angles of
each joint in the robotic arm when provided with the desired orientation of the end effector
coordinate system concerning the base coordinate system.

The mechanical arm characteristics of the side-clamp pile driver under investigation
adhere to the Pieper criterion, implying the presence of an analytical solution. The proposed
solution method involves employing the inverse matrix transformation method. The
procedural steps are outlined below.

Given that the end effector pose is 0
6T , the transformation matrix of the end coordinate

system in the base coordinate system can be obtained as follows:

1
6T = 0

1T−1 · 0
6T =


c1 s1 0 0
−s1 c1 0 0

0 0 1 0
0 0 0 1




nx ox ax px
ny oy ay py
nz oz az pz
0 0 0 1


=


c1nx + nys1 c1ox + oys1 axc1 + ays1 c1 px + pys1
c1ny − nxs1 c1oy − oxs1 ayc1 − axs1 c1 py − pxs1

nz oz az pz
0 0 0 1


(3)

where
1
6T = 1

2T · 2
3T · 3

4T · 4
5T · 5

6T (4)

Let the (2, 4) elements in the matrices of Formulas (3) and (4) be equal, and we can obtain
the following:

θ1 = arctan(
py

px
) (5)

Let the elements on both sides of the matrices (1, 4) and (3, 4) of Formulas (3) and (4) be
equal, and we can obtain the following:

θ3 = arctan(
s3

c3
) (6)

Among them, we can obtain the following:

m1 = (c1 px + s1 py − L5c234 − L1 − L4s234)
2

m2 = (pz + L4c234 − L5s234)
2 − L2

2 − L2
3

c3 = (m1+m2)
2 × L2 × L3

s3 = ±
√

1 − c2
3

(7)
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After sorting out Formulas (3) and (4), we can obtain the following:

4
6T = 3

4T−1 · 2
3T−1 · 1

2T−1 · 0
1T−1 · 0

6T = 4
5T · 5

6T (8)

Let the elements (2, 3) on both sides of the matrix of Formula (8) be equal, and we can
obtain θ234 as follows:

θ234 = arctan(
s234

c234
) (9)

Here,
s234 = (p2

y − p2
x)ax − 2ay px py

c234 = (p2
y + p2

x)az
(10)

Let the elements of matrices (1, 3) and (3, 3) of Formula (8) be equal and we can obtain the
following:

θ5 = arctan(
s5

c5
) (11)

Here,
s5 = c1

(
ayc1 − axs1

)
− s1

(
axc1 + ays1

)
c5 = s234

((
c2

1 − s2
1
)
ax + 2s1c1ay

)
− azc234

(12)

Let the elements on both sides of Formulas (3) and (4) matrices (1, 4) (3, 4) be equal to
obtain the following:

θ2 = arctan(
s2

c2
) (13)

Here,
c2 = k2L3s3+k1(L2+L3c3)

(L2+L3c3)
2+(L3s3)

2

s2 = k2L3s3(L2+L3c3)+k1(L2+L3c3))
2

((L2+L3c3)
2+(L3s3)

2)L3s3
− k1

L3s3

k1 = c1 px + pys1 − L5c234 − L1 − L4s234
k2 = pz + L4c234 − L5s234

(14)

Let the elements (2, 1) and (2, 2) on both sides of Formula (8) be equal, and we can obtain
the following:

θ6 = arctan(
s6

c6
) (15)

Here,
s6 = nzs234 + c234(nx(c2

1 − s2
1) + 2c1s1ny)

c6 = ozs234 + c234(ox(c2
1 − s2

1) + 2c1s1oy)
(16)

According to the above formula, the values of θ3, θ234, and θ2 can be obtained as follows:

θ4 = θ234 − θ2 − θ3 (17)

3.4. Relationship between Pile Body Posture and Hydraulic Cylinder Stroke

The pile body posture adjustment is finally completed through the joint adjustment
of the hydraulic boom cylinder, hydraulic stick cylinder, four-bar linkage drive cylinder,
and swinging mechanism. To realize the adjustment of the clamped object according to the
desired posture, the joint angle θi must first be solved through the inverse kinematics of the
manipulator, and then the mapping relationship between the joint rotation angle θi and the
joint cylinder stroke λi must be established. Finally, the pile position can be achieved by
controlling the cylinder stroke and posture adjustment. In this article, the corresponding
relationship between the joint angles of the pile driver’s mechanical arm and its cylinder
length is described below.
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3.4.1. The Relationship between the Boom Joint Angle and Its Cylinder Length

The schematic diagram of the vibration pile driver arm mechanism is shown in
Figure 4a. In the figure, LDC is the telescopic length of the boom cylinder to be found. In
the triangle CAD it is obtained as follows:

λ2 = LDC =
√

LAC
2 + LAD

2 − 2 · LAC · LAD · cos(∠CAD) (18)

Here,
∠CAD = ∠CAT + θ2 +∠BAD
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HN KN

L L L
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 
 (22) 

2 2 2

arccos( )
2

MN KN KM

MN KN

L L L
KNM

L L

+ −
 =

 
 (23) 

Therefore, we can obtain the following: 

 360MNG GNB BNH HNK KNM = − − − −   

3.4.4. The Relationship between the Swinging Joint Angle and the Length of the Swing-

ing Cylinder 

Figure 4. Relationship between pile body posture and hydraulic cylinder stroke. (a) Schematic
diagram of the boom mechanism; (b) schematic diagram of the stick mechanism; (c) schematic
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3.4.2. The Relationship between Stick Joint Angle and Cylinder Length

The schematic diagram of the arm mechanism of the vibration pile driver is shown in
Figure 4b. In the figure, LEF is the length of the arm cylinder to be found. According to the
triangle EBF, it can be obtained as follows:

λ3 = LEF =
√

LBE
2 + LBF

2 − 2 · LBE · LBF · cos(∠EBF) (19)

Here,
∠EBF = 180◦ + θ3 −∠FBH −∠ABE
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3.4.3. The Relationship between the Four-Link Joint Angle and Its Cylinder Length

The schematic diagram of the four-bar linkage mechanism of the pile driver is shown
in Figure 4c.

As can be seen from Figure 4c, in the triangle MNG,

λ4 = LMG =
√

LMN
2 + LNG

2 − 2 · LMN · LNG · cos(∠MNG) (20)

Taking joint point H as the center of the circle, we can obtain the following:

LKN =
√

LKH
2 + LHN

2 − 2LKH · LHN · cos(∠KHN) (21)

Taking joint point N as the center of the circle, we can obtain the following:

∠KNH = arccos(
LHN

2 + LKN
2 − LKH

2

2 · LHN · LKN
) (22)

∠KNM = arccos(
LMN

2 + LKN
2 − LKM

2

2 · LMN · LKN
) (23)

Therefore, we can obtain the following:

∠MNG = 360◦ −∠GNB −∠BNH −∠HNK −∠KNM

3.4.4. The Relationship between the Swinging Joint Angle and the Length of the
Swinging Cylinder

The joint angle of the swinging mechanism and the geometric structure of the drive
cylinder of the swinging mechanism are shown in Figure 4d. P, Q, T, and S are the
installation positions of the swinging cylinder, and point J is the joint point of the swinging
mechanism. The lengths of LPT, LPJ, LTJ, LQJ, LQS, and LSJ in the figure are all fixed values.
According to triangles PJQ and SJT, we can know the following:

λ5 = LPQ =
√

LPJ
2 + LQJ

2 − 2 · LPJ · LQJ · cos(∠PJQ) (24)

λ6 = LTS =
√

LTJ
2 + LSJ

2 − 2 · LTJ · LSJ · cos(∠SJT) (25)

Here,

∠PJQ = 180◦ − θ5 −
∠QJS

2
+∠X′

5 JP

∠SJT = θ5 −
∠X4 JS

2
+∠X5 JP

3.5. Forward Kinematics Simulation

To verify the correctness of the kinematics model of the pile driver’s manipulator,
MATLAB’s robotics toolbox was used to perform kinematic modeling and simulation. First,
the MATLAB environment was used to import the D-H parameters in Table 1 through the
Link function, and the Serial Link function was used to build the robotic arm model. Then,
given a set of initial joint angles q1 = [0,0,0,0,0,0], at this time, the pile driver mechanical
arms are in a horizontal state relative to the zero point posture. If the pile driver is in
working condition to keep the pile body sinking vertically, the boom, stick, and yaw joint
angles will change. Within the working range, q2 = [−60, 30, −20, −10, 0, 0]. The length
of each connecting rod of the pile driver is L1 = 20 cm, L2 = 80 cm, L3 = 60 cm, L4 = 30 cm,
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and L5 = 10 cm. Bringing the vectors q1 and q2 into the kinematics forward solution model
solved above, the pose matrix of the end effector is obtained as follows:

0
6T1 =


0
−1
0
0

−1
0
0
0

0
0
−1
0

190
0

−30
1

, 0
6T2 =


−0.866
−0.5

0
0

−0.5
0.866

0
0

0
0
−1
0

89.19
−154.5
−20.42

1


The result of the kinematics forward solution model is 0

6T1, 0
6T2 matrices which are

exactly the same as the matrices solved by the Fkine function in the MATLAB robotics
toolbox, which verifies the correctness of the forward solution model. The simulation
model of its robotic arm is shown in Figure 5.

Machines 2024, 12, x FOR PEER REVIEW 10 of 22 
 

 

The joint angle of the swinging mechanism and the geometric structure of the drive 
cylinder of the swinging mechanism are shown in Figure 4d. P, Q, T, and S are the instal-
lation positions of the swinging cylinder, and point J is the joint point of the swinging 
mechanism. The lengths of LPT, LPJ, LTJ, LQJ, LQS, and LSJ in the figure are all fixed values. 
According to triangles PJQ and SJT, we can know the following: 

2 2
5 2 cos( )PQ PJ QJ PJ QJL L L L L PJQλ = = + − ⋅ ⋅ ⋅ ∠  (24) 

2 2
6 2 cos( )TS TJ SJ TJ SJL L L L L SJTλ = = + − ⋅ ⋅ ⋅ ∠  (25) 

Here, 

'
5 5 180

2
∠∠ = − − + ∠ QJSPJQ X JPθ   

4
5 52

∠
∠ = − +∠

X JS
SJT X JPθ   

3.5. Forward Kinematics Simulation 
To verify the correctness of the kinematics model of the pile driver’s manipulator, 

MATLAB’s robotics toolbox was used to perform kinematic modeling and simulation. 
First, the MATLAB environment was used to import the D-H parameters in Table 1 
through the Link function, and the Serial Link function was used to build the robotic arm 
model. Then, given a set of initial joint angles q1 = [0,0,0,0,0,0], at this time, the pile driver 
mechanical arms are in a horizontal state relative to the zero point posture. If the pile 
driver is in working condition to keep the pile body sinking vertically, the boom, stick, 
and yaw joint angles will change. Within the working range, q2 = [−60, 30, −20, −10, 0, 0]. 
The length of each connecting rod of the pile driver is L1 = 20 cm, L2 = 80 cm, L3 = 60 cm, L4 

= 30 cm, and L5 = 10 cm. Bringing the vectors q1 and q2 into the kinematics forward solution 
model solved above, the pose matrix of the end effector is obtained as follows: 

 − 
 − =
 − −
 
  

0 1
6

0 1 0 190
1 0 0 0

0 0 1 30
0 0 0 1

T , 
0 2
6

0.866 0.5 0 89.19
0.5 0.866 0 154.5
0 0 1 20.42
0 0 0 1

T

− − 
 − − =
 − −
 
  

 

The result of the kinematics forward solution model is 0 1
6T ,  0 2

6T  matrices which are 
exactly the same as the matrices solved by the Fkine function in the MATLAB robotics 
toolbox, which verifies the correctness of the forward solution model. The simulation 
model of its robotic arm is shown in Figure 5. 

 

 

 

 
(a) (b) 

Figure 5. Simulation model. (a) Initialization; (b) the working range of the pile driver.

3.6. Inverse Kinematics Simulation

Inverse kinematics simulation gives the pose matrix of the actuator coordinates at
the end of the robot arm, uses the matrix as a known quantity to calculate the angles
corresponding to each joint of the robot arm, and inputs this angle as the forward kinematics
solution and brings it into the robot tool. If the solved matrix is consistent with the given
pose matrix, the correctness of the inverse kinematic solution model is verified.

Randomly select a set of joint angles S1 = [50, 30, −20, −10, 5, 20] within the working
range of the pile driver, and use the Fkine function of the robot toolbox to solve the
corresponding matrix:

0
6T3 =


0.4973
−0.8637
−0.0819

0

−0.865
−0.5

0.0298
0

−0.0667
0.056
−0.99

0

114.7
136.6
40.42

1


A 6-DOF manipulator may have eight sets of joint angle combinations in the same

posture. However, in the actual operation of the pile driver manipulator, there will only
be one set of solutions due to the stroke limitations of each joint mechanism and the drive
cylinder. Bring the matrix 0

6T3 as the input value into the kinematics inverse solution model,
and solve a set of solutions S2 = [50.007, 30.002, −20.001, −10.0, 5.00, 20.001]. Bring the
solved joint angle S2 into the kinematics forward solution model, and compare the solved
matrix 0

6T4 with the original 0
6T3 matrix.

0
6T4 =


0.4973
−0.8637
−0.0819

0

−0.865
−0.5

0.0298
0

−0.0667
0.056
−0.99

0

114.7
136.6
40.42

1


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The results are the same, which verifies the correctness of the inverse solution model.

3.7. Workspace Analysis

The working space of the pile driver’s robotic arm is a collection of points that the end
effector can reach in the space. The working space reflects the structural characteristics of
the robotic arm. Analysis of its characteristics is of great significance for optimizing the
structural research of the robotic arm and the performance of the robotic arm.

This article uses the Monte Carlo method [14–16] to conduct workspace simulation
analysis. The values of the six joint variables are randomly selected within the value range
of the six joint variables. The position of the end actuator constitutes a set of points that
constitutes the robot arm workspace. In this paper, N = 30,000 random values are selected
for each joint variable, and a forward kinematics solution is performed on N groups of
joint vectors to obtain the position set of the end actuator in space. The results are shown
in Figure 6a. To clearly and intuitively observe the simulation represented, the graphics
are projected on the XOY, XOZ, and YOZ planes, and the results are shown in Figure 6b–d.
From the working space point cloud diagram in Figure 6a, it can be seen that the working
space of the pile driver is approximately a sphere, with a large working range and a uniform
distribution of points in the working space, indicating that the mechanical arm structure is
reasonably arranged. According to Figure 6b, the range of X is between −1800~−900 mm
and 900~1800 mm and the range of Y is between −1800~−900 mm and 900~1800 mm. As
shown in Figure 6c,d, the range of Z is from −1000 to 1500 mm.
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4. Trajectory Planning

Piling machines often operate unmanned in hazardous environments, like geological
disaster areas, repairing damaged infrastructure. Unmanned pile drivers are used for
underwater bridge maintenance and repair, stabilizing piers. In offshore platform con-
struction, they drive pile foundations to ensure stability, particularly in deep-sea areas,
reducing risks to personnel from underwater environments and high-pressure gases. The
system must execute tasks remotely or through preset programs. In dynamic pile driving
operations, studying obstacle avoidance motion planning strategies is crucial. Traditional
robotic arm methods rely heavily on manual programming, resulting in inefficiency and
adaptability issues for obstacle avoidance. To address this, robotic arms need autonomous
obstacle-free trajectory planning, involving processing information from the starting point
to the target, exploring collision-free joint angle configurations, and completing pile driving
tasks. Advanced path-planning algorithms are essential for efficient, safe, and compliant
robotic arm operations.

4.1. Gray Wolf Algorithm

The SI algorithm often finds inspiration from the collective behavior observed in
various animal species [39], which typically simulates the hunting process of prey, searching
for food based on local interactions between group members or based on the environment
(granular) [40]. Therefore, grouped groups are self-organizing. It is typically initiated by a
set of candidate solutions. Usually, groups can be divided into two main groups, leaders
and followers, where interaction occurs by attracting followers to the leader. Therefore,
convergence towards the optimal solution can take place. GWO is the fastest growing SI
algorithm introduced by Mirjalili et al. [41] to mimic the hunting behavior of gray packets
in nature. GWO is a powerful optimizer because it has impressive features compared
to other models, such as easy adaptation, no parameters, no derivatives, no memory, no
computation, flexibility, and complete sound. In the initial search phase, GWO starts with
high intensity in the exploration phase, and in the final run, GWO gradually shifts its
focus to the development phase through the positions of the three best leaders. The social
division of labor among wolves includes alpha wolf, beta wolf, delta wolf, and omega wolf.

The hunting model of wolf packs is showed in Figure 7. During the iteration process,
the objective function value of the optimal wolf after each iteration is compared with the
value of the alpha wolf in the previous generation. If it is better, the position of the alpha
wolf is updated. If there are multiple horses at this time, randomly select one to become
the alpha wolf. The alpha wolf does not perform three intelligent behaviors and directly
enters the next iteration until it is replaced by other stronger omega wolves. The behaviors
are described below.
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• Wandering behavior: In the solution space, the best S omega wolves other than the
alpha wolf are considered beta wolves, and the fitness of the prey searched by each beta
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wolf is calculated separately. If it is greater than the fitness of the alpha wolf, the beta
wolf becomes the alpha wolf and initiates a new summoning behavior. Otherwise, the
beta wolf will choose the direction with the strongest odor and the odor concentration
Yi greater than the current position in the direction p and move forward one step
as follows:

xp
id = xid + sin(2π × p

h
)× stepd

s (26)

where stepd
s is the walking step length, h is the walking direction, p = 1, 2,. . .. Repeat

the above wandering behavior until there is a scent concentration Yi > Ylead of a certain
beta wolf, then beta wolf i replaces the alpha wolf and initiates a summoning behavior, or
reaches the maximum number of wandering times Tmax.

• Summoning behavior: After the wandering behavior ends, an alpha wolf will be
generated. The alpha wolf uses a howling method to initiate a summoning behavior,
quickly summoning the surrounding M delta wolves towards their position. The delta
wolves quickly approach the alpha wolf with a running stride and search for prey.
During the delta wolf attack, if the prey has a higher adaptability, let the delta wolf
replace the alpha wolf. When the distance between the delta wolf and the alpha wolf
is less than the threshold, it switches to besieging behavior. When the delta wolf j
undergoes the k + 1 iteration, its position in the d-dimensional space can be expressed
as follows:

xk+1
jd = xk

jd + stepd
b ×

gk
d − xk

jd∣∣∣gk
d − xk

jd

∣∣∣ (27)

where gk
d is the position of the alpha wolf of the k generation group in the d-dimensional

space, xk
jd is the current position of the delta wolf j, and stepd

b ×
gk

d−xk
jd∣∣∣gk

d−xk
jd

∣∣∣ is the gradual

gathering of the delta wolf j towards the position of the alpha wolf. On the way, if the odor
concentration of the delta wolf is Y > Ylead, then the delta wolf i replaces the alpha wolf
and initiates a summoning behavior. If Y < Ylead, the delta wolf continues to attack until
dis ≤ dnear, joining the attack on the prey, that is, entering a siege behavior as follows:

dnear =
1

Dω

D

∑
d=1

|maxd − mind| (28)

where ω is for the distance determination factor, and the range of values for the d-
dimensional variable to be optimized is [mind, maxd].

• Siege behavior: A combination of delta wolves and beta wolves to encircle and capture
prey. The delta wolf sensed the call of the alpha wolf and immediately ran towards the
position of the alpha wolf. During the running process, if it found that the prey had
higher adaptability, it immediately replaced the original alpha wolf and commanded
other wolves to take action.

xk+1
id = xk

id + λ × stepd
w ×

∣∣∣Gk
d − xk

id

∣∣∣ (29)

here λ is a random number within the interval of [−1,1], uniformly distributed, stepd
w is

the attack step size of omega wolf i (including beta and delta wolves) when engaging in
besieging behavior in the d-dimension space. After adopting a siege behavior, if the odor
concentration perceived by omega wolf i is greater than the concentration perceived at its
original position, the position of omega wolf i will be updated; otherwise, the position of
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omega wolf i will remain unchanged. The relationship between the walking stride stepd
s ,

attacking stride stepd
b , and siege stride stepd

w of omega wolves is as follows:

stepd
s =

stepd
b

2
= 2 × stepd

w × |Md − md|
C

(30)

The path planning process diagram based on GWO is shown in Figure 8.
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4.2. Improved GWO
4.2.1. Adaptive Wandering and Sieging Strategy

In the basic GWO algorithm, the update step size of the wandering and sieging
behavior positions of each generation of wolf packs is fixed and invariant, and both are
related to the walking step size. This fixed step size approach can cause a slow convergence
speed in the initial stage of the algorithm and a decrease in search precision in the later
stage, leading to the algorithm falling into the local optima. Therefore, this article adopts
an adaptive step size approach to optimize the walking step size and running step size in
the basic Gray Wolf Algorithm, and improves the search accuracy and convergence speed
of the algorithm by reasonably changing the adaptive step size.

The article adopts an adaptive step size of

step = rand × ∥xi − Xlead∥2

where rand represents a random number between [0, 1]; xi represents the current position
of the wolf i; Xlead represents the position of the alpha wolf.
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4.2.2. Adaptive Walk Behavior Based on Levy Flight Strategy

Levy flight is a random search method that follows the Levy distribution and has good
search randomness and global optimization ability. Using the Levy flight search strategy
for a global random search can make the distribution of wolf scouts more extensive in the
search space, improve the algorithm’s global search ability, and easily jump out of local
optimal solutions.

The formula for updating the position of Levy flight is as follows:

xt+1
i = xt

i + l ⊕ Levy(λ)

where l represents step weight, and l = 0.01 ×
(
xt

i − xibest
)
, ⊕ represents point-to-point

multiplication; Levy represents a random path that follows the Levy distribution, satisfying
the following conditions:

Levy ∼ u = t−λ, 1 < λ ≤ 3

The formula for updating the position of the adaptive walking behavior of the beta
wolf with the addition of Levy flight strategy is as follows:

xt
id = xid + sin

(
2π × p

h

)
× rand × ∥xi − Xlead∥2 + l ⊕ Levy(λ)

where xt
id is the position of the beta wolf i in the d-dimensional space in the t iteration, and

Xlead is the position of the alpha wolf (i.e., prey).
Based on the above formula for updating the position of the wandering behavior, the

algorithm has the excellent global search ability of Levy flight, while dynamically adjusting
the forward step size of the beta wolf to compensate for the slow convergence speed of
Levy flight strategy.

4.2.3. Adaptive Summoning Behavior

During the summoning behavior, delta wolves rush toward the position of their prey
(i.e., the position of the alpha wolf). If the target fitness value Yj perceived by the delta
wolf during the attack is smaller than the target fitness value Ylead perceived by the alpha
wolf, then Ylead = Yj, and the delta wolf replaces the alpha wolf to initiate the summoning
behavior again. If the target fitness value Yj perceived by the delta wolf is greater than
the target function value Ylead perceived by the alpha wolf, the delta wolf will continue to
perform the rushing behavior until the distance between the delta wolf and the alpha wolf
is less than dnear.

The formula for updating the position of delta wolf j in the t + 1 iteration is as follows:

xt+1
jd = xt

jd + rand ×
∥∥∥xt

jd − xt
lead

∥∥∥
2
×

xt
lead − xt

jd∣∣∣xt
lead − xt

jd

∣∣∣
where xt

jd is the position of the delta wolf j in the d-dimensional space in the t iteration.

4.3. Simulation Environment and Experimental Data Preparation

In order to verify the effectiveness of the multi-strategy improved GWO algorithm
in 3D path planning of robotic arms, the basic GWO algorithm and the proposed multi-
strategy improved GWO algorithm were used for 3D path planning simulation under
the same conditions. The simulation experimental environment is a computer with a
Win10 64-bit operating system, featuring an AMD Ryzen 7 3750H 2.30 GHz processor,
and 8 GB memory configuration, manufactured by AMD and assembled by Asus in
China. The simulation experiment software used is MATLAB R2021b. At the same time,
in order to further demonstrate the effectiveness and superiority of the improved GWO
algorithm, this paper added comparative experiments of the improved GWO algorithm,
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basic GWO algorithm, basic ACA, basic GA, and basic AFSA in the 3D environment
simulation experiment.

The task space for simulating the environment and preparing experimental data for
path planning is 100 mm × 100 mm × Within 100 mm; five obstacles are set up in the space,
all of which are spherical. The relevant parameter settings are as follows: the starting point
coordinate is Start = [1, 1, 1], and the target point coordinate is Goal = [100, 100, 100]. The
GWO parameters are shown in Table 2.

Table 2. Parameter settings for Gray Wolf Algorithm.

Parameter Meaning Value

N Number of wolf packs 100
α Scale Factor of Beta Wolves 0.5
S Step factor 100

Kmax Maximum number of walks 10
ω Distance determination factor 3
β Wolf pack update ratio factor 3
h Number of walking directions 20

Tmax Maximum number of iterations 50
PC Selection probability 0.6

The parameter settings for basic AFSA are as follows: number of fish schools is 50,
perceived distance of artificial fish is 50, the maximum step size of artificial fish movement is
3, crowding factor is 10, the maximum number of iterations for a single fish is 50, iterations
is 100, and dimension of solution is 3. The parameter settings for basic GA are as follows:
population size is 5, chromosome length is 5, cross probability is 0.8, selection probability is
0.5, and mutation probability is 0.2. The parameter settings for basic ACA are as follows:
ant number is 100, pheromone importance factor is 10, heuristic function importance factor
is 1; pheromone volatilization factor is 0.1, constant is 1, maximum number of iterations is
100, and number of sliced structures is 9.

4.4. Simulation Results and Analysis

Figure 9 shows the convergence curve of the GWO for the entire path planning. It
should be noted that the optimization problem studied in this article is a minimization
problem, that is, the smaller the fitness value, the better the solution. From Figure 9, it
can be seen that the GWO converges quickly to a very small fitness value. At around
20 iterations, the GWO falls into the local optima; however, as the number of iterations
increases, the optimizer breaks through local optimal stagnation and continues to converge
towards reducing the fitness value. The random dispersion strategy in GWO can effectively
overcome premature convergence and enhance the algorithm’s global search ability. The
convergence process of the optimizer at other points on the target trajectory is similar to
that point, but due to space limitations, it will not be presented in this article. It gradually
converges to 174.1 in the 25th generation, with stronger global optimization ability. While
converging quickly, the improved GWO also has such superior search accuracy in the later
stage, resulting in a shorter path length and better quality. Compared with other basic SI
algorithms, the improved GWO can effectively improve the problem of getting stuck in
local optima. From Table 3 and Figure 10, it can be seen that due to the limitations of GWO’s
own algorithm characteristics, the fitness values of the current wolf and the head wolf need
to be calculated and judged in each iteration of the three intelligent behaviors. Therefore,
compared to ACA, GA, and AFSA, GWO has a longer running time. However, compared
to the other three algorithms, the improved GWO algorithm plans a shorter path length,
converges faster, and has a shorter average path. From Figure 10, it can be seen that the
paths planned by the improved GWO algorithm and the other three algorithms can avoid
obstacles, allowing the robotic arm to reach the target point smoothly. However, compared
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to the other three algorithms, the multi-strategy improved GWO algorithm produces a
relatively shorter and better quality 3D path length.
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Table 3. Comparison results of four algorithms.

Algorithm Path Length/m Average Path/m Running Time/s

Improved GWO 66.731 66.863 156.251
Basic GWO 68.315 69.561 162.561
Basic ACA 104.516 106.256 42.591
Basic GA 75.261 76.163 39.739

Basic AFSA 86.631 89.901 38.517
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From this, the following conclusion can be drawn: the improved GWO algorithm
has a faster convergence speed and a shorter planned path length. Improving the GWO
algorithm can effectively improve the slow convergence speed and the tendency to fall into
local optima caused by fixed step size in basic GWO algorithms, and the improved GWO
algorithm has a stronger global optimization ability.

4.5. Simulation of Robotic Arm Path Planning

The core idea of adjusting the pile body posture is to use the kinematic inverse solution
knowledge introduced in Section 3 to solve the corresponding expected rotation angles
of each joint based on the given coordinate values of the end effector of the vibrating pile
driver. Then, the expected rotation angles of each joint are converted into the expected
displacement of its corresponding oil cylinder.

Through the robotics toolbox in MATLAB, the multi-strategy improved Gray Wolf
Algorithm and basic Gray Wolf Algorithm were applied to a six-degree-of-freedom pile
driving robotic arm, and the performance of the two algorithms was tested simultaneously
in a 3D environment. The starting position of the path [500, −1000, 0] and the ending
position [1800, 1800, 800] were set, and two obstacles were set in the environment, both of
which were enveloped with spherical shapes. The simulation results are shown in Table 4
and Figure 11, with the red line indicating the planned path. From Figure 11, it can be seen
that both the improved GWO and the path planned by GWO can avoid obstacles and reach
the target point, but the path planned by the improved GWO is shorter. From Table 4, it
can be seen that compared to the basic GWO algorithm, the improved GWO algorithm
reduces the 3D path length by 16.575% and the running time by 9.452%. In summary, it
can be seen that compared to basic GWO algorithms, applying improved GWO algorithms
to path planning on robotic arms yields better paths. Therefore, the improved algorithm
can effectively achieve path planning and convert the expected displacement based on the
given end effector’s expected pose coordinate value, in order to achieve the adjustment of
the pile’s pose.

Table 4. Comparison results of two algorithms.

Algorithm Path Length/mm Average Path/mm Running Time/s

Improved GWO 3751.04 3832.23 156.251
Basic GWO 4567.32 4593.62 172.561
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In the subsequent work, it is necessary to use sensors installed on the boom cylinder,
stick cylinder, and four-bar drive cylinder to detect the real-time displacement of each
group of cylinders in real time, and compare the detected real-time displacement of the
cylinders with the expected displacement of the cylinders as input values for the controller.
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Once there is a deviation between the detected cylinder displacement and the expected
cylinder displacement, GWO will play an adjusting role to eliminate the deviation between
the two and achieve a real-time attitude adjustment of the pile towards the desired attitude.
Thus, monitoring the pose of the end effector of the working device and adjusting the pose
of the end effector of the working device are carried out for experimental verification.

5. Conclusions

Addressing the imperative need for adjusting the pile body posture in the context of
the side-clamp vibrating pile driver, this study focused on the mechanical arm mechanism.
The research outcomes are summarized as follows:

(1) Taking the side-clamp vibration pile driver as the research object, an improved D-H
parameter method was used to establish the kinematic model of the working device
of the pile driver, and the kinematic equations were solved in forward and inverse
kinematics. A mathematical model was established based on inverse kinematics to
solve the joint angles and their corresponding hydraulic cylinder propulsion stroke.
The forward and inverse kinematic models of the working device of the pile driver
using the MATLAB robotics toolbox were simulated to verify the correctness of
the kinematic models. And based on the Monte Carlo method, the motion space
simulation of the working device was carried out to solve the working range of the
mechanical arm of the pile driver.

(2) A multi-strategy improved GWO path planning algorithm is proposed to address
the issue of operators being unable to directly obtain the vertical posture of the pile
due to limited field of view, making it difficult to operate. The improved Grey Wolf
algorithm was successfully applied to the three-dimensional path planning problem
of robotic arms. Compared with the basic GWO algorithm, the improved GWO
algorithm reduced the three-dimensional path length by 16.575% and the running
time by 9.452%. The expected rotation angle of each joint was efficiently converted
into the expected displacement of its corresponding oil cylinder, in order to achieve
real-time pose adjustment of the pile to the desired pose.
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