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Abstract: In an orchard environment with a complex background and changing light conditions, the
banana stalk, fruit, branches, and leaves are very similar in color. The fast and accurate detection and
segmentation of a banana stalk are crucial to realize the automatic picking using a banana picking
robot. In this paper, a banana stalk segmentation method based on a lightweight multi-feature fusion
deep neural network (MFN) is proposed. The proposed network is mainly composed of encoding and
decoding networks, in which the sandglass bottleneck design is adopted to alleviate the information a
loss in high dimension. In the decoding network, a different sized dilated convolution kernel is used
for convolution operation to make the extracted banana stalk features denser. The proposed network
is verified by experiments. In the experiments, the detection precision, segmentation accuracy,
number of parameters, operation efficiency, and average execution time are used as evaluation
metrics, and the proposed network is compared with Resnet_Segnet, Mobilenet_Segnet, and a few
other networks. The experimental results show that compared to other networks, the number of
network parameters of the proposed network is significantly reduced, the running frame rate is
improved, and the average execution time is shortened.

Keywords: banana stalk; dilated convolution; lightweight network; multi-feature structure; sand-
glass structure

1. Introduction

According to the Food and Agriculture Organization of the United Nations, currently
there are 137 countries and regions planting banana, and the banana production is still
rising [1–3]. In 2016, the world’s total banana production reached 1113.23 million tons. In
China, in 2018, banana production reached 11.21 million tons. However, at present, bananas
are mainly harvested by manual labor, and a weight of more than 25 kg is hard for farmers to
pick. With the emergence of the concepts of digital and intelligent agriculture, agricultural
robots have become a research hotspot in the field of agricultural application [4–7]. The
research on intelligent and automatic banana picking robots has important practical value
and broad application prospects. For banana harvesting, the key point is to cut the banana
stalk then harvest a whole bunch of bananas. Therefore, the automatic harvesting robot
needs to first detect the banana stalk, and then transform it into a three-dimensional point
cloud and process it as the target operation point [8]. Finally, the end-effector of the robot
will automatically work to the target cutting point of the fruit stalk. In this process, the
accurate and rapid recognition of banana stalk is the premise and foundation of robot
automatic harvesting. If the banana fruit stalk is wrongly identified or the banana fruit is
taken as the target recognition object, it will be difficult for the robot to cut to the banana
stalk with the end-executing tool in the subsequent work, which will affect the accurate and
automatic harvesting of the robot in the field of precision agriculture to some extent. As
the core component of a picking robot, the visual system is a premise to realize an accurate
operation of a fruit picking robot. In addition, the speed and accuracy of recognition affect
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the subsequent picking directly. Therefore, the recognition and segmentation of banana
stalk is an important step to realize the robot automatic picking.

The main problems of a visual system in picking robots are as follows:

(1) Banana picking is mainly done at the position of the cutting stalk, and the target of the
stalk is relatively small compared to the banana fruit. Also, the tilt degree is different,
so it is difficult to use shape features such as that used for apple, orange, or tomato.

(2) There are many interfering factors in an orchard environment, and the banana stalk is
basically consistent in color with a background environment. Compared with citrus,
litchi, strawberry and other fruit with an obvious color difference, banana stalks are
more difficult to be accurately detected.

(3) As a picking robot works outdoors, its visual system needs to be deployed using
a mobile terminal. Although commonly used large network models have good
detection performance, they are deployed with a mobile terminal with a low detection
speed, which cannot meet the real-time requirements of the equipment. Thus, the
development of lightweight and efficient recognition and segmentation algorithm is
the main objective of this research.

In recent studies, many feature extraction methods for target crops were proposed,
and different image processing algorithms were developed, achieving the segmentation
accuracy of over 85% for multiple fruits [9–14]. However, these recognition algorithms
based on shape and color features are not suitable for banana stalk-recognition and lack
generalization due to different environment interference. Also, some researchers used a
larger sample size for training recognition, but it is also based on the texture color features of
the detection target [15,16]. In some studies on banana fruit recognition, bananas have been
recognized based on structural features, such as color and texture, achieving the recognition
accuracy of over 80% [17–20]. However, the banana stalk is smaller than the banana fruit,
so the algorithm finds it difficult to recognize the banana stalk in a complex environment.
Although some scholars proposed an effective method for non-destructive testing and
achieved good results [21,22], these methods used thermographic inspection technology
and pay more attention to the details of defects, so it is not suitable for the identification of
banana stalk in outdoor environment. To solve these problems, many studies used the deep
learning-based method to recognize different fruit or estimation [23–25]. For instance, the
mask-RCNN algorithm was used, and the model with Resnet and Segnet as the backbone
network built, which greatly improved the segmentation accuracy, reaching the recognition
accuracy of 95% [26–28]. Also, the use of neural network has also achieved good results
in some other applications [29,30]. Although a high-capacity network model can improve
the segmentation accuracy, it sacrifices performance and running speed at the expense of
mobile edge devices. In recent literature, many different network architectures have been
constructed, the applicability of depth separable convolution in the lightweight YOLO
has been proven [31,32], and it has been demonstrated that the usage of residual blocks
can better extract features [33,34]. However, the detection network can only locate the
target in a small area, but not achieve the pixel-level segmentation effect, and it is difficult
to present the contour shape completely, affecting the precision of subsequent harvest.
Some studies considered that the information distillation mechanism is not efficient and
proposed improved recognition methods [35–37]. Although the lightweight performance
was improved, the overall number of parameters is still not small.

The main contributions of this paper can be summarized as follows:

(1) A lightweight sandglass residual feature extraction network is proposed to extract
image feature information. The segmentation accuracy of the proposed network is
not affected when the number of network layers is reduced.

(2) In the decoding network, the dilated convolution with different expansion rates is
adopted for feature fusion, so that the banana stalk features are denser and decoding
can be realized more effectively.
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(3) The quantitative analysis of five different networks shows that the proposed network
model Sandglass_MFN has good performance. In a complex orchard environment,
the banana stalk can be segmented effectively.

The remainder of this paper is organized as follows. Section 2 introduces material and
methods. Section 3 describes deep learning network model training. Section 4 shows the
experiment results and analysis and Section 5 concludes the paper.

2. Materials and Methods
2.1. Image Acquisition and Processing

To verify the effectiveness and feasibility of the proposed model algorithm, which
used the sandglass structure in the encoring network combined with multi-feature fusion
structure of the decoding network, the experiment was conducted using the data collected
on the banana plantation base in Suixi County, Zhanjiang city in late June, 2020. A Huawei
P30 (El-Al00) was used to take 2088 photos of banana fruit and stalks of Cultivar No.3, and
the imaging distance between them and the canopy was about 1.0~2.0 m. To ensure the
diversity of data, a variety of environmental background data were collected under different
weather conditions, including sunny, cloudy, phototropic, and backlight conditions. At the
same time, different angles were used in the data acquisition process. A manual labeling
method was used to label the banana stalk of the collected data to obtain the training label
images. An example of the data sample is shown in Figure 1.
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Figure 1. Data sample. (a) The original image; (b) The training label image.

For network model training, additional data features were used to improve the ac-
curacy of model training. Namely, the brightness, chroma, and contrast of the original
image were enhanced and weakened, and the inclination of the fruit stalk was changed.
The data of 2088 images collected are further expanded. Each image was executed with a
probability of 0.8. Based on the original image, the brightness, contrast, and chroma were
scaled and transformed randomly according to the transformation factor of 0.7~1.3. The
stalk angle was also randomly rotated within the range of 10◦ to the left or right. The total
sample number was set to be 10,440 images. To make the system acquire labels accurately
during training, the label image was operated in the same way with the original image. and
the corresponding label images can be obtained and put into the network training while
obtaining the enhanced images. After data enhancement, a total of 10,440 images were
obtained and randomly divided into training, validation, and test sets according to the
proportion of 8:1:1. In the network model training process, in order to reduce the training
difficulty, the resolution of images in the training set was reduced to 576 × 576. The test set
was used to verify the performance of the optimized network, and the validation set was
used to evaluate the effectiveness of the trained network model.
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2.2. Network Model Construction
2.2.1. Sandglass Encoding Network Design

The classical residual bottleneck structure was first proposed in Resnet, and it is mainly
composed of three convolutional layers. In this structure, the channel is reduced by a 1 × 1
point-state convolution, one 3 × 3 convolution is used for spatial feature extraction, and
another 1 × 1 convolution is used for channel expansion, as shown in Figure 2a. Although
this structure has achieved great success in the weighted network, it is difficult to construct
a lightweight network and deploy it in a mobile terminal since this model includes a
standard 3 × 3 deep convolution, and has a large number of parameters and large amount
of computation. It is more suitable for high precision detection and recognition rather
than real time. The anti-residual block was first introduced in the MobilenetV2 which
is used for the lightweight coding network, and in this structure linear bottlenecks are
connected with shortcut keys, which greatly improves network performance and optimizes
model complexity. However, a high-dimensional space is structurally compressed and
mapped to the low dimensional feature tensor, so it is difficult to obtain enough feature
information. Furthermore, the connection of shortcut keys between low-dimensional
tensors also increases the probability of feature loss. This approach can be applied to
the lightweight domain, but it is still difficult to tailor the number of network layers to
some extent.
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bottleneck design; (c) Residual sandglass design.

By combining the characteristics of the residual bottleneck and the anti-residual
structure, a sandglass structure network was designed, and its structure is shown in
Figure 2c. This network design has been mainly applied to the encoding network, and its
structure is similar to the bottleneck structure. However, in order to reduce the number of
network model parameters, depth separable convolution is introduced. The order between
each module is adjusted, the connection mode of shortcut keys changed to join the high-
dimensional space, and the traditional residual bottleneck structure is embedded into a
new sandglass structure. The functions of using this structure are as follows:

(1) More information from the bottom layer is retained when the data is propagat-
ing through the deep network, and the shortcut key connection is set on the high-
dimensional features to extract richer target features.

(2) Due to deep separable convolution and appropriate clipping of network modules, the
network can be reduced.

(3) The combination of this structure with the subsequent multi-feature fusion structure
can give better play to the network performance.

The specific process of the sandglass structure is as follows. First, the tensor data is
processed by a 1 × 1 pointwise convolution to adjust the channel into a higher dimension
to be the input tensor. This is the first step. Then, the convolution kernel is used as a depth
separable convolution learning feature. This is the second step. In addition, a bottleneck
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structure is added to the middle of structure to encode the inter-channel information with
point-state convolution. It should be noted that a 3 × 3 convolution kernel represents a
depth separable convolution. Then it generates the feature layer prior to step 3. To ensure
that feature information is not lost, step 3 only used the normalized function without using
the activation function. Finally, according to difference stride of the convolution kernel, if
convolution of step size 2 is used in the procedure, then step 4 is used; otherwise, step 5 is
used, then shortcut keys is introduced to do channel splicing in high dimensions, and the
output tensor data is obtained. The structure of the sandglass module is shown in Figure 3.
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Since point state convolution can be used to encode the information between channels,
applying the bottleneck structure to the intermediate channel encoding is beneficial to
reduce the number of network parameters. To capture spatial information, the channel and
spatial features are extracted by combining the point-state and deep convolutions. A 3 × 3
lightweight kernel is introduced for deep convolution extraction, and the depth separable
convolution method is used to reduce the number of network model parameters effectively.
Based on the sandglass module structure, the encoding network is constructed, and its
structure is shown in Figure 4.
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In the encoding network, deep convolution is first used to extract data features, and
then the channel of the feature layer is adjusted and the image resolution is compressed to
obtain the feature layer F1. Then, the sandglass module is used and different parameters are
adjusted to obtain the characteristic layer F2. Furthermore, while compressing the image
resolution, using the sandglass module can extract the feature layer F3, so as to obtain
high-level semantic information of a banana stalk. The purpose of using the sandglass
structure in the encoding network is to realize the lightweight without losing the feature
information, at the same time, combining with the subsequent multi-feature fusion can
make the structure have a better play.

2.2.2. Multi-Feature Decoding Network Design

After the Segnet, which uses the max-pooling indices received from the corresponding
encoders to perform the nonlinearity of the input feature map, encoding and decoder
structures have been widely used in semantic segmentation model. In the encoding
network, with the increase in the number of convolutional layers, image data size and the
number of channels, the target features with high-level semantics are finally extracted. In
contrast, in the decoding network, using the learned features, the feature map that retains
the size of the original image is constructed to achieve the segmentation of the image
pixel points. Through the learning of a large amount of image data, the network model
parameters corresponding to the mapping between the original image and the label can be
adjusted so as to achieve the accurate prediction of pixel points.

For the segmentation of small targets, it is particularly important to use effective
features extracted from the encoding structure for deep decoding. Multi-scale fusion
can improve the feature sensitivity to a certain extent, but its effect on small targets is
not obvious. Likewise, pooling can increase the receptive field, but characteristic details
are lost. In contrast, dilated convolution can increase the receptive field without loss of
either resolution or coverage. An R parameter is added to the original convolution as
expansion rate, and the visual field sense of the convolution kernel is expanded to extract
different target features. The convolution kernels with different expansion rates are shown
in Figure 5.
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The viewing area of dilated convolution in every feature layer mapped on the original
image region can be calculated as follow:

r2
i+1 = [(ri − 1) + (2l + 1)]2 (1)
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where ri is the length of the convolution kernel, l is the Expansion coefficient, and r2
i+1 is

the range of viewing area. In the case of the same size of convolution kernel, it has a larger
receptive field.

And the dilated convolution in two dimensions can be defined as follows:

(F ∗l k)(p) = ∑
s+lt=p

F(s)k(t) (2)

where ∗l is dilated convolution and its domain is p. F is the input image and s is its
definition domain, namely the center of the convolution operation; k is the kernel, and t
is the domain. Compared with ordinary convolution, the condition of void convolution
changes from s + t = p to s + lt = p, i.e., each convolution kernel only operates with the
elements in the position multiple of l in image F.

In the decoding network, the image features extracted by the encoding network are
further decoded, and the convolution kernels with the expansion rate l of 2, 4, 8, and 16
were used to conduct the convolution computation on the original image to obtain more
stalk features, making the extracted features denser. In order not to lose the original image
features, the original image features and the newly generated image features are fused
into a parallel channel. Furthermore, the image features extracted from the intermediate
layer of the coding network were introduced to construct a serial channel, and the serial
and parallel channels were then merged, so as to obtain the fruit stalk features of the
representational model categories, realized the multi-feature fusion of the fruit stalk, and
propagated feature to the higher-level network.

The decoding network consists of six convolutional layers and two splicing layers.
Firstly, based on the characteristics of the fruit stalk obtained from the encoding network,
the parallel channel was constructed using four dilated convolution operations with dif-
ferent expansion rates. The splicing layer was used to fuse the features of different fruit
stalk. Next, the output size of the splicing layer was adjusted, and the constructed channels
and the characteristic layer of the encoding network constitute a series of parallel channels.
Then, a splicing layer was used again to fuse the features of the series and parallel channels.
Finally, two depth-separable convolutions were used to decode the features and adjust
the number of channels which had been fused to obtain the final segmented image. The
decoding network is shown in Figure 6.
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diagram is shown in Figure 8.
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3. Deep Learning Network Model Training

About the whole network structure of the banana stalk segmentation, the specific param-
eters of each layer are shown in Table 1. Take the size of the input image of 576 × 576 as an
example. The point convolution uses 1 × 1 convolution kernel, and the other convolution
kernels use 3 × 3 lightweight convolutions. In all the sandglass blocks, the channel contraction
of the input layer is four times the same as the number of bottleneck channels.

Table 1. The Sandglass-MFN structure parameters.

Layer Output Size Network Layer Structure

Original image 576 × 576 × 3 None
Conv2D 288 × 288 × 16 Stride = 1, ReLu6

Sandglass Block1 288 × 288 × 24 Stride = 1, Bottleneck channel 4
Sandglass Block2 144 × 144 × 32 Stride = 2, Bottleneck channel 6
Sandglass Block3 144 × 144 × 32 Stride = 1, Bottleneck channel 8
Sandglass Block4 144 × 144 × 48 Stride = 1, Bottleneck channel 8
Sandglass Block5 72 × 72 × 64 Stride = 2, Bottleneck channel 12
Sandglass Block6 72 × 72 × 80 Stride = 1, Bottleneck channel 16
Sandglass Block7 72 × 72 × 80 Stride = 1, Bottleneck channel 20

Dilated Convolution (×4) 72 × 72 × 60 (×4) Expansion rate = 2, 4, 8, 16
Concentration Layer1 72 × 72 × 240 None

Upsample1 144 × 144 × 240 Linear interpolation
Point Convolution1 144 × 144 × 256 Stride = 1, ReLu6
Point Convolution2 144 × 144 × 48 Stride = 1, ReLu6

Concentration Layer2 144 × 144 × 304 None
Depthwise Convolution 144 × 144 × 120 Stride = 1, ReLu6

Upsample2 288 × 288 × 64 Linear interpolation
Depthwise Convolution 288 × 288 × 32 Stride = 1, ReLu6

Conv2D 288 × 288 × 2 Stride = 1, ReLu6
Resize 576 × 57 6× 2 None

In this work, the entire experimental platform configuration used for the training and
evaluation of all the neural network are presented in Table 2.

Table 2. Experimental platform configuration.

Specification Details

Operating System Ubuntu 18.04, 64-bit Operating System
CPU Intel Xeon(R) Gold 5218 CPU@2.3 GHz × 64

GPU GeForce RTX2080 256-Bit
HDMI/DP/DVI 8GB GDRR6

GPU acceleration library Tensorflow-gpu 2.0, CUDA 10.2, CUDNN 8.0

To compare different network models including Resnet_segnet, Mobilenet_segnet,
Sandglass_segnet, Mobilenet_MFN, Sandglass_MFN, the batch size, learning rate, iteration
number, and initial weight of the network models were all set the same. The batch size was
set to four. The Adam algorithm of driving quantity was adopted to optimize the gradient,
and the learning rate was set to 0.0001. The maximum number of iterations was set to 5000.
The loss function was the cross-entropy, and it was defined as:

L = −1
c

c

∑
i=1

[yilnŷi + (1 − yi) ln(1 − ŷi)] (3)

where L denotes the loss value and yi, ŷi denoted the label of banana stalk and the model
output respectively. The parameter c is the number of the pixels which is 576 × 576. When
yi = 0, it stands for the background and when yi = 1, it stands for the banana stalk.
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At the same time, the method of learning rate decline was set. If the accuracy rate
does not decrease for three times, the learning rate will be reduced by a reduction factor of
0.5 and the training will continue. When the loss value does not decrease for 10 consecutive
times, it means that the basic training of the model is completed, the training is stopped.

The memory occupied by the network and the length of training time were evaluated
for different networks. In the training process, the memory occupied by Resnet_segnet,
Mobilenet_segnet, Sandglass_segnet, Mobilenet_MFN and Sandglass_MFN were 5.4 G,
4.9 G, 5.1 G, 3.8 G, 3.9 G. About the training time, the longest training time of Resnet_segnet
was 13.7 h, and the shortest training time of Mobilenet_MFN was 5.8 h. In addition,
MobileNet_Segnet, Sandglass_Segnet, and Sandglass_MFN were 10.1, 11.2, and 6.4 h, re-
spectively. It can be seen that both Mobilenet_MFN and Sandglass_MFN have significantly
improved in terms of resource occupancy and training time after lightweight treatment.

4. Experiment and Results
4.1. Performance Indices

The data set described in Section 2.1 was used for the evaluation of image segmentation
results obtained by the proposed network model. The precision, recall, comprehensive
evaluation index (F1) and accuracy were used as the evaluation metrics, and they were
respectively defined as follows:

Precision =
TP

TP + FP
(4)

Recall =
TP

TP + FN
(5)

F1 =
2 × Precision × Recall

Precision + Recall
(6)

Accuracy =
T
R

(7)

where TP denoted the number of properly segmented pixels, FP denoted the number of
wrongly segmented pixels, and FN represented the number of unsegmented pixels of the
stalk area. T were the intersection pixel of the banana stalk segmentation region and the
actual label region, and R were the union pixel of the partition region and the actual label
region of the banana stalk.

The framerate denoted the speed at which a camera captures an image and feeds it to
the network for segmentation. In addition, execution time was the average time required
for the network to segment ten images at one time.

Framerate = (Framerate +
1

t0 − ts
)/2 (8)

Execution_time =

i
∑

j = 1
[t end(j)− tstart(j)]

i
(9)

where the initial value of Framerate is 0, t0 was the initial time when the image was
passed in and ts was the ending time when the image segmentation completed. Also tstart
was the start time of image segmentation and tend was the time at the end of one image
segmentation completed. i was the total number of image segmentation. In addition, j
stands for the image number.

4.2. Results and Analysis

The trained deep learning models were deployed and ran on a GPU1660 graphics
card, and the framerate, number of parameters and image segmentation time of each model
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were counted. Meanwhile, the accuracy rate, precision rate, recall rate, and F1 value of the
banana stalk segmentation results was calculated.

(1) F1 and recall

RSN, MSN, SSN, and MMFN denote Resnet_Segnet, Mobilenet_Segnet, Sandglass_Se
gnet, and Mobilenet_MFN, respectively, as comparison methods. Meanwhile, SGMFN
denotes our proposals called Sandglass_MFN. The comparison results of recall rate and the
value of F1 of different network models are presented in Table 3, where it can be seen that
each network had a good evaluation value in recall rate and comprehensive evaluation
index F1 except the light-weight Mobilenet_MFN (MMFN). To some extent, it shows that
the lightweight network MMFN cannot give full play to its performance.

Table 3. Comparison results of recall rate and F1 of different network models.

Model Recall Rate F1

RSN 99.06 99.33
MSN 98.01 98.75
SSN 99.07 99.30

MMFN 9.57 14.62
SGMMFN 99.08 99.32

(2) Precision

The segmentation precision of different deep learning network models is shown in
Figure 9. It shows that the high-capacity RSN network achieved the best segmentation
effect on the banana stalk, while the light-weight MMFN had the worst effect, and other
network segmentation effects did not differ significantly of precision. It can be seen that
with the deepening of the deep network layer, the model can achieve a certain effect in
detection and segmentation. However, to achieve the goal of being lightweight by cutting
the number of network layers pays more attention to the structure of the network, and not
arbitrary cutting can achieve the effective segmentation of the target.
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(3) Accuracy

In addition to the above three indicators, the accuracy also was used to evaluate
the performance. It is shown in Figure 10. It is obvious that when the segmentation
effect is good; accuracy and precision have similar performance. It can be seen from the
four networks as regards SGMFN, RSN, MSN, SSN. In addition, as regards MMFN, after
the lightweight processing, the segmentation effect is poor, reflected in the accuracy of
only 18%.
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(4) The number of network model parameters

The number of parameters is an important index to realize network lightweight and
different deep learning network models are shown in Figure 11. According to the figure,
the number of parameters of the MMFN and SGMFN decreased significantly, realizing the
effect of network parameter lightening. Compared with network structure of MMFN and
SGMFN, depth separable convolution was used to reduce the number of parameters. Also,
by appropriately trimming the number of network layers, both of them achieve model
lightweight. However, because of the different features extracted by the encoding structure,
the decoding network plays a different role.
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(5) Framerate and average execution time

Based on Figures 12 and 13, It is obvious that the network SGMFN run the fastest
frame rate. Also, the average processing speed of the SGMFN is the fastest per 10 images,
with the minimum time consumption. Similarly, the realization of lightweight network
MMFN also has a faster running speed, the image segmentation time is shorter. In addition,
other networks run slower, especially RSN.
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Based on the results presented in all figures, the high-capacity RSN network achieved
the best segmentation effect on the banana stalk. Meanwhile, due to the large network
model and a large number of network parameters, the running frame rate of this model
was slow, and the average execution time was longer than the other. The main reason
is that the bottleneck structure is adopted in the network, the number of channels is
compressed between the bottlenecks, and the deep convolution is used to learn the features.
However, deep convolution can better learn the stalk features, it is not conducive to
network lightweight. The MSN and SSN networks’ capacities were almost of the same
level, and the difference in each evaluation index was also almost close. Using the depth
separable convolution and decreasing the number of network layers to achieve the purpose
of network lightweight. The Mobilenet and Sandglass structures were considered to be
the encoding network, without cutting the characteristic layers, the network could better
extract stalk features and achieve segmentation.

Also, in Figures 9–13, it can be seen that the MMFN network was appropriately
trimming the number of network layers, which greatly reduced the recognition and seg-
mentation ability of this network. The main reason for this was that the shortcut keys in the
Mobilenet network were connected between the low-dimensional tensors, which increased
the probability of feature loss, and the reduced number of network layers made the learned
stalk features inadequate, so the multi-feature fusion mechanism of the decoding network
was difficult to perform.

The network proposed for banana stalk segmentation in this paper uses the Sandglass
structure, the channel used the point convolution to extract the channel information, and
the shortcut key was connected to the high dimension to learn the stalk features more
fully. Therefore, an appropriate reduction in the number network layers and the addition
of the multi-feature fusion mechanism to the decoding network could provide a better
segmentation effect to a certain extent.
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(6) Image Segmentation effects

The segmentation effects of the SGMFN are shown in Figure 14. Compared to other
models, the segmentation effects of different models on the banana stalk under different
external conditions are shown in Figure 15, where it can be seen that the RSN and SGMFN
relatively completed segmentation of the banana stalk, and MSN and SSN could also
segment the banana stalk accurately, but only the subrange of the banana stalk. However,
the MMFN network with a light weight had a poor segmentation effect, shown obvious
that the number of wrongly segmented image was large and that some images could not
be segmented. Comparing all the results, it can be discovered that using the sandglass
structure in the encoding network and combining with the multi-feature fusion structure
of the decoding network, the SGMFN model realized the lightweight without reducing
the segmentation accuracy, and sped up the running frame rate and image segmentation
average execution time.
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5. Conclusions

The segmentation of banana stalk in natural environment is of great significance to the
picking robot. In this paper, a lightweight network model based on a sandglass structure
and multi-feature fusion is proposed for banana stalk segmentation. Depth separable
convolution is used and the number of network layers is appropriately clipped. At the same
time, the dilated convolution with different expansion rates is used to extract the features
and perform fusion to achieve network lightweight with high segmentation accuracy and
execution speed. According to the experimental results, the following conclusions can
be drawn:

(1) The characteristics of the residual structure, reverse residual structure and sandglass
results were analyzed, and it was found that the reverse residual and sandglass
structures results are suitable for a lightweight network, but after a reduction in the
network layer number, the deep neural network using reverse residual structure has
reduced performance in feature extraction.

(2) Adding the multi-feature fusion mechanism to the decoder network can make the
features extracted by the encoding network be more fully integrated, learn the banana
stalk features with high-level semantic segmentation ability, and effectively improve
the segmentation ability of the network model in recognition of a banana stalk.

(3) The proposed network model is verified by the experiment with the banana stalk
images under different environment interference, and the banana stalk can be better
segmented. In addition, on the premise of having no reduction in the accuracy and
recall rate, the number of model parameters is effectively reduced and the operating
efficiency of the proposed network model is improved, which is helpful for porting
the model to mobile devices. Therefore, the proposed lightweight multi-feature fusion
network model cannot only quickly identify and segment the banana stalk, but also
be more easily deployed in the edge equipment.

In the future research, the proposed deep neural network will be deployed on an edge
computer and put on the robot to pick bananas in a complex orchard environment. Also, it
will be applied to other kinds of fruit recognition and segmentation experiments for more
agriculture application.
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