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#### Abstract

The quality of additively manufactured (AM) parts is determined by the applied process parameters used and the properties of the feedstock powder. The influence of inner gas pores in feedstock particles on the final AM product is a phenomenon which is difficult to investigate since very few non-destructive measurement techniques are accurate enough to resolve the micropores. 3D X-ray computed tomography (XCT) is increasingly applied during the process chain of AM parts as a non-destructive monitoring and quality control tool and it is able to detect most of the pores. However, XCT is time-consuming and limited to small amounts of feedstock powder, typically a few milligrams. The aim of the presented approach is to investigate digital radiography of AM feedstock particles as a simple and fast quality check with high throughput. 2D digital radiographs were simulated in order to predict the visibility of pores inside metallic particles for different pore and particle diameters. An experimental validation was performed. It was demonstrated numerically and experimentally that typical gas pores above a certain size (here: 3 to $4.4 \mu \mathrm{~m}$ for the selected X-ray setup), which could be found in metallic microparticles, were reliably detected by digital radiography.
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## 1. Introduction

The reliability of additively manufactured (AM) parts depends to a large degree on the defects and irregularities they contain [1]. Typical flaws in AM parts include delaminations, cracks, inclusions, and pores. For the laser powder bed fusion (LPBF) process, most defects are formed during the dynamic melting process, when the laser interacts with the solid and the melt pool [2,3]. The AM community distinguishes between lack of fusion pores, which are flat and irregular pores (voids) between non-fused powder layers, keyhole pores, which are irregular pores (voids) created by the laser and a high energy input, and gas pores, which are mostly spherical pores formed by adding gas to the melt pool [2,4-8]. A detailed review of pores and voids created during the AM build process was recently published by Sola et al. [2].

Another possible source for gas pores in AM parts is pores already present in the feedstock powder [6,9-12]. Due to the fast heating and cooling rate of the melt pool up to $10^{6} \mathrm{~K} / \mathrm{s}$ [13] during the LPBF process, gas pores in the powder become bubbles in the melt pool, which under certain circumstances do not have sufficient time to reach the surface of the melt by convection [2,14]. Hence, it is important to check the quality of the feedstock powders, for instance, by determining its overall porosity and pore size distribution $[6,15,16]$. However, determining the porosity of powders experimentally, e.g., by pycnometry or metallography, is a challenging task [16]. For standard AM materials like steels, aluminum, magnesium, titanium, and nickel alloys, typical porosities of the feedstock powder are
below 1 vol. \% [10,16]. In particular, high feedstock powder porosities and single particles with large pores influence the melting behavior of the powder and are likely to merge and solidify together with the melt pool and may become a defect in the final part [2,6]. Several testing methods for the characterization of AM feedstock powders are standardized [17,18]. However, since currently no common quality requirements or certification for AM powders exist, there is the uncertainty that the quality of the powder might vary between different manufacturers and batches. This is particularly true for non-standard AM powder materials, for instance, functional materials like shape-memory alloys [19], permanent magnets [20], or magnetic refrigerants [21], that are now being adapted to AM. For non-standard powders, the production of the feedstock powder is particularly challenging, as the atomization parameters need to be optimized. Large overall porosities up to $24 \mathrm{vol} . \%$, large pore sizes, and shape irregularities leading to a poor powder flowability are also reported for standard AM materials $[6,9,12]$, which require quality control of every powder batch before using them for AM [1].

Feedstock powders for AM are usually checked for their size and shape distribution using sieve-based, light scattering, or direct imaging methods [15,22]. Since these rely on the outer contour of the geometry or optical imaging, internal defects of metal powders, like gas-filled pores, are not accessible. Very accurate determination of internal defects, as well as size and shape distributions of a powder, can be carried out using 3D X-ray computed tomography (XCT) [6,9,16,23]. However, the scan time for a typical powder sample with a commercial XCT device is rarely below one hour [16]. Depending on the size of the powder, the system magnification, and the detector size, only about 1000 to $1,000,000$ particles can be imaged during one scan when the highest resolution is required, since the field of view of XCT is limited. This number of particles is equivalent to a few milligrams of metal powder. When considering that several hundred grams and up to several kilograms of powder are needed to manufacture AM parts, milligram samples are not representative for the evaluation of feedstock powder batches and hence for meaningful quality assurance. A technology capable of screening larger amounts of particles in a shorter time is needed for this task.

In-line digital radiography of products and goods is already used, e.g., in fine casting inspection in industry, weld inspections, the food industry, and for luggage inspection at airports [24]. Correspondingly, 2D X-ray inspection was developed for speed and high throughput. In this paper, the potential and requirements of digital radiography for the quality assurance of metal powder by detecting spherical gas-filled pores in metal particles are evaluated. Nowadays, commercially available laboratory XCT scanners are used for measurements, which are available in most AM laboratories worldwide to inspect the final parts produced. However, in the present article, instead of collecting projections from different angles of the powder sample for a reconstruction of a 3D tomographic dataset, 2D radiographs of single layers of the powder are used for inspection. In practice, this would later require that, e.g., a conveyor belt-like or particle stream apparatus is used for moving the particles into the inspection region, similar to the ones used in light scattering devices or direct imaging devices for powder, like a commercial Camsizer ${ }^{\circledR}$ (Microtrac Retsch GmbH, Haan, Germany) [22,25,26]. For the study presented here, a metal alloy is used, but the pore imaging principle applies to other materials, as well. In this paper, a criterion based on a minimal contrast to noise ratio and a basic spatial image resolution is applied, which must be fulfilled in order to detect pores of certain sizes in a metallic particle by digital radiography.

## 2. Materials and Methods

### 2.1. Experimental Sample Preparation

The tested spherical gas-atomized powder material is a MnFePSi-based alloy [27], with a nominal particle size range of diameters between $100 \mu \mathrm{~m}$ and $150 \mu \mathrm{~m}$. Note, the particle size range for numerical simulations is broader (see Section 2.5). The experimentally investigated powder represents the geometrical constitution of powders used in AM processes [1]. Both a multi-particle and single-particle sample were radiographed. For sample preparation, one side of a double-sided adhesive tape was
placed on a polymer substrate to ensure mechanical stiffness, whereas the other side was covered with particles. The multi-particle sample was fixed on a sample rod.

After testing the multi-particle sample, a single particle containing several pores was identified and isolated from the multi-particle sample using a micro-manipulation tool, radiography, tomography, and light microscopy. The isolated particle was fixed again on a sample rod.

### 2.2. Experimental Acquisition of Radiographic Images and Tomograms

Radiographic images were acquired employing a commercial X-ray computed tomography (XCT) device, GE nanotom $m$ 180, and using the image acquisition software datos|x 2.2 acquisition (Waygate Technologies (Baker Hughes Digital Solutions GmbH), Wunstorf, Germany) [28]. A set of radiographic projections, taken at discrete angular positions of the observed sample, served as input data for a subsequent volume reconstruction using the image reconstruction software datos|x 2.2 reconstruction (Waygate Technologies, Wunstorf, Germany) [28]. For the experiments, a phoenix|X-ray micro-focus tube (Waygate Technologies, Wunstorf, Germany) with a tungsten transmission target on a diamond window and a digital detector array (DDA) of type DXR500L (Waygate Technologies, Wunstorf, Germany) was used [28]. The X-ray radiation was not filtered at the source side in order to achieve the highest possible intensity. The X-ray tube can be operated in different operation modes, varying the size of the focal spot. For the selected tube current and acceleration voltage range, nominal spot size of $f=5 \mu \mathrm{~m}$ in mode 0 and $f=1.3 \mu \mathrm{~m}$ in mode 2 are provided. In this work, mode 2 was used.

Both samples, the multi-particle sample (a) and the single-particle sample (b), were imaged using similar X-ray system parameters, as summarized in Table 1. For sample size reasons, the source to object distance (SOD) and the source to detector distance (SDD) were chosen to be $3 \mathrm{~mm} / 600 \mathrm{~mm}$ (a) and $2 \mathrm{~mm} / 400 \mathrm{~mm}(\mathrm{~b})$, respectively. As a result, the effective pixel size of the radiographs and the voxel size of the volume reconstruction are $0.5 \mu \mathrm{~m}$. For the tomographic reconstruction, 1700 projections (a) and 800 projections (b) were recorded while rotating the sample. An acquisition time of about 45 min is required for medium image quality for sample (a). To improve the image quality of the XCT projections (noise reduction), a skip of two projections and a frame averaging of five projections on each angular position were selected, which prolonged the total acquisition time by a factor of seven to about 5 h .

Table 1. Summary of experiments and their image acquisition parameters.

| Scan <br> Identifier | Tube <br> Mode | Voltage <br> $(\mathbf{k V})$ | Current <br> $(\boldsymbol{\mu} \mathbf{A})$ | SOD <br> $(\mathbf{m m})$ | SDD <br> $(\mathbf{m m})$ | $\boldsymbol{M}$ | Pixel/Voxel <br> Size $(\boldsymbol{\mu m})$ | Frame <br> Averaging | Skip | No. of <br> Projections | Frame <br> Time (s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2D (a) | 2 | 130 | 100 | 3 | 600 | 200 | 0.5 | 10 | none | 1 | 1.5 |
| 3D (a) | 2 | 130 | 100 | 3 | 600 | 200 | 0.5 | 5 | 2 | 1700 | 1.5 |
| 2D (b) | 2 | 130 | 100 | 2 | 400 | 200 | 0.5 | 10 | none | 1 | 10 |
| 3D (b) | 2 | 130 | 100 | 2 | 400 | 200 | 0.5 | 5 | 2 | 800 | 10 |

For the analysis of 3D volumes and the particle and pore size distributions, as well as for visualization, Thermo Fisher Scientific Avizo 9.2 software (Waltham, MA, USA) [29] was applied. The used analysis approaches to detect particles and pores in volumetric datasets can be found in [16].

### 2.3. Prediction of Pore Detectability by Human Observers

The basics for detecting small holes in objects, examined by human observers using radiography, were published in [30]. Here, a minimal contrast to noise ratio $\mathrm{CNR}_{\min }$ is derived as a criterion to determine the detection limit of hole plate image quality indicators at a magnification of one, depending on the basic spatial resolution of the detector $S R_{b}^{\text {detector }}$ and the hole diameter $d_{\text {hole }}$ given by the equation:

$$
\begin{equation*}
\mathrm{CNR}_{\min }=\frac{10 \cdot \mathrm{SR}_{\mathrm{b}}^{\text {detector }}}{d_{\text {hole }}} \tag{1}
\end{equation*}
$$

This concept was extended considering the magnification $M$, spot size $f$, and the pore geometry [31]

$$
\begin{equation*}
\mathrm{CNR}_{\min }=\frac{10}{M} \cdot \frac{2}{\pi d_{\text {pore }}} \sqrt{((M-1) f)^{2}+\left(2 \mathrm{SR}_{\mathrm{b}}^{\text {detector }}\right)^{2}} \tag{2}
\end{equation*}
$$

with $d_{\text {pore }}$-pore diameter. Note, the equation is independent of the material tested.

### 2.4. Image Analysis of Radiographs Based on the Contrast to Noise Ratio

The digital image analysis was carried out using the software ISee! version 1.11.1 (BAM, Berlin, Germany) [32] for the measurement of the contrast to noise ratio (CNR) in simulated and measured radiographs. The profile was drawn over the center of the powder particle pore to measure the contrast in the radiograph (see Figure 1). The noise was measured in a region of interest in the free beam area. The procedure for the noise measurement implemented in ISee! is described in [33]. The resulting CNR was compared to the theoretical minimal required $\mathrm{CNR}_{\min }$ for pore detection (see Section 2.3). The pore is visible to human observers if the determined CNR exceeds $\mathrm{CNR}_{\min }$, as calculated by Equation (2).


Figure 1. Scheme for measuring the contrast to noise ratio (CNR): the position of the line profile for the CNR measurement (a) and representation of the corresponding profile with and without noise to measure the CNR (b).

### 2.5. Numerical Simulation of Radiographic Images

The radiographic simulation software aRTist (BAM, Berlin, Germany) [34-36] was used to model different inspection scenes of the feedstock powders, using physical models for the production, interaction, and detection of X-rays. The graphical user interface of aRTist allows for setting up experimental scenes with different components like the radiation source, different detectors, and geometries of the object under investigation, as shown in Figure 2a. The software combines analytical and Monte Carlo methods to efficiently model the interaction of X-rays with matter. Hence, the way in which X-rays are absorbed and scattered in an object can be simulated and the resulting radiographic image at the detector can be calculated.

For simulation, mode 2 of the XCT scanner (see Section 2.2) with a nominal focal spot size of $f=1.3 \mu \mathrm{~m}$ was applied, together with an acceleration voltage of 130 kV and maximum gray values of $G V_{\max }=4200$, in accordance with the available experiments, and $G V_{\max }=10,000$ to examine the influence of the exposure time on the detectability of the pores.

The following parameters were used for the simulation with aRTist:

1. Source:

- Tungsten transmission target with a thickness of $5 \mu \mathrm{~m}$;
- Diamond window with a thickness of $200 \mu \mathrm{~m}$;
- Focal spot size of $f=1.3 \mu \mathrm{~m}$;
- Tube voltage of 130 kV and spectrum resolution of 1 keV , no external filtering on tube side (for resulting spectrum, see Figure 2b).

2. Objects:

- Powder particles: MnFePSi alloy, density of $6.4 \mathrm{~g} / \mathrm{cm}^{3}$;
- Pores: air: $\mathrm{N}_{2} 0.755, \mathrm{O}_{2} 0.231, \operatorname{Ar} 0.013$ (in mass percent), density of $0.001293 \mathrm{~g} / \mathrm{cm}^{3}$.

3. Detector:

- Pixel size of $100 \mu \mathrm{~m}$;
- Basic spatial resolution of the detector: $\mathrm{SR}_{\mathrm{b}}^{\text {detector }}=130 \mu \mathrm{~m}$;
- Covered by a $750 \mu \mathrm{~m}$ thick carbon fiber-reinforced plastic plate;
- Maximum gray value of (a) $\mathrm{GV}_{\max }=4200$ and (b) $\mathrm{GV}_{\max }=10,000$;
- Internal scatter ratio of $15 \%$, internal scatter ratio correlation length of 10 mm , gray response of $1000 \mathrm{GV} / \mathrm{mGy}$, maximal signal-to-noise ratio (SNR) of 1400 , efficiency of $500 \mathrm{SNR}_{\mathrm{N}} / \mathrm{mGy}^{1 / 2}$.

4. Geometry:

- $\mathrm{SDD}=400 \mathrm{~mm}$;
- $\mathrm{SOD}=2 \mathrm{~mm}$;
- $M=200$.


Figure 2. Schematic representation of the radiographic setup with source, object, and detector in (a), and the 130 kV spectrum plot used in the simulation in (b).

For the numerical simulation, an idealized geometrical description was used to represent the feedstock particles in a size range between $10 \mu \mathrm{~m}$ and $150 \mu \mathrm{~m}$, to cover the full range of commonly used AM feedstock powders [1]. The particles were assumed to be spherical and arranged in a single layer. The pores are described as spheres filled with air and positioned in the center of the powder particle, which yields the minimum achievable contrast in the radiographic images. Figure 3 shows an example of the geometric arrangement and the radiographic image of 441 particles with internal pores
used for simulation. The high number of spheres was selected to permit a more accurate evaluation of pore visibility. To determine the minimum detectable pore sizes, the actual pore diameter was reduced stepwise by $0.1 \mu \mathrm{~m}$. Simulated radiographic images were analyzed after each step, as described in Section 2.4.


Figure 3. Representation of a single layer of a $21 \times 21$ arrangement of metallic particles of $50 \mu \mathrm{~m}$ in diameter and with $5 \mu \mathrm{~m}$ air-filled pores inside, taken from the aRTist simulation scene (a). Radiographic image of the identical geometry with the profile (yellow inset) to investigate the visibility as function of CNR (b). The pores are the light gray areas in the center of the spheres.

## 3. Results and Discussion

### 3.1. Minimal Visible Pore Size

Figure 4 shows the $\mathrm{CNR}_{\min }$ according to Equation (2) for two different focal spot sizes and $\mathrm{SR}_{\mathrm{b}}^{\text {detector }}=130 \mu \mathrm{~m}$. For $f=5 \mu \mathrm{~m}$ (Figure 4a), the minimum required $\mathrm{CNR}_{\text {min }}$ is almost independent of the magnification in the selected range, while for $f=1.3 \mu \mathrm{~m}$ (Figure 4b) for small pores and microor nano-focus tubes, the $\mathrm{CNR}_{\min }$ depends significantly on the magnification. Additionally, the $\mathrm{CNR}_{\min }$ for $f=5 \mu \mathrm{~m}$ is generally higher than the smaller focal spot size of $f=1.3 \mu \mathrm{~m}$, meaning that for a real experimental setup with known $\mathrm{SR}_{\mathrm{b}}^{\text {detector }}$ and proper exposure, small pores are more difficult to detect with a big focal spot size (Figure 4).


Figure 4. Minimal contrast to noise ratio $\mathrm{CNR}_{\min }$ for pore visibility according to Equation (2) with $\mathrm{SR}_{\mathrm{b}}^{\text {detector }}=130 \mu \mathrm{~m}$, different magnifications $M$ and the focal spot sizes: $f=5 \mu \mathrm{~m}$ (a) and $f=1.3 \mu \mathrm{~m}$ (b).

The diameter of a just visible pore, $d_{\text {pore_min, }}$ in a radiograph of spherical particles can be predicted as function of the radiographic setup and the exposure parameters as follows:

$$
\begin{equation*}
d_{\text {pore_min }}=\frac{10}{M} \cdot \frac{2}{\pi \cdot \mathrm{CNR}_{\min }} \sqrt{((M-1) f)^{2}+\left(2 \mathrm{SR}_{\mathrm{b}}^{\text {detector }}\right)^{2}} \tag{3}
\end{equation*}
$$

The magnification $M$, the focal spot size $f$, and the basic spatial detector resolution $\mathrm{SR}_{\mathrm{b}}^{\text {detector }}$ depend on the radiographic setup. The detectable pore size decreases if the focal spot size and the basic spatial resolution of the detector are selected to be as small as possible.

Furthermore, the detectable pore size also decreases if the CNR can be increased by the exposure conditions and $M$ is optimized. The operator controls the pore contrast and noise by the selection of the X-ray energy and exposure parameters. The contrast is increased when the selected tube voltage is decreased. The CNR is increased if the noise is reduced. This requires increasing the tube current and the exposure time (for DDAs, increase frame time and frame averaging number). Generally, it is concluded that the CNR increases with the square root of exposure time and tube current. This requires an effective calibration of the digital detector array (DDA) to avoid an additional noise contribution by fixed pattern noise, which appears typically due to the sensitivity differences of the detector elements (pixels) and bad pixels. An increase in the tube voltage reduces the contrast and the noise, which influences the CNR depending on the attenuation process, typically the photo absorption or the Compton attenuation. At a higher tube voltage, where the Compton effect dominates, the contrast shows a low dependence on the selected tube voltage, but the exposure time is reduced significantly since the SNR increases proportionally to the tube voltage.

The ratio of particle diameter $d_{\text {particle }}$ to pore diameter $d_{\text {pore }}$, referred to as DPP, influences the measured pore contrast slightly due to the measurement procedure, as shown in Figure 1. Figure 5 shows the surface curvature changes, as seen in the profile, if the DPP is changed from 2 to 10 . The pore contrast is slightly reduced with decreasing DPP depending on the particle surface curvature and corresponding line profile change. For large particle diameters, compared to the pore diameters, the pore contrast does not change any more with increasing particle diameter.


Figure 5. Contrast change as a function of the overlaid profiles of the pore and particle for different particle diameters. C1 is smaller than C2 for the same pore diameter, since the line profile of the larger particle $(50 \mu \mathrm{~m})$ is almost a flat plateau in contrast to the smaller particle.

A significant hardening of the spectrum is observed with increasing particle diameter for transmission microfocus tubes with diamond window and no prefiltering on the source side. Furthermore, the noise in the pore image increases due to the attenuation of larger particles. Consequently, the CNR is slightly reduced.

### 3.2. Simulation Results

By varying the size of the particles and the pores and determining whether the CNR of the pore signal in the radiographic image exceeds $\mathrm{CNR}_{\min }$, it can be determined whether a pore can be detected or not. The $\mathrm{CNR}_{\min }$ value of Equation (2) as the visibility limit was verified by three operators for the simulated pores in the particles and accepted as a valid approach within a precision of about $\pm 15 \%$ of the determined CNR, which was measured as shown in Figure 1 of the modeled images. In total, about 100 images were created and analyzed. As a result, the $\mathrm{CNR}_{\min }$ obtained from Equation (2) was considered as valid limit by the three human observers. For the given simulation setup with $f=1.3 \mu \mathrm{~m}$, a $\mathrm{CNR}_{\min }$ for just visible pores of about 3 , corresponding to pore diameters of about $4 \mu \mathrm{~m}$, was determined. Bigger pores can be detected reliably, as the CNR will always exceed the $\mathrm{CNR}_{\text {min }}$.

Based on this, Figure 6 shows the minimum pore size required in order to detect pores in metallic powder particles between $10 \mu \mathrm{~m}$ and $150 \mu \mathrm{~m}$ in diameter by means of digital radiography for the implemented X-ray setup. For the smallest particles with a diameter of $10 \mu \mathrm{~m}$, the detectable pore diameter is equivalent to $35 \%$ of the particle diameter, while for the largest particles of $150 \mu \mathrm{~m}$ in diameter, the detectable pore has a diameter of $3 \%$ of the particle diameter (see Figure 6). The detectable minimum pore size increases slightly for very large and very small particles, with a local minimum at a particle diameter of about $70 \mu \mathrm{~m}$. This is explained due to effects discussed in Section 3.1, e.g., the change of the X-ray spectrum (hardening) with increasing particle diameter on the right side of the graph in Figure 6 and the line profile shape (particle surface curvature), which yields a bias in the contrast measurement, for the left side of the graph in Figure 6.


Figure 6. Diameter of the minimum pore sizes detectable by digital radiography in metal powder particles with diameters between $10 \mu \mathrm{~m}$ and $150 \mu \mathrm{~m}$. The schematic insets are not to scale.

The minimum detectable pore sizes differ only slightly dependent on the selected exposure time of the detector with gray values of $G V_{\max }=4200$ and $G V_{\max }=10,000$ due to the limitation by the detector calibration (remaining detector fixed pattern noise) and internal backscatter in the detector (see Figure 6). The more highly illuminated image with $\mathrm{GV}_{\max }=10,000$ demonstrates slightly smaller
detected pores. This indicates that experimental exposure parameters leading to $\mathrm{GV}_{\max }=4200$ are sufficient to detect the smallest pores according to Equation (2) for the present X-ray setup ( $\mathrm{SR}_{\mathrm{b}}^{\text {detector }}$, detector efficiency, magnification, focal spot size, and exposure parameters).

For $\mathrm{GV}_{\max }=4200$, the smallest detectable pore sizes for three different particle diameters are summarized in Table 2, together with an additional example for a large particle with a large pore. The corresponding simulated images are shown in Figure 7. The additional example with a large pore is in accordance with a particle and pore size which are examined in the experimental results section (see Section 3.3).

Table 2. Detectable pore size diameters for different particle sizes (at a maximum gray value of $\mathrm{GV}_{\max }=4200$ ).

| Particle Diameter | Pore Diameter | $\mathbf{C N R}_{\min }$ | Measured CNR |
| :---: | :---: | :---: | :---: |
| $10 \mu \mathrm{~m}^{1}$ | $3.7 \mu \mathrm{~m}^{1}$ | 3.5 | 3.9 |
| $70 \mu \mathrm{~m}^{1}$ | $3.0 \mu \mathrm{~m}^{1}$ | 3.9 | 3.9 |
| $150 \mu \mathrm{~m}^{1}$ | $4.4 \mu \mathrm{~m}^{1}$ | 2.7 | 2.8 |
| $135 \mu \mathrm{~m}^{2}$ | $40 \mu \mathrm{~m}^{2}$ | 0.3 | 30.7 |

${ }^{1}$ Smallest detectable pore for the corresponding particle diameter. ${ }^{2}$ Large pore and particle size, which was found in the experiment (see Section 3.3).


Figure 7. Simulated radiographs $\left(G V_{\max }=4200\right)$ of different particle and pore diameters. The images were filtered, and the contrast was optimized for printed paper. (a-c) The smallest detectable pores for a particle diameter of (a) $10 \mu \mathrm{~m}$, (b) $70 \mu \mathrm{~m}$, and (c) $150 \mu \mathrm{~m}$. Image (d) covers a particle diameter of $135 \mu \mathrm{~m}$ and a pore diameter of $40 \mu \mathrm{~m}$, which is in the range of the particle and pore sizes found in the experiment (see Section 3.3). White arrows in (b,c) point to the centered pore. All images are in correspondence with the values listed in Table 2.

The smallest detectable pore sizes were found to be very similar in the range between $3.0 \mu \mathrm{~m}$ to $4.4 \mu \mathrm{~m}$ for the variety of particle sizes and $G V_{\max }=4200$. This can be explained by Equation (3) using a small focal spot size of $f=1.3 \mu \mathrm{~m}$ and a high magnification of $M=200$ as well as the constant unsharpness of the system, which does not require the particle diameter.

Consequently, an almost constant pore diameter as a visibility limit, independent of the particle diameter, is expected. Due to the magnification of 200, the object's scattered radiation does not contribute to the image formation process. Therefore, only the attenuation differences in the materials (pores inside the powder particles) are essential for the contrast in the radiographic image. Basically, as it is measured here (Figure 1), the contrast can be approximated as proportional to the pore diameter, which applies to small pores. The noise is independent of the pore diameter, when measured in the free beam area. This approximation was applied since the noise could not be measured accurately behind the spheres and the noise changes only slightly for low contrast indications. The simulation did confirm that the visibility limit is just between $3.0 \mu \mathrm{~m}$ and $4.4 \mu \mathrm{~m}$ pore diameter for $\mathrm{GV}_{\max }=4200$, for a sphere diameter range of $10 \mu \mathrm{~m}$ to $150 \mu \mathrm{~m}$ and for the selected setup.

It is shown in Figure 6 that the detectable pore size does vary by about a factor of 1.5 if the particle size varies by a factor of 15 . The volume of a sphere increases with the third power of its diameter. Because of this geometrical relationship, the minimal detectable pore volume percentage of a particle of a certain size decreases significantly with the particle size. Figure 8 shows the previous results (Figure 6) on detectable pores expressed as the volume percent of the particles. For $\mathrm{GV}_{\max }=4200$, it can be concluded that for the smallest powder particles of $10 \mu \mathrm{~m}$, the smallest visible pore volume amounts to about $5.1 \mathrm{vol} . \%$. For powder particles of $25 \mu \mathrm{~m}$, the pore volume fraction decreases to $0.25 \mathrm{vol} . \%$ and, for the largest powder particles studied with a diameter of $150 \mu \mathrm{~m}$, the detectable pore volume is equivalent to only $0.0025 \mathrm{vol} . \%$ of the particle volume. With increased exposure time and higher magnification, even smaller percentages of pore volume in relation to the particle volume can be detected.


Figure 8. Minimum volume of pores detectable by digital radiography in metallic powder particles with diameters between $10 \mu \mathrm{~m}$ and $150 \mu \mathrm{~m}$ expressed as the pore volume fraction of the powder particles. The fraction of the detectable pore volume decreases rapidly with particle size. The schematic insets are not to scale.

This indicates that the contribution of the smallest detectable pore size in large powder particles to the overall porosity of the AM part is low and most likely does not affect the mechanical properties of the AM part. This is true if the volume fraction of the feedstock porosity is negligible and pore healing strategies in the AM fabrication process are applied [6,37]. A powder porosity of $5.1 \mathrm{vol} . \%$ is most likely critical for small particles with a diameter of $10 \mu \mathrm{~m}$. The criticality of pore sizes in AM parts is discussed carefully in the literature, as many authors use very different materials, powder fractions, melting devices, and process parameters [1,2]. There is no strict rule for which amounts, sizes, and distributions of porosity in AM parts need to be avoided. In general, the porosity of an AM part should be as low as possible. However, it makes a difference if a single big pore or multiple very small pores create the total porosity of the AM part, as from mechanical testing it is known that the parts commonly crack at the biggest pores present [38]. Filigree and delicate AM parts, e.g., lattice structures, are especially endangered [26]. Whether a certain pore size or defect distribution is critical or not may also depend on the material, heat treatment, number of defects, arrangement of defects, location of the pores (close to surface or not), part geometry, and mechanical load. Most likely, very small pores and low total porosities are assumed to not be harmful. However, most potential harmful powder pores and large total feedstock porosities, e.g., hollow spheres or multiple medium-sized pores, can be detected by radiography for the examined particle diameters. Hence, it can be concluded that digital
radiography can reliably detect the important pores (in particles with diameters ranging from $10 \mu \mathrm{~m}$ to $150 \mu \mathrm{~m}$ ), which potentially have an impact on the AM product.

### 3.3. Experimental Results and Comparison to Simulation

Figure 9a shows a radiograph and Figure 9b a tomogram of the multi-particle monolayer-like sample. The tomogram is used here as a basic information standard. From the images, it is obvious that the radiograph already contains most information of the powder particles, e.g., the diameters, positions, and shapes of the particles (gray regions), as well as the diameters, positions, and shapes of the pores (light gray regions). This is due to the prepared monolayer-like sample, which is optimized for 2D radiography. Most of the particles are located individually. However, in the experiment, it is difficult to prepare an exact monolayer of powder particles, and hence overlapping of particles may be observed, leading to dark gray regions. The particles are not ideally arranged and do not cover the complete detector area. Therefore, the maximum possible number of particles per image is not reached. Small satellites attached to the surfaces of the particles are visible, which originate from the atomization process. The shape of several particles deviates from a sphere and they form ellipsoidal-shaped particles. The imaged sample region contains about 70 particles in the size range of about $100 \mu \mathrm{~m}$ to $150 \mu \mathrm{~m}$ known from the 3D volume analysis. Pores of very different sizes are frequently observed in this powder sample specimen, which enhances the chance to find very small pores in this sample. Even multiple pores located in one particle are visible if they do not overlap significantly. The smallest visible pore diameter found in the radiographic image (see Figure 9a) is about $10 \mu \mathrm{~m}$. The biggest visible pore diameters are about $80 \mu \mathrm{~m}$. Pores with a diameter above $10 \mu \mathrm{~m}$ are directly visible without any image contrast optimization, as they show a large CNR, which is discussed in detail later. Smaller pores are more difficult to detect in big particles by human observers, as the total contrast and CNR of a small pore is low, which was described earlier (see Section 3.1, Figure 5). The detection of very small pores is difficult, as there is only one sample orientation imaged. The overlap of particles and pores present here disturbs the analysis. This applies even if the exact position of the pores is known from the tomogram (see Figure 9b). Therefore, a single particle was investigated in more detail (see Figure 10 and red arrows in Figure 9). In particular, here, a higher exposure time of the detector, leading to $G V_{\max }=4200$, was used.


Figure 9. Experimental verification of the simulation results. A monolayer-like multi-particle sample with diameters in between $100 \mu \mathrm{~m}$ and $150 \mu \mathrm{~m}$ and severe porosity inside was prepared and analyzed: (a) radiography and (b) rendering of the tomogram. A single particle from this monolayer-like sample was picked (red arrows) and was investigated in more detail (see Figure 10).


Figure 10. A rendered tomographic image and one radiographic projection of the single-particle sample with nine pores are shown in (a) and (b), respectively. In (a), the pores are numbered in correspondence to the index of the pores in Table 3. The contrast and brightness of (b) were enhanced based on filtering and a histogram correction, as presented in (c,d). In image (b), two red lines mark the profiles which belong to big pore no. $1(\mathbf{e})$ and small pore no. $9(\mathbf{f})$, respectively. Small pore no. 9 is highlighted by an arrow in (d,f).

Table 3. Measured CNR of pores in the single-particle sample.

| Pore ID | Pore Equivalent <br> Diameter XCT <br> $(\mu \mathrm{m})$ | Pore Diameter <br> Radiography <br> $(\mu \mathrm{m})$ | CNR from <br> Radiography |
| :---: | :---: | :---: | :---: |
| 1 | 44 | 37 | 30 |
| 2 | 29 | 26 | 20 |
| 3 | 29 | 23 | 13.2 |
| 4 | 14 | 14 | 10 |
| 5 | 11 | 12 | 8 |
| 6 | 8 | 8 | 6.2 |
| 7 | 8 | 7 | 5.5 |
| 8 | 5 | Not detected $^{1}$ | Not detected $^{1}$ |
| 9 | 4 | 4 | 2.5 |

${ }^{1}$ Pore no. 8 was detected in the tomogram, but not in the radiograph, since it was overlapped by pore no. 2 at the selected projection angle (see Figure 10a).
The single particle covers an equivalent diameter of $137 \mu \mathrm{~m}$. The equivalent diameter of an irregular shaped volume object (pore, particle) is the diameter of a perfect sphere of equivalent volume $[39,40]$. From the tomogram of the single-particle sample (Figure 10a), it is known that nine individual pores of different sizes are present (see Table 3). However, to detect all pores in the
radiographic image, one must turn the particle to its optimal projection direction to ensure the projected pores are visible separately. From different projection angles, the CNR was measured for the nine pores (Table 3) when the contrast sensitivity was optimal for the observer. Two-line profile plots of a big (profile plot 1) and a small (profile plot 2) pore are shown exemplarily together with radiographic images in Figure 10b-f. The contrast of the radiographs was optimized and filtered for the observed regions in Figure 10b,d to enhance the visibility on printed paper. Larger pores above $10 \mu \mathrm{~m}$ in diameter show a CNR above 8, whereas small pores down to $4 \mu \mathrm{~m}$ in diameter are close to the detectability limit of $\mathrm{CNR}_{\min }$ according to Equation (2) (see Section 2.3). In some cases, the determined pore diameters from the radiography were found to be slightly smaller than the calculated volume equivalent pore diameters [39,40] from the corresponding tomogram. This can be explained by the orientation of irregularly shaped pores in the 2D projection and the usage of an equivalent pore diameter from the 3D analysis.

The presented numerical simulations show that it is feasible to detect pores down to a diameter of $3.0 \mu \mathrm{~m}$ to $4.4 \mu \mathrm{~m}$ in metallic microparticles of $10 \mu \mathrm{~m}$ to $150 \mu \mathrm{~m}$ in diameter by radiographic imaging, depending on the exposure parameters and the available setup (see Section 2.5). When comparing the experimental and simulated results, it is obvious that the numerical model is an idealized approximation of centered pores but gives valuable estimates of the detectable pore sizes. In practice, an optimal projection direction is important to identify individual pores if multiple pores per particle occur. In addition, pores are rarely placed exactly in the center of a particle. Pores located out of the center and close to the surface tend to be more difficult to detect, as they are placed within a strong signal gradient originating from the particle shape. Real feedstock powders may show satellites, irregular shapes, rough surfaces, or irregularly shaped pores, which have an orientation that is not known in any case when doing radiography. This potentially modifies the detectability. The low CNR of small pores occurring in the experiment may also originate from a variation of the device parameters. According to Equation (2), this would influence the required $\mathrm{CNR}_{\min }$ to detect a pore of a certain size and may explain the difficulties to find pores close to the detectability limit in the experimental radiographs. The smallest detectable pores have a diameter of $4 \mu \mathrm{~m}$ and a CNR of about 2.5 (see Table 3), and therefore the simulated results are confirmed by the experiment within the measurement precision. As mentioned before, small pores in large particles have a negligible contribution to the total porosity of the final AM part. In contrast, large pores with a significant impact on the AM process are detected reliably.

In a final step, the pore size distribution of the metallic particles found experimentally by means of XCT (see Figure 9b) and 3D image analysis was compared with the visibility limit calculated by the simulation. Figure 11 shows the histogram of all equivalent pore diameters found in the multi-particle sample. The theoretical visibility limit from the simulation was found to be $3.0 \mu \mathrm{~m}$ to $4.4 \mu \mathrm{~m}$ for the used device and exposure conditions and is indicated as a red line. It is concluded from Figure 11 that more than $99 \mathrm{vol} . \%$ of the pore volume present in this powder sample can be detected using digital radiography within the $95 \%$ confidence bound.

### 3.4. The Potential of Digital Radiography in Comparison to Other Methods for Powder Analysis

AM powders are usually characterized by their shape and size distribution using methods like sieving, laser diffraction, or light microscopy (Camsizer ${ }^{\circledR}$ [22,25]) methods. However, as highlighted in this article, the investigation of internal powder defects, e.g., pores, is not necessarily in the scope of standard investigations. However, the density of a powder is an independent quality characteristic. To access the density or the pore size distribution of a powder, typically pycnometry, metallography, or XCT are used.


Figure 11. Histogram of the pore size distribution found in the metal powder by means of 3D X-ray computed tomography (XCT). Digital radiography was able to detect pores down to about $5 \mu \mathrm{~m}$ considering the $95 \%$ confidence bound at the selected setup (blue line). The predicted value for centered pores is $3 \mu \mathrm{~m}$ to $4.4 \mu \mathrm{~m}$ (red line). More than $99 \mathrm{vol} . \%$ of the pores volume present in this sample were detected experimentally.

All of the named methods have their benefits and drawbacks. An AM powder customized radiography technique comprises the potential to combine the best benefits of the discussed methods while minimizing the drawbacks. Sieving, laser diffraction, and light microscopy methods can screen large amounts of powder in a short time, but internal defects are not accessible. Pycnometry can also characterize large quantities of powder for its density, but not for its pore size distribution. Metallography or XCT can investigate the density and pore size distribution simultaneously. Still, both methods screen only small amounts of powder and need special attention, e.g., sample preparation or image analysis. For metallography, the sample preparation including polymer embedding, grinding, and polishing, is time-consuming. In addition, the imaging and image analysis takes time. When metallography is compared to high resolution XCT , it potentially investigates more particles, since XCT is a volume-based method and its quality of information can be treated as a "gold standard" for AM powders. However, XCT is a time-consuming method as well, including an optimal sample preparation, scanning, reconstruction, and image analysis. High throughputs of large powder batches are difficult to achieve by means of XCT.

As XCT takes projections from various angles of a sample, the data basis for the reconstructed volume and correspondingly the information content of internal sample features are much larger compared to digital radiography. However, considering the important information for AM powders, that pores are present or not, and that the actual position of the pores is not relevant per se, a radiographic imaging setup should be sufficient. The particle throughput of a radiographic setup compared to XCT is larger, even when radiography and XCT employ the same X-ray device setup. XCT needs a set of hundreds of projections from the sample for one scan. At the same time, radiography can image more particles. This is due to a geometrical relationship between the powder particle sizes and the X-ray device detector. One XCT scan can cover a cylindrical sample full of particles fitting the detector size. Imaging monolayer-like arranged powder particles fitting the complete detector by radiography leads to a larger throughput, when the XCT scan time or the amount of XCT projections is used as a time equivalent. The radiographic setup needs to be optimized for throughput, sensitivity, and resolution.

Therefore, digital radiography potentially combines the benefits of the methods, e.g., a high throughput and detailed internal powder information (pores). Drawbacks exist, as a complex sample preparation and image analysis need to be replaced by an automatic powder supply apparatus and dynamic and automated image analysis software, respectively, similar to the already employed techniques in light imaging and laser diffraction methods.

## 4. Summary and Outlook

The potential of digital radiography for the quality control of metal feedstock powders for AM in comparison to XCT was investigated in this work. It was shown numerically that for AM feedstock powder particles in the size range of $10 \mu \mathrm{~m}$ to $150 \mu \mathrm{~m}$, pores down to $3.0 \mu \mathrm{~m}$ to $4.4 \mu \mathrm{~m}$ can be detected by X-ray radiography for the used commercial device in a typical setup and relevant exposure conditions. In most cases, the detectable pore size is sufficient for a quality control of the AM powder before it is processed. The numerical results were confirmed by the experiments. However, the selected X-ray setup is essential to detect smallest pores in particles. It can be improved by using a smaller focal spot size, higher magnification, longer exposure time, and a detector with smaller inherent detector unsharpness (lower $\mathrm{SR}_{\mathrm{b}}^{\text {detector }}$ value). Experimentally, it turned out that the orientation of the particles and pores relative to the radiographic projection direction influences the detectability, e.g., when pores or particles overlap in the radiograph. The minimal detectable pore volume amounts to around $5.1 \mathrm{vol} . \%$ of the particle volume for the smallest particle size studied in this work $(10 \mu \mathrm{~m})$. For the largest particle size $(150 \mu \mathrm{~m})$, this value decreases down to $0.0025 \mathrm{vol} . \%$. Relevant particle pores, e.g., pores with a large pore to particle diameter ratio or large total feedstock powder porosities (multiple pores), with a potential negative impact on the AM process, are detected with high reliability by digital radiography.

As an outlook, an advanced digital radiography device can be designed to detect pores in AM powders. The powder would need to be moved on a conveyor belt or in a free-falling setup in order to achieve a high throughput. In addition, to speed up the imaging process, short exposure times are required, which can be achieved by faster and more efficient detectors and X-ray sources with high power and small focal spots, e.g., flash tubes. Such an advanced radiographic imaging setup would outrange competitive techniques and enable the opportunity to become a standard route for the quality assurance of AM powders.
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