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Abstract: CMT welding sources are garnering attention as alternative heat sources for wire arc additive
manufacturing because of their low-heat input. A comprehensive experimental and numerical study
on the multi-layer deposition of STS316L was performed to investigate effect of heat accumulation
during the deposition. The numerical model which is appropriate for WAMM was developed
considering the characteristics of the CMT heat source for the first time. Using a high-speed camera,
the transient behavior of the CMT arc was investigated, and applied to the heat source of the
numerical model. The model was then used to analyze 10-layered deposits of STS316L, fabricated
using CMT-based WAAM. During deposition, the temperature is measured using a pyrometer to
analyze the microstructure, after which the cooling rate of each layer is estimated. The measured and
simulated SDAS were compared. Based on the comparison, a guideline for the equation regarding
the SDAS size and cooling rate was suggested.

Keywords: wire arc additive manufacturing (WAAM); heat accumulation; cooling rate; secondary
dendrite arm spacing; cold metal transfer (CMT); microstructure; 316L stainless steel

1. Introduction

In additive manufacturing (AM), complex, three-dimensional deposits are manufactured without using
moulds, increasing the productivity and manufacturing flexibility compared to traditional manufacturing
techniques [1]. Among AM techniques, direct energy deposition (DED) is more advantageous than
powder bed fusion (PBF) for manufacturing large parts due to its high deposition rate [1,2]. Wire arc
additive manufacturing (WAAM), which is a DED method, is a manufacturing process that involves
the melting of the supplied wire using an arc as the heat source, and is a droplet-based AM technique
with a fast deposition rate. Compared to powder-based methods, it causes fewer defects, such as
pores, enabling the realisation of high-quality products [3,4]. Moreover, most of the heat-source
equipment used in WAAM are cheaper compared to laser or electron beam equipment because it uses
a conventional commercial welding machine; in addition, the cost of the metal wire used as feedstock
is approximately 10% that of the powder [5].

To maximise the benefits of WAAM, it is necessary to understand the microstructure of the deposit
which is closely related to the mechanical properties of the AM deposit. Numerous researchers are
actively investigating the relationship between the thermal history and microstructure of the deposit.
Bintao et al. [6] measured the temperature history of the deposit through a pyrometer in the gas
tungsten-WAAM (GT-WAAM) process using Ti-6Al-4V to investigate the changes in the microstructure
with respect to the heat accumulation in each layer. Based on the results, it was asserted that with
the progress in deposition, the cooling rate decreased due to the increase in heat accumulation, and
the width of the α lamellae tended to increase. Jinguo et al. [7] investigated the cooling rate and
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microstructure changes based on the height of the deposit in the cold metal transfer-WAAM process
using 2Cr13 stainless steel; the authors claimed that the martensite content in the microstructure formed
in each layer varied with the differences in the cooling rates of each layer. Asala et al. [8] measured
the temperature history during WAAM using Inconel 718, and studied the microstructure variation
with respect to the height of the deposit; they observed that the lower and middle parts of the deposit
remained for a longer period within the aging-temperature range of Inconel 718 during deposition
compared to the upper part, resulting in increased precipitation hardening in the microstructure,
thereby demonstrating enhanced mechanical properties.

In order to predict and control the mechanical properties, the thermal characteristics of the deposit
need to be simulated for cost saving [9,10]. Few researchers are attempting to simulate the thermal
characteristics of WAAM. F. Hejripour et al. [11] used 2209 duplex stainless steel (DSS) to manufacture
wall- and tube-shaped deposits with the WAAM process, and developed 3D numerical thermal models
to analyse the temperature history and cooling rate of each deposit layer; they stated that ferrite to
austenite transformation was promoted, when the cooling rate of each deposit layer was below 50 ◦C/s.
Jun et al. [12] fabricated a circular wall deposit with WAAM using mild steel, and developed a 3D
transient heat transfer model; applying this model, they reported that the maximum temperature
gradient, when the heat source passes through the centre of the layer during deposition was quantified
for each layer.

In the aforementioned study, the thermal characteristics were simulated under various environments.
However, none have considered the thermal characteristics of a cold metal transfer (CMT) welding
source which has been garnering attention of late as an alternative heat source for WAAM because of its
low-heat input.

In view of the above, this study performs a comprehensive experimental and numerical study
on the multi-layer deposition of STS316L to investigate effect of heat accumulation. The numerical
model which is appropriate for WAMM was developed considering the characteristics of the CMT
heat source for the first time. Using a high-speed camera, the transient behavior of the CMT arc was
investigated, and this behavior was taken into account for the heat source of the numerical model.
For the light model, considering practical applications, a domain-activation method was adopted to
analyze the effect of mass flow. Furthermore, to analyze the characteristics of the microstructure of
the STS 316L deposit due to heat accumulation produced during WAAM, the temperature at a fixed
point in the deposit was continuously measured using a pyrometer. Using the temperature profiles,
the measured and simulated secondary dendrite arm spacing (SDAS) were compared to confirm the
thermal history at various points of the deposit. Based on this comparison, a guideline for the equation
regarding the SDAS size and cooling rate was suggested.

2. Experimental Setup

As shown in Figure 1, the deposit was produced using 1.2 mm diameter STS 316L wire at a
single-pass, with multilayers on an STS 316L substrate. The wire used for deposition was M-316L
(KISWEL, Seoul, Republic of Korea). Table 1 lists the chemical composition of the substrate and wire.
A TPS 4000 CMT welder (FRONIUS, Wels, Austria) was used as the heat source for deposition, which
enables relatively low-heat input deposition compared to the other arc welders. For the deposition,
STS316L synergetic line and CMT mode were selected. The min and max values for current were 60 A
and 250 A, respectively. The average current and voltage were 120 A and 11.2 V, respectively. 100% Ar
gas was used as a shielding gas. The details of the process parameters were listed in Table 2.

The XYZ 3-axis automatic motion stage (Six Degrees Inc., Uiwang-si, South Korea) was introduced
for deposition path control and process automation for deposition. The specimen being deposited was
fixed to the XY stage and moved along the X-axis during deposition; the torch was fixed to the Z-stage
and moved along the Z axis.

To observe the temperature history and change in microstructure of the previous layer with
respect to the heat accumulation of the deposit because of the deposition of the next layer in WAAM,
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the specimens were prepared for each layer at an interpass time (IPT) of 0 s and 60 s, respectively;
at these IPTs, 10 test specimens, each, from the 1st–10th layer, were prepared, with a total of 20 test
specimens. The average thickness of each layer for IPT 0 s and 60 s were about 1.6 mm and 1.78 mm.
The deposition path was zigzag; i.e., deposition was performed by moving 100 mm along the XY
stage at a speed of 0.5 m/min in the +X direction, after which the structure was air-cooled during
the IPT. Subsequently, deposition was performed moving 100 mm at a speed of 0.5 m/min in the -X
direction, after which the structure was again air-cooled during the IPT. This pattern was repeated for
the entire deposition.
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Figure 1. Schematic of the experimental setup.

Table 1. Chemical compositions of the STS 316L wire and substrate.

Materials
Element (wt. %)

C Si Mn P S Cu Ni Cr Mo Fe

Wire 0.01 0.59 1.53 0.027 0.001 0.17 11.55 18.56 2.53 Bal.

Substrate 0.016 0.50 1.25 0.030 0.001 0.26 10.09 16.63 2.05 Bal.

Table 2. Process parameters for STS 316L deposition.

Parameter Value Parameter Value

Current [A] 120 Wire feed rate [m/min] 3.6
Voltage [V] 11.2 Shielding gas (Ar) flow rate [L/min] 20

Travel speed [m/min] 0.5 Contact tip to work distance [mm] 10

As depicted in Figure 1, the temperature profile of the deposit during deposition was obtained
using a pyrometer (CT Laser 3MH3, OPTRIS, Portsmouth, NH, USA, temperature range: 250–1800 ◦C).
At point 1O of Figure 1, the pyrometer measured the temperature of the deposit side (XZ plane) at 50 mm
in the +X direction and 3 mm in the +Z direction. The pyrometer was fixed to the XY stage and the XY
stage can move only within the horizontal (XY) plane. In other words, the only Z stage can vertically
move. As a result, the pyrometer was always looking at one fixed point during the deposition. When
measuring the temperature using a pyrometer, the emissivity should be set. To apply an emissivity
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suitable for solid state STS316L prior to deposition, calibration experiments were performed to compare
the temperature data measured using a K-type thermocouple with that measured using the pyrometer.
For the calibration, the K-type thermal couple was attached to one side of an 80 mm thick specimen,
and the pyrometer was focused at the same position. The specimen was heated using a gas torch and
the temperature data of the thermal couple and the pyrometer were recorded using the NI-DAQ 9229
data acquisition board (NI, Austin, TX, USA). Based on these results, the pyrometer emissivity was set
to 0.96 suitable for solid state STS316L.

In addition, the shape of the CMT arc was captured to measure the size of the arc heat-source and
estimate the heat flux employed in the simulation model for the first time. An APX-RS high-speed
camera (Photron, Tokyo, Japan) was used for arc imaging. Prior to the use of the high-speed camera,
a spectral analysis on the CMT arc was performed. Strong emission lines were detected in the range
from 520 nm to 550 nm. Thus, a 532 nm bandpass filter was selected and attached to the camera lens to
obtain the relatively clear arc shape and to block other spectral bands for the protection of the camera
CCD. In addition, a ND filter was used to adjust the brightness of the arc. When the adjusted brightness
is exactly same with the contour size of the molten pool in the scanning direction as shown in Figure 2,
the adjusted brightness can be defined as the heat source shape because the arc intensity corresponding
to the brightness have enough heat energy to melt the metal. Figure 2 displays the droplet transfer in
a 17.25 ms cycle. The CMT welder torch controlled the wire feed through a push-and-pull system.
Accordingly, during deposition, the arc was repeatedly turned on/off as depicted in Figure 2a–d. From
the acquired image, after simplifying the arc shape as shown by the dotted line in Figure 2b, the front
(a f ) and rear (ar) radii of the arc were measured. The arc shapes and heat flux during a total of 10 cycles
were obtained and applied to the heat source of the simulation model.

Metals 2020, 10, 278 5 of 13 

 

Table 2. Process parameters for STS 316L deposition. 

Parameter Value Parameter Value 
Current [A] 120 Wire feed rate [m/min] 3.6 
Voltage [V] 11.2 Shielding gas (Ar) flow rate [L/min] 20 

Travel speed [m/min] 0.5 Contact tip to work distance [mm] 10 

In addition, the shape of the CMT arc was captured to measure the size of the arc heat-source 
and estimate the heat flux employed in the simulation model for the first time. An APX-RS high-
speed camera (Photron, Tokyo, Japan) was used for arc imaging. Prior to the use of the high-speed 
camera, a spectral analysis on the CMT arc was performed. Strong emission lines were detected in 
the range from 520 nm to 550 nm. Thus, a 532 nm bandpass filter was selected and attached to the 
camera lens to obtain the relatively clear arc shape and to block other spectral bands for the protection 
of the camera CCD. In addition, a ND filter was used to adjust the brightness of the arc. When the 
adjusted brightness is exactly same with the contour size of the molten pool in the scanning direction 
as shown in Figure 2, the adjusted brightness can be defined as the heat source shape because the arc 
intensity corresponding to the brightness have enough heat energy to melt the metal. Figure 2 
displays the droplet transfer in a 17.25 ms cycle. The CMT welder torch controlled the wire feed 
through a push-and-pull system. Accordingly, during deposition, the arc was repeatedly turned 
on/off as depicted in Figure 2a–d. From the acquired image, after simplifying the arc shape as shown 
by the dotted line in Figure 2b, the front (𝑎௙) and rear (𝑎௥) radii of the arc were measured. The arc 
shapes and heat flux during a total of 10 cycles were obtained and applied to the heat source of the 
simulation model. 

 

Figure 2. Evolution of the arc captured with a high-speed camera during once cycle (17.25 ms from 
(a) to (d)) of the CMT-based WAAM process. 

3. Finite Element Model 

A numerical simulation model of the heat transfer was developed to verify the thermal history 
of the deposit fabricated through the CMT-based WAAM process. For the simulation, a 3D transient 
heat transfer analysis was performed using a commercial software package, COMSOL Multiphysics 
5.2. The developed model does not consider the flow of the molten pool, but considers simple heat 
transfer alone, including the phase change, as follows:  𝜕൫𝜌𝐶௣𝑇൯𝜕𝑡 = 𝜕𝜕𝑥 ൬𝑘 𝜕𝑇𝜕𝑥൰ + 𝜕𝜕𝑦 ൬𝑘 𝜕𝑇𝜕𝑦൰ + 𝜕𝜕𝑧 ൬𝑘 𝜕𝑇𝜕𝑧൰ + 𝑞, (1) 

where T is the unknown temperature, Cp is the heat capacity, ρ is the mass density, k is the 
conductivity, t is the time, and 𝑞 is the heat input. Cp, ρ, and k are temperature-dependent variables; 
the values for STS316L were applied with reference to existing literature [13,14]. Furthermore, the 
latent heat required for phase change was considered by modifying Cp according to the temperature. 
For the boundary conditions, the radiation and convection applied to the deposition of the test 
specimens and the ambient environment are as follows: h = 𝜀𝜎൫𝑇ସ − 𝑇௔௠௕ସ ൯ሺ𝑇 − 𝑇௔௠௕ሻ + ℎ௖௢௡, (2) 

Figure 2. Evolution of the arc captured with a high-speed camera during once cycle (17.25 ms from
(a–d)) of the CMT-based WAAM process.

3. Finite Element Model

A numerical simulation model of the heat transfer was developed to verify the thermal history of
the deposit fabricated through the CMT-based WAAM process. For the simulation, a 3D transient heat
transfer analysis was performed using a commercial software package, COMSOL Multiphysics 5.2.
The developed model does not consider the flow of the molten pool, but considers simple heat transfer
alone, including the phase change, as follows:
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where T is the unknown temperature, Cp is the heat capacity, ρ is the mass density, k is the conductivity,
t is the time, and q is the heat input. Cp, ρ, and k are temperature-dependent variables; the values
for STS316L were applied with reference to existing literature [13,14]. Furthermore, the latent heat
required for phase change was considered by modifying Cp according to the temperature. For the
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boundary conditions, the radiation and convection applied to the deposition of the test specimens and
the ambient environment are as follows:

h =
εσ

(
T4
− T4

amb

)
(T − Tamb)

+ hcon, (2)

where h is the combined heat transfer coefficient comprising radiation and convection, ε is the surface
emissivity and σ is the Stefan-Boltzmann constant; Tamb is the ambient temperature, which was set to
300 K in this model; hcon is the convection coefficient which was applied with reference to existing
literature [15]. Adiabatic conditions were applied for the bottom surface of the substrate.

For the heat source applied to the simulation, the double ellipsoid heat source model proposed
in Goldak et el. [16] was used [17,18]. The power density distribution of the heat source applied to
the radius of the front and rear regions of the arc differs based on the wire center line and is given
as follows:
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π
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)]
, (4)

f f + fr = 2, (5)

Q = η×V × I, (6)

Here, a is the length of the double ellipsoid, b is the width of the heat source, c is the depth of the
heat source, and f is the distribution coefficient. Subscription f and r indicate the front and rear regions
of the arc, respectively. Q is the heat input considering the arc efficiency, η is the arc efficiency, and V
and I are the voltage and current applied to the deposition process, respectively. The non-symmetric
parameters a f and ar for the heat source were measured as mentioned in Section 2. Others were cited
from the model proposed by Goldak et el. [16]. Table 3 lists the parameters of the employed heat
source [16].

Figure 3 displays the shape of the symmetric model and the initial temperature set for the domain
activation model used in the FE model. As shown in Figure 3a, the shape of the substrate and the deposit
in the model have the same dimensions as those the test specimen. To reduce the computational load
of the model, only one symmetric half of the deposit was considered in the XZ plane. A nonuniform
mesh scheme was applied to the entire domain. A 0.2 mm fine hexahedron mesh was applied near
the heat-source area for the trade-off between computational accuracy and time. In this model, each
layer thickness was set to 1.6 mm. As a result, 8 nodes within a layer were located and the 8 nodes
were enough for the numerical accuracy from the empirical studies. The entire FE model comprised
approximately 126,000 elements.

In addition, to analyze the effect of the mass flow, the domain activation method [11] was used in
the simulation, which simplifies the element activation method [13,17]. In AM process analysis, the
element activation method is applied to simulate the shape of the deposit that changes in real time
due to mass flow. However, during simulation, the computational load becomes extensive because
activation and deactivation are performed sequentially for each element. Therefore, in this study, each
layer was divided into four equally sized domains considering the computational load [11]. As shown
in Figure 3b, for the initial temperature of the activated domain, the temperature calculated in the
previous layer was applied.

Table 3. Heat source parameters for the simulation.

Parameter af [mm] ar [mm] b [mm] c [mm] ff fr η V [V] I [A] v [m/min]

Value 7 13 4 4 0.6 1.4 0.85 1.2 120 0.5
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4. Results and Discussion

4.1. Microstructures

Figure 4 shows the cross-section of the deposit produced using WAAM. Figure 4a and b depict
macro cross-section photographs of the deposits with 10 layers under IPT 0 s and 60 s conditions,
respectively. When deposition commences, the supplied heat is conducted to the substrate and rapidly
dissipates. The higher the deposited layer, the greater is the heat accumulated, and the reduction in the
heat dissipation rate is more.
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Figure 4. Macro cross-section photograph for (a) 0 s IPT and (b) 60 s IPT, (c) 10th layer (surface) for 60 s
IPT, (d) layer boundary of 60 s IPT, (e) the enlarged micrograph of the surface area, and (f) the enlarged
micrograph of the boundary.

As illustrated in Figure 4a and b, the grain grows in the +Z direction which is antiparallel to the
heat-flow direction. The height of the deposit in Figure 4a under IPT 0 s is 16 mm, whereas that in
Figure 4b under IPT 60 s is 17.7 mm. As the deposit in Figure 4a increases from the lower to higher
layers, the width of the layer increases, compared to that in Figure 4b. The increase is caused by
the viscosity change of the molten metal during the deposition. Viscosity depends on temperature.
The viscosity of the molten metal during the deposition decreases as the surrounding temperature
increases. In other words, the deposit in Figure 4a has more accumulated heat than that in Figure 4b;
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the preheating temperature is high, when the layer is deposited. Therefore, if the viscosity is less, the
flow in the width direction can be increased.

Figure 4c is the microstructure photograph of the 10th layer of the deposit under IPT 60 s. An equiaxed
structure shown in Figure 4e is created in the surface region on top of the 10th layer because the
surface has a relatively faster cooling rate than that within. When the next layer is deposited over
the equiaxed structure shown in Figure 4f, a portion of the top layer re-melts, as shown in Figure 4d.
As a result, the melted area of the previous layer is approximately 45–60% of the height of the layer.
These phenomena were identically observed at the deposit manufactured under IPT 0 s and the
microstructure photographs of the deposit under IPT 0 s were omitted.

The Cr equivalent (Creq) and Ni equivalent (Nieq) values were calculated using Equations (7) and
(8) of the Schaeffler diagram [19], with the information from Table 1 for the 316L substrate and wire:

Creq = %Cr + %Mo + 1.5×%Si + 0.5×%Nb, (7)

Nieq = %Ni + 30×%C + 0.5×%Mn, (8)

Through FE-SEM/EDS analysis as shown in Figure 5, the chemical compositions of the first and
second layers of the deposits were measured to check degree of dilution [20]. The calculated Creq and
Nieq for the substrate were 19.43 and 11.20, respectively, whereas those for the wire were 21.98 and
13.88, respectively. The values for the 1st layer of the deposit were 19.80 and 11.58, whereas those for
the 2nd layer were 20.63 and 11.76, respectively. All the layers including the substrate might form a
ferrite-austenite structure with a ferrite content of 5–10 wt. %.
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After simplifying the chemical composition of the austenitic stainless-steel elements with Creq

and Nieq, the solidification mode of austenitic stainless steel can be predicted using the calculated
Creq and Nieq. The solidification mode according to the Creq/Nieq ratio of STS316L, and the type of
phase appearing in the mode are schematically expressed in Figure 6. If the Creq/Nieq ratio in the
alloy is greater than 1.48 and less than 1.95, the ferrite solidifies in the primary phase and austenite is
transformed from Cr, which is the FA mode [17]. The structure is formed as per the following order [9]:

L→ (L + δ)→ (L + δ+ γ)→ (γ+ δ) [FA mode], (9)

where L is the liquid, γ is austenite, and δ is ferrite.
The Creq/Nieq value of the 1st and 2nd layers of the deposit were both 1.75. Creq/Nieq of each layer

can be expected to range from 1.58 (wire) ≤ Creq/Nieq ≤ 1.95. Therefore, each layer of the deposit is
expected to solidify through the FA mode in the order shown in Equation (9) and in the red box of
Figure 6; the region with low Cr then is converted to austenite at the end of the solidification, leaving a
Cr-rich “skeleton” in the dendrite core. As predicted, after solidification, a microstructure of austenite
+ skeletal ferrite was observed in most of deposits, as shown in Figure 7.
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Figure 7. Optical-microscope images of the microstructure with respect to the IPT for STS 316L (a) 9th
layer for 0 s IPT; (b) 9th layer for 60 s IPT; (c) 7th layer for 0 s IPT; (d) 7th layer for 60 s IPT; (e) 2nd layer
for 0 s IPT; (f) 2nd layer for 60 s IPT; (g) 1st layer for 0 s IPT; (h) 1st layer for 60 s IPT.
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In addition, as depicted in Figure 7f and h, lathy ferrite was found in certain portions of the
deposits, in agreement with that depicted in the red box of Figure 7. As shown in Figure 7, columnar
dendrite morphology was observed in each layer of the deposit. The SDAS details will be discussed in
the next section.

4.2. Experimental Validation Using the Numerical Model

Figure 8 shows the temperature profile measured at a fixed spot on the deposit (point 1O depicted
in Figure 1) during the deposition of the 1st–10th layers. The temperature profiles at the deposits
produced under IPTs of 0 s and 60 s were compared with the temperature profiles calculated in the
simulation using the model described in Section 3.

In Figure 8a and b, although the peak temperatures obtained from the experiment and simulation
have negligible differences, the cooling rates which are the slopes of the profiles after the peak
temperature, are nearly identical. The maximum temperatures in the 2nd and 3rd layers in the
simulation were greater than the maximum temperature measured by the pyrometer. This is mainly
caused by the emissivity, which is one of the set values of the pyrometer. As the emissivity of the
pyrometer was set for the solid phase of STS316L, the temperature of the liquid phase cannot be
detected. When the CMT torch passed over the point 1O, the point 1Owhere the pyrometer is observing
temporally has the mixed phases of solid and liquid during the solidification. The measurements of
maximum temperatures in the 2nd and 3rd were affected by these two phases because the point 1O was
located near the 2nd and 3rd layers. Therefore, due to the error induced by the emissivity of the two
phases, the peak temperatures expressed by the black lines exhibited dual peaks at approximately
1200 ◦C or do not exceed approximately 1200 ◦C. The average errors of the other peak temperatures,
between the simulation and experiments, under the two IPT conditions were approximately 8.33% and
8.16%, respectively.
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Using the temperature profiles, the measured and simulated SDAS were compared to confirm
the thermal evolution of the deposits because SDAS is an important index to evaluate the deposits in
the WAMM [10,22,23]. The SDAS of each layer of the deposit shown in Figure 7 was measured. The
simulated SDAS was obtained using Equation (10) [24]:

λ2 = 50(GR)−0.4 (10)

where λ2 is the SDAS in µm and GR is the cooling rate in K/s. Equation (10) indicates that the SDAS
increases as the cooling rate decreases.
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Using the numerical model, the cooling rate of each layer depending on the IPT conditions were
simulated as shown in Figure 9a. The cooling rates were calculated at the centre of each layer in the YZ
plane near point 1O. The cooling rate exponentially decreased in both cases. However, due to heat
accumulation, the cooling rate of the 60 s IPT was considerably high more than that of the 0 s IPT.
In addition, the cooling rates at the low-level layers were greater than those of the higher ones.

Figure 9b compares the simulated SDAS with the measured SDAS in each layer. In layers excluding
the 1st and 2nd, the SDAS of the deposit under 0 s IPT was greater than those of the deposit under 60 s
IPT, and the SDAS size slowly increased after the 4th layer in both conditions. This phenomenon can
be explained as follows: (i) after the previous layer is deposited, and before the deposit is cooled to
room temperature (300 K), the deposition of the next layer commences; in the test specimen under 0 s
IPT, more heat is accumulated and the cooling rate slows down; (ii) the 4th–10th layers slowly cools
down compared to the 1st–3rd layers.

As shown in Figure 9b, the simulated SDAS based on Equation (10) fit the measured SDAS well
until the 7th layer. However, the difference between the measured and simulated SDAS under 0 s
IPT starts to increase from the 7th layer. The difference indicates that Equation (10) fit better in higher
cooling rate. In other words, the critical cooling rate can be considered to about 50 K/s corresponding
to the 7th layer under 0 s IPT.
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This result agrees with the literature [24]. Equation (10) was originally suggested using a
simulation result and validated with experimental data of other literatures; when the cooling rate was
low, about 40 K/s, the validated SDAS have 30% error with the simulation result. However, in the
higher cooling rate above the 40 K/s, the simulation results were more accurate.

In addition, in this study, the simulation model was validated from the directly measured
temperature of the deposit using the pyrometer rather than the indirectly measured temperature of the
base metal using thermo-couples. Therefore, Equation (10) is recommended to use in higher cooling
rate, especially over a cooling rate of 50 K/s.

5. Conclusions

In this study, a comprehensive experimental and numerical study on the multi-layer deposition of
STS316L was performed to investigate effect of heat accumulation during the deposition. The salient
conclusions are as follows:

(1) The numerical model which is appropriate for WAMM was developed considering the characteristics
of the CMT heat source for the first time. Using a high-speed camera, the transient behavior of
the CMT arc was investigated, and this behavior was taken into account for the heat source of the
numerical model. For the light model, considering practical applications, a domain-activation
method was firstly adopted to analyze the effect of mass flow in the WAMM. In addition, a ND
filter was used to adjust the brightness of the arc and the adjusted brightness was used for the
realistic value of Goldak’s model. As a result, during cooling after depositions, the simulated and
measured temperature show almost identical profiles except the peak temperatures with about
8% error. This work can directly be applied to various shapes of deposits for the thermal analysis.

(2) Macro and micro characteristics of the deposits were comprehensively investigated. Especially,
IPT was considered for the analysis of the heat accumulation during the multi-layer depositions.
When a new layer was deposited over the top(previous) layer, due to the differences in the
preheating temperature of the previous layer depending on IPT, approximately 45–60% of the top
layer was found to be re-melt. In addition, the measured and simulated SDAS of the deposits
were compared to investigate the heat accumulation. As a result, the equation regarding the
SDAS size and the cooling rate was found to be more accurate over cooling rate of 50 K/s. From
this result, mechanical properties such as hardness and yield strength in the WAMM can be
anticipated to predict.
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