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Abstract: In this paper, the applicability of machine learning for predicting the elastic properties of
binary and ternary bcc Ti and Zr disordered alloys with 34 different doping elements is explored. The
original dataset contained 3 independent elastic constants, bulk moduli, shear moduli, and Young’s
moduli of 1642 compositions calculated using the EMTO-CPA method and PAW-SQS calculation
results for 62 compositions. The architecture of the system is made as a pipeline of a pair of predict-
ing blocks. The first one took as the input a set of descriptors of the qualitative and quantitative
compositions of alloys and approximated the EMTO-CPA data, and the second one took predictions
of the first model and trained on the results of the PAW-SQS calculations. The main idea of such
architecture is to achieve prediction accuracy at the PAW-SQS level, while reducing the resource
intensity for obtaining the training set by a multiple of the ratio of the training subsets sizes corre-
sponding to the two used calculation methods (EMTO-CPA/PAW-SQS). As a result, model building
and testing methods accounting for the lack of accurate training data on the mechanical properties of
alloys (PAW-SQS), balanced out by using predictions of inaccurate resource-effective first-principle
calculations (EMTO-CPA), are demonstrated.

Keywords: disordered alloys; elastic constants; PAW + SQS; EMTO; ML

1. Introduction

Disordered titanium and zirconium body-centered cubic (bcc) alloys are highly de-
manded materials for different applications. For example, they are used in biomedical
devices such as bone implants for every part of the body due to their high biocompatibility
and corrosion resistance [1,2]. Although titanium-based alloys usually surpass zirconium-
based ones in mechanical properties, the latter can be used, for example, for implants that
provide less noise in magnetic resonance imaging procedures due to much lower magnetic
susceptibility [3]. Some Ti and Zr alloys, including a Ti-Zr solid solution, demonstrate
shape-memory behavior, and can be used for designing medical tools and other devices,
similarly to nitinol [4]. Examples of multicomponent bcc alloys for medical applications
are Ti-13Nb-13Zr, Ti-35Nb-5Ta-7Zr, Ti-29Nb-13Ta, and Ti-24Nb-4Zr-8Sn. Some titanium
alloys, such as Ti-13V-11Cr-3Al, are used in the aerospace industry due to their softness in
the bcc phase and the ability to subsequently strengthen during aging. β-alloys such as
Ti-15V-3Sn-3Cr-3Al, Ti-10V-2Fe-3Al, and Ti-5Al-5V-5Mo-1Cr-1Fe have low flow stresses,
which facilitates metal processing, while Ti-15Mo-2.7Nb-3Al-0.2Si and Ti-35V-15Cr exhibit
superplastic behavior at stress rates below 10-5 s-1. Ti-5Al-5V-5Mo-3Cr-0.5Fe demonstrates
high oxidation resistance and burn resistance. Ti-Mo and Ti-Nb alloys (for example, Ti with
40.5 at. % Nb) can also exhibit superelasticity. There is also a type of β-titanium alloy called
gum metals, such as Ti-23Nb-0.7Ta-2Zr-1O (which may also include V and Hf), which
has unique properties such as a low Young’s modulus of about 40 GPa with high tensile
strength up to 2 GPa and exhibits superelasticity, or even superplasticity [5]. Available data
on titanium and zirconium β-alloys show that materials based on them can have prominent
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properties. Considering the variety of possible alloying elements, it can be concluded that
this class of materials represents a vast field of research and the search for new materials.

The elaboration of quantum-mechanical methods of computational materials science
has led to the development of many implementations, including high-performance com-
puting packages. Most calculations of the properties of disordered crystalline solids are
resource-intensive tasks for computer clusters, which makes it difficult to search for new
materials. Among the calculation methods within the framework of the electron den-
sity functional theory (DFT), the least resource-intensive ones can be distinguished, for
example, the exact muffin-tin orbitals (EMTO) method with coherent potential approxi-
mation (CPA) [6], which is effective in modeling solid solutions. However, the electronic
structure problem within this method is solved using the spherical approximation for the
one-electron potential. Moreover, the EMTO-CPA is a single-site mean-field approximation.
These approximations can lead to some inaccuracy. Indeed, it is well known that the bcc
structure of pure titanium and zirconium is mechanically unstable at low temperatures.
From the point of view of elastic properties, this should lead to strongly negative values of
the elastic constant C’. However, in the EMTO-CPA method, this constant turns out to be
close to zero for Ti and has a positive value for Zr. The more accurate but resource-intensive
projector augmented wave method (PAW) [7] does not have such disadvantages [8,9].
However, in the case of solid solutions, it requires the use of the special quasi-random
structures (SQS) method [10], which further increases the computational complexity as
it involves supercells. Therefore, the reliability of the EMTO-CPA calculations must be
verified in comparison with more accurate calculations. Such a comparison is demonstrated
in work [11] for a set of titanium-based bcc binary alloys. Taking into account the difference
in the performance and accuracy of the methods, the idea of applying supervised machine
learning, which could compensate for the lack of calculated data of a more accurate method,
logically arises.

Machine learning (ML) is vastly applied in the field of material science for different
tasks, such as the prediction of mechanical, thermal, electrical, and other material properties
including various effects and phase transitions. For these purposes, a training dataset for
ML models can include crystal structure information, already-known experimental data,
and data obtained via ab initio calculations and their combinations [12]. The application of
machine learning in the context of first principles calculations has a distinct advantage over
other applications of ML in materials science. Both theoretical calculations and machine
learning are limited only by computing resources and are not limited by such factors as
the availability of materials and the variety of experimental and analytical equipment. The
reasonable application of machine learning to predict some properties can exponentially
reduce the computational cost compared to ab initio calculations [13]. Typical features
used for ML models for material science include representation of the chemical formula
using a vector of elements presented in material, properties of materials such as elastic
moduli, thermal expansion coefficient, electronegativity, or more complex parameters, such
as Seeback or Peltier coefficients. Some features can be obtained through the statistics of
the specified properties of the constituent elements, including averages, medians, maximal
or minimal values, etc. [13,14], with respect to considered compositions. A set of features
can be derived from the crystal structure, for example, the lattice parameter, space group,
and the number of nearest neighbors.

The most accessible machine learning methods are often based on the use of training
sets, which leads to an obvious data availability problem. Given this, machine learning
on the results of theoretical calculations provides a significant advantage, since currently
a significant amount of standardized data describing the results of ab initio calculations
is available in the public domain [15–19]. There are many examples in the literature
of using such databases for predicting properties and developing new materials. Thus,
Tawfik et al. [20] used a dataset of 3112 compositions from the materials project database
to predict the materials’ vibrational stability. The features used consisted of one-hot
encoded symmetry groups, robust one-shot ab initio descriptors (ROSA), which describe
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elemental properties, and include different energy components (occupied and unoccupied
energy levels, total kinetic, Fermi, exchange-correlation energies, etc.), bulk modulus,
molar volume, and symmetry functions of atomic positions extracted from the results
of calculations in the framework of density functional theory [21]. Paz Soldan Palma
et al. [22] used calculated formation enthalpies from the materials project to determine
materials stability in terms of convex hulls. Kruthika and Ravindran [23] extracted the
data for 90 perovskites from materials project and ICSD databases to predict optoelectronic
properties. Roy et al. [24] used data from the materials project for comparison with their
results, obtained through classical molecular dynamics.

A number of examples of using machine learning to predict the elastic properties of
disordered alloys are described in the literature. For example, in the work [25], artificial
neural networks and support vector machine models were successfully used to predict the
mixing enthalpy, Young’s modulus, and the ratio between the shear modulus and bulk
modulus of Fe-Cr alloys. To describe the compositions of the training set in the feature space,
the characteristics of the elements in their ground state were used, among which the atomic
radii mismatch, average atomic volume, averaged valence electron concentration, total
electronegativity, and ideal mixing entropy are mentioned. In the work [26], authors used
the full potential Korringa–Kohn–Rostoker (FPKKR) method within the coherent potential
approximation to construct a training set of 2555 high-entropy alloys for an elastic property
prediction using linear regression and neural network models based on 316 descriptors. The
paper by Kim et al. [27], incorporating EMTO-CPA and PAW-SQS calculations, describes
the use of two separate gradient boosting models to predict the bulk and shear moduli of
high-entropy alloys based on materials project data. For feature selection, the authors used
the multi-objective optimized genetic algorithm proposed in [28,29]. The most important
features found were descriptors based on the properties of the elements included in the
resulting compositions, such as group number, cohesive energy, density, electronegativity,
and atomic radius.

Notably, widely used structural descriptors [21] lose their importance to some extent
when it comes to using machine learning for a set of materials limited to disordered alloys
of a single type of symmetry. To predict the properties of such materials, a set of cost-
efficient and universal features can be distinguished among the various methods of feature
engineering, which are intended to be used in material property prediction based on the
results of theoretical calculations. This group of features describes the properties related
to the chemical composition of the investigated materials and includes the statistics of
the properties of the elements that are part of the considered compositions, statistics of
oxidation states, and many others [30].

Even with the mentioned calculated data availability, most material data used for
machine learning fall under the category of small data. The PAW-SQS calculations for
disordered structures are complex and time-consuming to create large databases. Thus, one
of the significant problems in creating machine learning models for accurately predicting
the properties of materials with a disordered structure is the lack of extensive training
sets [31].

For the case of small data, there are several effective approaches mentioned in the
literature. Transfer learning involves the transfer of knowledge gained from one task to
improve learning on a different but related task. This strategy is particularly useful for
small datasets as it allows models to benefit from pre-trained knowledge and patterns from
larger datasets [32–34]. Another effective concept is ensemble learning, which combines
multiple models to make predictions, often resulting in better performance than individual
models. By aggregating predictions from diverse models, ensemble methods can mitigate the
limitations of small datasets [35,36]. The active learning strategy involves iteratively selecting
the most informative data points and incorporating them into the training set [37,38].

The combination of transfer and ensemble learning offers a powerful strategy to
reduce the amount of resource-intensive calculations, and improve model robustness
and predictive accuracy in machine learning applications for materials science. In the
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paper [39], the concept of transfer learning was implemented by leveraging data from
the CALPHAD (calculation of phase diagrams) database to enhance the machine learning
model for predicting the synthesizability of high-entropy ceramics. By combining general
features with thermodynamic data from a less accurate calculation method (CALPHAD),
the predictive ability of the ensemble random-forest regression model was improved, and
demonstrated robustness in extrapolating outside the starting chemical space.

As noted above, ensemble methods are effective when handling tasks involving small
data. Several tools can be highlighted among the available implementations: “CatBoost” [40],
“XGBoost” [41], “LightGBM” [42], and “Gradient Boosting Machine” (GBM) [43], which are
effective for small datasets as they can handle complex relationships in the data and prevent
overfitting [31,36]. Thus, in the work [44] the described problem is solved for the case of
predicting the basic d-spacing in materials for supercapacitors. By comparing XGBoost,
support vector machine, and artificial neural network models, the authors demonstrated
that the most effective model is gradient boosting.

Overall, the literature provides examples of solving problems of predicting the results
of theoretical calculations based on reduced datasets. However, it can be noted that there
is a lack of research relevant to the objectives of this work. In this work, to achieve high
predictive ability at the PAW level, but at the same time using a relatively small number of
results obtained by resource-intensive calculations, the basic idea of the gradient boosting
algorithms, which consist of an improvement of predictions using an ensemble of weak
predictors, was used. The models of this ensemble can be stage-wise arranged, where
the prediction errors of one model are taken into account by the other one, allowing it to
obtain more accurate predictions by learning from collective mistakes made by stacked
models [45,46].

Considering the differences in the performance of the DFT calculation methods, the
main task of this work was to develop a method for predicting the elastic properties of
bcc alloys within both interpolation and extrapolation, i.e., when several concentration
points are known, but more accurate knowledge of the values between them is required,
and when completely new systems are predicted. In the case of extrapolation for these new
systems, there were no fitting data used for model training.

In this work, a novel approach of augmenting the PAW-SQS reduced training data
with EMTO-CPA calculations used for the stage-wise prediction is proposed. This approach
aimed to enhance predictive ability in the task of predicting elastic properties, both sup-
plementing the already-known concentration dependencies with new compositions, and
predicting the properties of new bcc-alloys.

2. Materials and Methods

The selected properties of disordered alloys to predict include: three independent
components of elastic tensor for the cubic crystal structure (C11, C12, C44, C’ = (C11 − C12)/2),
bulk modulus (B), Young’s modulus (E), and shear modulus (G). A detailed description of
the methodology and results is available in the work [9,11]. All data used for the training
sets were obtained as a result of ab initio calculations using two methods: EMTO-CPA [6,47]
and PAW-SQS [7,10,48]. The effects of the dissolution of 3d, 4d, and 5d metals and Al, Ga,
In, and Sn in the bcc Ti lattice (β-phase) were modeled within the framework of EMTO-CPA
calculations. The PAW-SQS method was used to calculate the above set of properties for
only a part of the bcc Ti-X alloys. For this dataset, the list of alloying elements X included
4d elements Nb, Mo, Tc, Ru, and Rh and 5d elements Ta, W, Re, Os, and Ir. The properties
of binary zirconium-disordered alloys were calculated similarly in both methods. To
further increase the training set, the indicated properties of Ti-X-Y ternary alloys, where X,
Y = Ag, Al, Au, Co, Cr, Cu, Fe, Ga, Ge, Hf, In, Ir, Mn, Mo, Nb, Pd, Pt, Re, Rh, Ru, Sn, Ta,
Tc, V, W, Zn, and Zr, were also calculated in the same manner as for binaries within the
EMTO-CPA method.

In the EMTO-CPA method, the total charge density is obtained by an exact self-
consistent solution of the one-electron Kohn–Sham equations for overlapping spherical
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muffin-tin (MT) potentials. The effective medium is constructed in such a way that the
electron scattering off the effective atoms is averaged, as in the simulated disordered alloy.
The self-consistent solution of a system of CPA equations was formulated in terms of the
Green’s function. The disadvantages of this method are the absence of local relaxations and
the use of the spherical MT potential. In the EMTO, s-, p-, d-, and f-orbitals were accounted
for. The full charge density (FCD) was represented by a single-center expansion of the
electron wave functions in terms of spherical harmonics with orbital angular moments
lFCD

max = 8. The integration in the irreducible part of the Brillouin zone was performed over
a 29 × 29 × 29 grid of k points. The energy integration was carried out in the complex plane
using a semi elliptic contour comprising 24 energy points. In order to determine the elastic
constants C’ and C44 within EMTO-CPA, orthorhombic (1) and monoclinic (2) volume-
conserving distortions were applied, and the internal energy response to the six distortions
sets (η = 0.00–0.05) [9] was calculated:

1 + ε1 =

1 + η 0 0
0 1 − η 0
0 0 1

1−η2

 (1)

1 + ε2 =

1 η 0
η 1 0
0 0 1

1−η2

 (2)

In the PAW method, exchange-correlation effects in an electron gas were taken into
account within the density functional theory in the framework of the generalized gradient
approximation (GGA) [49]. Short-range order parameters for the several neighboring
coordination spheres of generated SQS supercells were optimized to be close to zero [10].
For bcc alloys, 4 × 4 × 4 128-atom SQS supercells were constructed. The integration of the
Brillouin zone was performed over the grid of 4 × 4 × 4 k points. The number of plain
waves considered was determined by cutoff energy of 450 eV. To obtain elastic constants
within the PAW-SQS calculations, the following deformation matrix was used [50]:

1 + ε =

1 + η
η
2 0

η
2 1 0
0 0 1

 (3)

The magnitude of the deformation (η) varied from −0.02 to +0.02 with a step of 0.01.
Accordingly, elastic constants are determined from the following stress–strain relation-
ships [50]:

C11 =
∂σxx

∂η
, C12 =

∂σyy

∂η
, C44 =

∂σxy

∂η
(4)

To estimate the B and G, the Voigt–Reuss–Hill procedure was used [51]. The Young’s
modulus E was derived according to the following relations [52]:

B =
C11 + 2C12

3
, G =

1
2

(
5C44(C11 − C12)

4C44 + 3(C11 − C12)
+

C11 − C12 + 3C44

5

)
(5)

E =
9BG

3B + G
(6)

It is important to note that the calculations within the framework of the EMTO-CPA
method are low-cost, while PAW-SQS requires much more computational resources. For
example, calculating the elastic constant C11 of one composition within the EMTO-CPA
framework requires about 50 core hours, and about 1400 core hours within the PAW-SQS.

The input data for both models were represented by a set of predicted data and a
composition expressed in contained elements and their atomic concentrations.
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In detail, the EMTO-CPA dataset consists of information describing calculated prop-
erties for 2 pure elemental samples (Ti, Zr), 615 binaries, and 1025 ternary compositions.
Base element concentrations for binaries are presented in the range from 50 to 95 with the
step of 5 at. %. Dopants of binaries presented by 34 elements: 33 for Ti-based alloys and
29 for Zr-based alloys. Ternary compositions are presented by 41 Ti-based systems. Base
element concentrations for ternaries are presented in the range from 50 to 90 with the step
of 10 at. %, and the second and third element concentrations for ternaries are presented by
the ranges from 5 to 45 with the step of 5 at. %.

The PAW-SQS dataset describes the calculated properties for pure elements (Ti, Zr)
and 60 binary compositions of 10 dopants. Dopant fractions in the alloys are 0.0625, 0.25,
and 0.5 (8/128, 32/128, 64/128).

To achieve adequate results, data from the PAW-SQS dataset should be used as effi-
ciently as possible, so it becomes necessary to build a model that can not only map the data,
but also be able to predict the values of the EMTO-CPA method based only on composition.
The intersection of the two datasets is represented by 40 compositions, including 10 different
alloying elements represented by 2 concentrations, as well as data on 2 pure elements.

Figure 1 shows the distribution of values for compositions calculated by both methods.
Distribution of quantitative data plotted in the form of a box plot to facilitate comparison
between the results obtained by two considered methods. The boxes are limited with the
range of the upper bound of the first quartile and lower bound of the third quartile of the
data distribution, while the whiskers expand to show the rest of the distribution, except for
points that are defined as “outliers” based on interquartile range. The maximum whisker
length was identified with a 1.5 interquartile range. The whiskers extend to the farthest
data point in this range, while the more extreme points are marked as outliers. The lines in
the boxes indicate the median values for the corresponding methods and properties.
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Figure 1. Distribution of values for compositions calculated by both methods (EMTO-CPA/PAW-
SQS): (a) Entire dataset; (b) subsets intersection.

It could be concluded that almost all properties calculated using PAW-SQS are shifted
to the negative range, except for the bulk modulus (B), and also are not shifted for C11. At
the same time, a comparison of the results of calculating C’ of the same alloys in EMTO-
CPA and PAW-SQS demonstrates an underestimation of negative values in the first case,
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which plays a significant role in assessing the mechanical stability according to the Born
criterion [53].

To explain the observed dependencies, it should be noted that the considered con-
centration dependencies often demonstrate a nonlinear character of different shapes for
each system. The problem is reduced to finding a set of universal functions expressing
the dependencies of each observed elastic property on the qualitative and quantitative
composition. Selected data are shown in Figure 2.
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It should be noted that the comparison of the values calculated in the framework of
EMTO-CPA does not always show a constant bias relative to the values obtained within
the PAW-SQS method. Observed shifting requires a more careful approach and tends to be
poorly described by a single linear model for all considered material properties.

To add information about the qualitative composition of the considered compositions,
the information reflecting the basic physical and chemical properties of the elements was
added. For this purpose, the Python-library “Pymatgen” was used [54]. The following
concentration-weighted properties have been used as separate features: atomic number,
electronegativity, row and group in a periodic table, atomic mass, atomic radius, molar
volume, average ionic radius, and maximal and minimal oxidation state.

A significant contribution from periodic properties could be expected, but it should
also be taken into account that this approach is trying to reproduce the properties of
materials that are calculated by introducing into the calculation a strictly defined type of
description of element atoms in the pseudopotential approach in calculations within the
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electron density functional theory. To take this into account, along with other features,
the following concentration-weighted properties of elemental pseudopotentials for each
composition for characterization were also introduced: default cutoff and number of
valence electrons.

In addition, features preset from the “Matminer” Python library (“Magpie”, “WenAl-
loys”, and “Miedema”) [55–57] were used.

The distance to the convex hull is one of the most efficient well-known criteria for
predicting thermodynamically stable compositions [58]. Moreover, it was assumed that
information on convex hull diagrams for known materials can be used for feature engi-
neering. The information about different forms of elements in the resulting investigated
compositions from the materials project data was added. To construct features (“MP convex
hull”) based on the extracted properties for each composition of n components, statistics
were used, defined as:

∑n
i=1 ci × f (Pi), (7)

where ci—concentration of i-th element; f —min, max, mean, or median; Pi—properties of
all structures of i-th element in terms of convex hull approach. The considered properties
are total magnetization, relaxed volume per atom, total energy per atom, and density.

As a result, 197-dimensional feature vectors for each considered composition were
obtained.

In this paper, gradient boosting models provided by CatBoost, an open-source li-
brary [40,59], were used. The used gradient boosting model provides faster performance
with both CPU and GPU support, feature selection algorithms, calculation of feature im-
portances, and multiple regression. The final model is represented by the pipeline of two
separate gradient boosting regressors. Feature selection was implemented using the built-in
method from the source Python library for the first regressor (EMTO-CPA predictor). The
final set of 20 features was obtained using the hold-out set containing 20% of the full
dataset [44]. Features for the second regressor for fitting PAW-SQS calculations (PAW-SQS
predictor) included only predictions of the first one.

3. Results
3.1. Selected Features

Feature importance analysis is shown in Figure 3. To analyze features, all feature
importances, which were preserved by feature selection algorithms corresponding to the
first EMTO-CPA predictor, were extracted. All selected features were represented in the
following groups:

• Five features containing concentration-weighted properties of each element contained
in each composition (“Conc. weighted”) with importance of 37% in total;

• Four features extracted from the “Materials Project” phase diagrams (“MP convex hull
feats”) with importance of 11% in total;

• Eleven features from the “Matminer” presets (“Magpie”, “WenAlloys”) with impor-
tance of 52% in total;

• Seven features are available only for the PAW-SQS regressor predicting final values
based on predictions of the first predictor (“Pred.”).

An influence of EMTO-CPA trained model predictions on PAW-SQS model predictions
is shown in Figure 3.

As follows, the main contribution to the feature importance of the EMTO-CPA predic-
tor derives from “Matminer” features, and as expected, from the concentration-weighted
group. It is interesting to note that the feature importance of convex hull features that were
proposed in this work confirms the assumption about their significance. All optimized
model parameters are given on the GitHub page of the work.
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3.2. Cross-Validation Results

To assess the predictive ability of models in machine learning, data are typically
randomly divided into train and test subsets step-by-step (K-fold cross-validation, K-fold
CV). Thus, each defined fraction of the available data is independently included in the
test dataset. However, standard CV testing does not correspond to real-use cases for
datasets containing entire systems with their concentration dependencies instead of single
compositions representing unique systems. Thus, for such an application, it is important, for
example, to understand whether the model supplements the concentration dependencies
already presented in the training set with new compositions.

In this work, cross-validation model testing in three possible use cases was performed:
the prediction of properties for compositions, containing elements that were not represented
in the training set (new elements prediction); the prediction of elastic properties for new
concentration combinations in systems already available in the training set (leave-one-out);
and the prediction of properties for systems that were not represented in the training set
(new systems prediction).

In the “new elements prediction” test, compositions containing a certain alloying
element from both training sets (EMTO-CPA and PAW-SQS) are sequentially excluded,
which provides 34 testing folds. “Leave-one-out” testing was performed only for the
intersection of two datasets, creating 42 unique folds. In the “new systems prediction” test,
each chemical composition represented one of 102 test folds.

The combined results for all three types of testing (including all elastic properties E, B,
G, C11, C12, C44, and C’) are shown in Figure 4.

An assessment of overall errors demonstrates reasonable model predictions. As shown
in Figure 4, the mean absolute error (MAE) of the EMTO-CPA predictor is in the range
of 3–5 GPa, and the PAW-SQS predictor is in the range of 6–8 GPa. The overall result of
cross-validation shows a high determination coefficient, but also high values of certain
errors (max. abs. err.). Comparing the EMTO-CPA and PAW-SQS methods, it was also
assumed that some deviations of the predicted values from the calculated values for the
first method can be explained by the lower accuracy of the calculation of the coherent
potential approximation for certain systems.

At the level of numerical data predicting, all considered elastic properties are rep-
resented with values of the same order, and a comparison of the respectively combined
predicted and target values characterizes the model in general. However, it should be
noted that for a more detailed description of the achieved testing metrics, prediction errors
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of individual properties are necessary. For example, the bulk moduli calculated within
EMTO-CPA are very close to the PAW-SQS (MAE = 5.7 GPa), while for Young’s moduli,
the difference is much greater (MAE = 51.2 GPa). At the same time, the concatenated data
show the EMTO-CPA error in comparison with the results of the PAW-SQS calculations at
the level of 21.6 GPa (MAE).
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The corresponding metrics of validation tests for the separate properties are shown in
Table 1.

Table 1. Validation metrics.

Predictor CV Type Property R2 MAE, GPa Max. Abs. Err., GPa

EMTO-CPA
New elements

prediction

B 0.93 5.1 43

C’ 0.94 4.0 44

E 0.93 8.2 86

G 0.93 3.2 21

C11 0.96 8.9 88

C12 0.82 4.4 53

C44 0.74 4.1 30
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Table 1. Cont.

Predictor CV Type Property R2 MAE, GPa Max. Abs. Err., GPa

EMTO-CPA

Leave-one-out

B 0.99 3.0 11

C’ 0.98 2.8 14

E 0.98 4.4 22

G 0.98 1.8 9

C11 0.99 5.5 23

C12 0.97 2.9 16

C44 0.97 2.2 10

New system prediction

B 0.97 3.6 41

C’ 0.97 2.5 33

E 0.97 5.2 53

G 0.98 2.0 14

C11 0.98 6.1 80

C12 0.92 3.2 31

C44 0.91 2.6 18

PAW-SQS

New elements
prediction

B 0.91 7.2 45

C’ 0.86 6.1 25

E 0.96 8.9 30

G 0.96 3.4 12

C11 0.92 12.3 53

C12 0.81 6.1 60

C44 0.80 6.0 39

Leave-one-out

B 0.93 7.2 39

C’ 0.86 6.3 26

E 0.92 10.8 80

G 0.92 4.1 26

C11 0.94 11.8 39

C12 0.80 7.4 56

C44 0.85 6.4 31

New system prediction

B 0.95 5.7 35

C’ 0.91 4.8 26

E 0.96 8.1 39

G 0.96 3.1 16

C11 0.96 9.0 38

C12 0.86 5.2 52

C44 0.87 5.0 29

The errors in the PAW-SQS correspond to the overall accuracy of the model, while
based on the machine learning model-building process, it can be assumed that predictions
at the level of EMTO-CPA directly influence the predictive power of the PAW-SQS predictor.
This assumption is supported by the results of cross-validations. Regardless of the type
of validation, both the EMTO-CPA and PAW-SQS predictors demonstrate similar general
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trends in MAE, showing the largest MAE in the prediction of the C11 constant, and the
smallest in the shear modulus (G) among other predicted properties.

The model is capable of predicting both new elements and new systems based only
on the chemical composition of bcc alloys and complementing individual compositions
with low levels of MAE. However, in some cases, it demonstrates rather large errors in the
form of single deviations corresponding to maximum absolute errors (see Figure 4 and
Table 1). To provide a general description of the contribution of these large errors to the
overall distribution of prediction inaccuracies, histograms are presented in Figure 5.
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Figure 5. Distribution of errors of all cross-validation tests.

To summarize Figure 5, 88% of the errors for the EMTO-CPA predictor and 79% of
the errors for the PAW-SQS predictor are below 10 GPa. The most significant range of
errors is between 0 and 20 GPa, since the maximum absolute error between calculations
using EMTO-CPA and PAW-SQS among considered elastic properties is minimal for bulk
modulus (B) and equal to 22 GPa. A quantitative assessment within this range provides an
understanding of the model’s advantages over EMTO-CPA calculations.

Error distribution from Figure 5 is summarized in Table 2 for the intervals from 0 to
5 GPa and from 0 to 20 GPa.

Table 2. Cross-validation errors.

Predictor CV Type Errors < 5 GPa, % Errors < 20 GPa, %

EMTO-CPA

New elements prediction 63 97

Leave-one-out 82 99

New system prediction 78 99

PAW-SQS

New elements prediction 58 90

Leave-one-out 49 93

New system prediction 64 95

The cross-validation error distribution demonstrates that about 70% of EMTO-CPA
predictor errors and about 60% of the PAW-SQS predictor errors are between 0 and 5 GPa.
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Despite this, the performance of the model is assessed as sufficient because, for both
predictors and validation types, more than 91% of errors are below 20 GPa. To illustrate the
effectiveness of the proposed model (cross-validation results) in comparison to calculations
within the EMTO-CPA framework, comparative tables of corresponding metrics for PAW-
SQS calculated results are presented (Figure 6).
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A comparison of all considered metrics shows that for all properties except the bulk
modulus, the model outperforms EMTO-CPA calculations. The largest differences were
observed for the shear (G) and Young’s moduli (E), as well as for the C44 constant. The
distributions of errors in EMTO-CPA calculations compared to PAW-SQS calculations and
prediction errors are shown in Figure 7.

Since the PAW-SQS predictor used only the predictions of the EMTO-CPA as input
features and the accuracy of the regressor used is high, it can be concluded that the
PAW-SQS predictor has the potential to significantly improve the accuracy of EMTO-CPA
calculations. This implies that the EMTO-CPA calculation results could be used as input
for the PAW-SQS predictor directly, which could provide an additional benefit within the
proposed approach.

Furthermore, a comparative analysis between the combined model and a gradient-
boosting regressor trained only on the PAW-SQS dataset (reduced model) was conducted.
A relevant question arises regarding the ability of a model trained only on PAW-SQS
data to extrapolate to a broader test dataset beyond the original dataset, which comprises
60 compositions.
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Notably, Figures 6 and 7 demonstrate that the discrepancy in bulk modulus is neg-
ligible among all calculated values within the EMTO-CPA approach compared to PAW-
SQS results. To evaluate the generalizability of our predictions, bulk modulus data from
EMTO-CPA calculations for 1600 alloys that were not present in the intersection of the
corresponding datasets as an independent validation set were used.

It is important to note that the hyperparameters and features of the reduced model
were independently fine-tuned for 60 compositions and 2 pure metals for this validation
test. As a result, this optimized model was directly used to predict 1600 independent
data points.

In addition, to demonstrate the benefits of incorporating EMTO-CPA predictions, a 10-
fold cross-validation on the combined model was performed. The results of the described
tests are shown in Figure 8.
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As noted above, the EMTO-CPA method demonstrates an agreement with the PAW-
SQS results for bulk modulus calculation, which is shown in Figures 6, 7, and 8a, and
observed errors exceeding 20 GPa were identified at a rate of 2% (1 out of 42 values). It has
been observed that errors surpassing 20 GPa occur within a percentage of 12% (190 out of
1600 values) when using the reduced model. In contrast, errors within the corresponding
range are approximately 5% (76 out of 1600 values) when utilizing a combined model.

Despite the comparable mean absolute errors of the combined model and the model
trained only on the PAW-SQS dataset, the latter exhibits increased error dispersion, as evi-
denced by lower R2 coefficients and a higher maximum absolute error. Consequently, adding
the EMTO-CPA predictor to the model architecture leads to a more realistic prediction.

The effectiveness of the transfer learning principle is confirmed by testing the results of
the model proposed in the work [39], where the stability of disordered face-centered cubic
five-metal cation carbides was predicted using a reduced dataset. A train set of 56 samples
and a test set of 7 samples was used. The less-accurate CALPHAD method calculations
were used as features to improve the predictive ability of the ML model predicting the
results of the more accurate PAW method. The authors show that when tested on one test
set, the random forest model without additional features from CALPHAD demonstrates
R2 = 90.7, while adding the transfer principle leads to R2 = 93.0. The predictive ability of
our model can be characterized by R2 values from 80 to 96 in various tests (see Table 1
and Figure 8). In another work [60], an ensemble method–random forest regressor was
utilized to predict the elasticity of the ordered compounds of different symmetries based
on the 1229 training samples from the materials project database. The model utilizing
compositionally averaged features was tested on a 10% randomly selected hold-out set
that indicated R2 = 0.78 and MAE = 24 GPa for Cij prediction. Different tests in our work
demonstrated R2 = 0.80–0.96, and MAE = 5–12.3 GPa for C11, C12 and C44. In addition, for
bulk modulus prediction, R2 = 0.98 and MAE = 7 GPa are noted in [60]. Correspondingly,
in this work R2 = 0.91–0.95 and MAE = 5.7–7.2 GPa. Another work [61] shows the use of a
crystal graph convolutional neural network (CGCNN) based on transferring knowledge
on 8000 ordered structures represented by different structural groups to predict bulk and
shear moduli of disordered alloys. The test on accurately calculated properties of relaxed
disordered nitrides demonstrated MAE = 5.3–15.8 GPa for bulk modulus, whereas in this
work, MAE = 5.7–7.2 GPa. In addition, the work [61] shows MAE = 7.9–23.9 GPa for shear
modulus, while in this work MAE = 3.1–4.1 GPa. In general, metrics achieved by the
model proposed in this work during extensive comprehensive testing are comparable to
metrics shown in partially randomized tests in the literature. It can also be noted that
this work proposes a model that is universal for a wide variety of doping elements of
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bcc-disordered alloys and is also computationally efficient enough to quickly perform
large-scale predictions.

4. Conclusions

This research reveals the potential for using the computationally efficient exact muffin-tin
orbital method within coherent potential approximation (EMTO-CPA) to extend the training
dataset acquired through the resource-intensive projector-augmented wave method performed
on special quasi-random structures (PAW-SQS) computations to build an advanced model
capable of accurately predicting the elastic properties (C11, C12, C44, C’ = (C11 − C12)/2, bulk
modulus (B), Young’s modulus (E), and shear modulus (G)) of bcc alloys. Comparing the
resource intensity of EMTO-CPA and PAW-SQS calculations for 1000 alloy compositions, the total
calculation time is about 300,000 core hours for the EMTO-CPA method and about 10 million
core hours for PAW-SQS.

It was demonstrated that the developed model is able to supplement the known
concentration dependencies with the new compositions with high accuracy. Furthermore, a
computationally efficient comprehensive approach to the development of machine learning
models able to predict the properties of new bcc alloys over a wide range of concentrations
and a variety of alloying elements was demonstrated.

This work further demonstrates that augmenting the training data with EMTO-CPA
calculations enhances predictive ability compared to utilizing only a reduced PAW-SQS
dataset. In addition, the proposed model can be used to improve the calculation results
within the framework of the EMTO-CPA method.

The proposed model can be used to select promising alloys, which will then be verified
by accurate calculation methods and finally be used in experimental testing. This approach
reduces the time required to find the most interesting alloys for experiments, which can
be expensive.

In this work, bcc-disordered alloys were considered, but it is expected that the findings
of the work can be generalized for any crystal structure. The proposed method is suitable for
those families of materials in which PAW-SQS calculations are time-consuming and EMTO-
CPA is much more efficient, for example, high-entropy materials (carbides, oxides, borides,
etc.) or Hume–Rothery alloys. Notably, it is not necessary to use two different calculation
methods. The creation of both training subsets is possible within the same method, for
example, only within the framework of PAW-SQS, but using different computational
parameters that affect the cost of the calculation. In addition, if PAW-SQS is the only
framework used, then this method can be applied to a wider class of systems.

The proposed method presumably has sufficient universality, and an accurate com-
putational and experimental verification for other types of materials and their properties
is intended to confirm the full relevance of the proposed approach. It is assumed that the
prediction accuracy could be refined using an active learning framework, which would
select new compositions for further calculations and add the results to the training dataset
based on the greatest contribution to improve the predictive ability of the model.
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